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1. Introduction

In the context of information geometry for finite-dimensional quantum systems, it
is well-known that the canonical action ρ 7→ UρU†, where † denotes the usual adjoint of
an operator, of the unitary group U (H) on the manifold S (H) of faithful quantum states
provides symmetry transformations for every monotone quantum metric tensor on S (H)
pertaining to Petz’s classification [1]. Therefore, the fundamental vector fields generat-
ing the canonical action of U (H) are Killing vector fields for every quantum monotone
metric tensor.

It is also known that the canonical action of U (H) on S (H) can be seen as the
restriction to U (H) of a nonlinear action of the general linear group GL(H) given by

ρ 7→ β(g, ρ) =
g ρ g†

Tr(g ρ g†)
. (1)

The action β is transitive on S and turns it into a homogeneous manifold [2–5]. There-
fore, the fundamental vector fields of the canonical action of U (H) form a Lie-subalgebra
of the algebra of fundamental vector fields of the action of GL(H).

In [6], it is shown that, in order to describe the fundamental vector fields of β, it
is sufficient to consider the fundamental vector fields of the canonical action of U (H)
on S (H) together with the gradient vector fields associated with the expectation-value
functions la(ρ) = Tr(aρ)—where a is any self-adjoint element in the spaceB(H) of bounded
linear operators on H—by means of the so-called Bures–Helstrom metric tensor [7–12].
This instance provides an unexpected link between the unitary group U (H), the GL(H)-
homogeneous manifold structure of S (H), the Bures–Helstrom metric tensor, and the
expectation value functions.

However, this is not the only example in which a monotone metric tensor “interacts”
with the general linear group GL(H). Indeed, again in [6], it is also shown that fundamental
vector fields of the canonical action of U (H) together with the gradient vector fields
associated with the expectation value functions by means of the Wigner–Yanase metric
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tensor [13–19] close on a representation of the Lie algebra of GL(H) that integrates to a
group action given by

ρ 7→ βWY(g, ρ) =
(g
√

ρg†)2

Tr
((

g
√

ρg†
)2
) ∈ S (H). (2)

Of course, the action βWY is different from the action β, but it is still a transitive
action so that S (H) is a homogeneous manifold also with respect to this action, and the
underlying smooth structure coincides with the one related with β. Moreover, a direct
inspection shows that βWY can be thought of as a kind of deformation of β by means of the
square-root map and its inverse on positive operators. This instance is better described and
elaborated upon in the rest of the paper.

Finally, again in [6], it is proved that there is another Lie group “extending” the unitary
group U (H) and for which a construction similar to the one discussed above is possible.
This Lie group is the cotangent bundle T∗U (H) of U (H) endowed with its canonical Lie
group structure [20,21]. In this case, the gradient vector fields of the expectation value
functions are built using the Bogoliubov–Kubo–Mori metric tensor [22–26], and the action
is given by

ρ 7→ γ((U, a), ρ) =
eU ln(ρ)U†+a

Tr
(

eU ln(ρ)U†+a
) , (3)

where a is a self-adjoint element which is identified with a cotangent vector at U. Once
again, we obtain a transitive action on S (H) associated with a homogeneous manifold
structure whose underlying smooth structure coincides with the two other smooth struc-
tures previously mentioned.

It is important to note that, when we restrict to the unitary group U (H), all the group
actions we considered reduce to the canonical action

(U, ρ) 7→ α(U, ρ) = UρU† (4)

of the unitary group whose importance in quantum theories is almost impossible
to overestimate.

Once we have these three “isolated” instances, it is only natural to wonder if they
are truly isolated cases, or if there are other monotone metric tensors for which a similar
construction is possible. In [27], this problem is completely solved in the two-level case
in which a direct, coordinate-based solution is possible. The result is that the only two
groups for which the aforementioned construction works are precisely the general linear
group GL(H) and the cotangent group T∗U (H). Moreover, in the case of T∗U (H), the
only compatible action is the action γ already described in [6], while, for GL(H), there is
an entire family of compatible smooth actions parameterized by a real number κ ∈ (0, 1]
and given by

ρ 7→ βκ(g, ρ) =
(gρ
√

κg†)
1√
κ

Tr
((

gρ
√

κg†
) 1√

κ

) . (5)

All these actions are connected with a different quantum metric tensor. For instance,
when κ = 1 the Bures–Helstrom metric tensor is recovered, while the Wigner–Yanase metric
is recovered when κ = 1/4. All the other cases correspond to Riemannian metric tensors
on S (H) which are invariant under the standard action of U (H).

In this work, we further investigate the problem by showing that all the group actions
and metric tensors found in [27] for a two-level system actually appear also for a quantum
system with an arbitrary, albeit finite, number of levels. Moreover, we characterize all
the values of κ for which the Riemannian metric tensor associated with the action βκ in
Equation (5) is actually a quantum monotone metric tensor (cfr. Proposition 1).
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The work is structured as follows. In Section 2, we discuss those differential geometric
properties of the manifold of normalized and un-normalized quantum states that are
necessary to the proof of our main results. In Section 4, we set up the problem and prove
our main results for GL(H) and T∗U (H), namely, Propositions 2 and 3. In Section 5, we
discuss our results and some possible future directions of investigation.

2. Geometry of (Un-Normalized) Quantum States

In this section, the construction of the space of quantum states [7,28] is briefly described
and some of its geometric features are recalled; this gives the setting for our discussion.
Then, we give a hint to the role played by group actions in the context of Quantum
Mechanics and introduce some particular group actions that will be needed in order to get
to the main result of this work. Finally, the concept of monotone metric, which is crucial in
the context of Quantum Information Geometry, is introduced.

In standard quantum mechanics [29,30], a quantum system is mathematically de-
scribed with the aid of a complex Hilbert spaceH. The bounded observables of the system
are identified with the self-adjoint elements in the algebra B(H) of bounded linear opera-
tors onH, and the set of all such elements is denoted with Bsa(H). The physical states of the
system are identified with the so-called density operators onH. In order to define what a
density operator is, we start recalling that ω ∈ Bsa(H) is said to be positive semi-definite if

〈ψ|ω|ψ〉 ≥ 0 ∀ψ ∈ H, (6)

and its customary to write ω ≥ 0 and ω > 0 when it is also invertible. The space of positive
semi-definite operators is denoted by P(H) so that

P(H) = {ω ∈ B(H)| ω ≥ 0}, (7)

and its elements may be referred to as un-normalized quantum states for reasons that are
clarified below. From a geometrical point of view, P(H) is a convex cone. A density operator
ρ is just an element in P(H) satisfying the normalization condition Tr ρ = 1. This linear
condition defines a hyperplane

B1
sa(H) = {a ∈ Bsa(H)| a = a†, Tr a = 1} (8)

in Bsa(H). As anticipated before, physical states are identified with density operators, and
thus, the space of quantum states reads

S (H) = {ρ ∈ P(H), Tr ρ = 1}, (9)

and thus, the nomenclature “un-normalized quantum states” for elements in P(H) appears
justified. Clearly, S (H) is given by the intersection between the convex cone P(H) and
the hyperplane B1

sa and thus is a convex set.

Remark 1. It is worth noting that there is a very deep analogy between the space P(H) of positive
semi-definite operators and the space Mµ(M) of classical measures on the measurable space M
which are absolutely continuous with respect to the reference measure µ. This analogy finds the
perfect mathematical formalization in the context of the theory of C∗/W∗-algebras [31–34], where
it turns out that both P(H) and Mµ(M) arise as the space of normal positive linear functionals on
suitable C∗/W∗-algebras. This parallel is being exploited to give a unified account of some aspects
of classical and quantum information geometry [3,22,24,35,36].

In the rest of this work, as it is often done in the context of quantum information
theory [37], we restrict our attention to the finite-dimensional case in whichH has complex
dimension n < ∞. Then, it is proved that both P(H) and S (H) may be endowed with the
structure of stratified manifold whose underlying topological structure coincides with the
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topology inherited from B(H) [38]. It turns out that the strata of these stratified manifolds
can be described in terms of a particular action of the general linear group GL(H) [2–5,39].
Specifically, GL(H) acts on the whole B(H) according to

(g, a) 7→ β̂(g, a) = g a g†. (10)

It is important to note that, when we restrict the action β̂ in such a way that it acts
only on positive elements and only by means of elements in U (H), it reduces to the
canonical action

(U, ω) 7→ α̂(U, ω) = UωU† (11)

of the unitary group. The action β̂ is linear, and it is a matter of direct inspection to check
that it preserves both Bsa(H) and P(H) and that the orbits through P(H) are made of
positive semi-definite operators of the same rank, denoted by P k(H) where k ≤ n is the
rank. These orbits thus become homogeneous manifolds and their underlying smooth
structures agree with those associated with the stratification of P(H) [38].

In particular, we are interested in the maximal stratum

P(H) ≡ Pn(H) = {ω ∈ P(H), ω > 0}, (12)

i.e., the space of invertible elements in P(H), which forms the open interior of P(H). The
tangent space TωP(H) of P(H) at ω ∈ P(H) is isomorphic to Bsa(H), since P(H) is an
open set in Bsa(H). Since P(H) is a homogeneous manifold, the tangent space at each
point can be described in terms of the fundamental vector fields of the action β̂ evaluated at
a point ω ∈ P(H) [40]. Recalling that the Lie algebra gl(H) of GL(H) is essentially B(H)
endowed with the standard commutator, a curve in the group GL(H) can be written as

g(t) = e
1
2 t(a−ib), (13)

with a and b self-adjoint operators. Therefore, the fundamental vector field associated with
a− ib at the point ω reads

Ẑa b(ω) =
d
dt

β(g(t), ω)
∣∣
t=0 = [ω, b] + {ω, a} ≡ X̂b(ω) + Ŷa(ω), (14)

where we have used the notation

[a, b] =
i
2
(ab− ba),

{a, b} = 1
2
(ab + ba),

(15)

and we have set

X̂b(ω) := Ẑ0 b(ω) = [ω, b], (16)

and

Ŷa(ω) := Ẑa 0(ω) = {ω, a}. (17)

As mentioned before, when we restrict β̂ to U (H) we obtain the canonical action α̂ of
U (H). Therefore, since the Lie algebra u(H) is just the space of skew-adjoint elements in
B(H) = gl(H), setting a = 0 in Equation (13), we immediately obtain that the fundamental
vector fields of α̂ are recovered as the fundamental vector fields X̂b = Ẑ0 b of the action β̂.
Concerning the vector fields of the form Ŷa, taking a = I, we obtain the vector field

∆(ω) := ŶI(ω) = ω (18)
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which represents the infinitesimal generator of the Lie group R+ acting on P(H) by
dilation. However, in general, it turns out that [Ŷa, Ŷb] = X̂[b,a] [2,3] so that they do not
form a Lie subalgebra.

Besides GL(H), also the cotangent Lie group T∗U (H) acts on P(H) in such a way
that the latter becomes a homogeneous manifold of T∗U (H). Specifically, the action is
given by

((U, a), ω) 7→ γ̂((U, a), ρ) = eU log ρ U†+a, (19)

where we used the canonical identifications T∗U (H) ∼= U (H)× u(H)∗ ∼= U (H)×Bsa(H).
It is not hard to check that, if we restrict to U (H) by considering only elements of the
type (U, 0), the action γ̂ reduces to the action α̂ of U (H) on P(H). The action γ̂ is smooth
with respect to the previously mentioned smooth structure on P(H) associated with the
action β̂, and it is a transitive action. Therefore, we conclude that the smooth structure
underlying P(H) when thought of as a homogeneous manifold for T∗U (H) coincides
with the smooth structure underlying P(H) thought of as a homogeneous manifold for
GL(H). The action γ̂ is basically related with the isomorphism Φ : P(H)→ Bsa(H) given
by ω → Φ(ω) := ln(ω) and its inverse Φ−1 : Bsa(H)→ P(H) given by a→ Φ−1(x) := ex.
Indeed, it is clear that T∗U (H) ∼= U (H)× u(H)∗ ∼= U (H)×Bsa(H) acts on Bsa(H) through

x 7→ ζ((U, a), x) = UxU† + a, (20)

and it is a matter of direct inspection to show that

γ̂(U,a) = Φ−1 ◦ ζ(U,a) ◦Φ. (21)

Thinking of U (H) as a subgroup of the rotation group of the vector space Bsa(H), it
follows that the action ζ coincides with the restriction to T∗U (H) of the standard action of
the affine group on Bsa(H). The action γ̂ cannot be extended to the whole P(H) essentially
because Φ and its inverse cannot be extended. Concerning the fundamental vector fields
Ŵa b of γ̂, we have that Ŵ0 b = X̂b as in Equation (16), while

Ŵa 0(ω) =
d
dt

(
eln(ω)+ta

)
t=0

=
∫ 1

0
dλ
(

ωλ a ω1−λ
)

, (22)

where we used the well-known equality

d
dt

eA(t) =
∫ 1

0
dλ

(
eλ A(t) d

dt
(A(t)) e(1−λ)A(t)

)
, (23)

which is valid for every smooth curve A(t) inside B(H) (remember that the canonical
immersion of P(H) inside B(H) is smooth) [41].

We turn now our attention to faithful quantum states. The action in Equation (10)
does not preserve the hyperplane B1

sa(H) in Equation (8), and thus, it also does not pre-
serve S (H). However, as already anticipated in Equation (1), it is possible to suitably
renormalize β̂ to obtain the action

(g, ρ) 7→ β(g, ρ) :=
g ρ g†

Tr(g ρ g†)
. (24)

The normalization is recovered at the expense of the linearity/convexity of the ac-
tion. However, when we restrict to the unitary group U (H), the action β reduces to the
canonical action

(U, ρ) 7→ α(U, ρ) = UρU† (25)

of the unitary group on the space of states which does preserve convexity. Analogously
to what happens for the action β̂ on P(H), the orbits of β are made up of quantum states
with the same fixed rank, and any such orbit is denoted as S k(H) where k is the rank.
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These orbits thus become homogeneous manifolds and their underlying smooth structures
agree with those associated with the stratification of S (H) [38]. Moreover, each manifold
S k(H) can be seen as a submanifold of P k(H) singled out by the intersection with the
affine hyperplane B1

sa(H). It is worth mentioning that the partition of S (H) in terms of
manifold of quantum states of fixed rank was also exploited in [42,43]; however, as far as
the authors know, the homogeneous manifold structures was firstly understood in [4,5]
and the stratified structure in [38].

Remark 2. Building on Remark 1, for a reader familiar with Classical Information Geometry, it
may be useful to think of the space of quantum states of an n-level quantum system as the quantum
analogue of the (n− 1)-simplex, with the strata of the space of quantum states taking the place of
the faces of the simplex. A thorough discussion of this analogy can be found in [44–46].

In particular, we focus on the stratum of maximal rank, i.e., invertible, or faithful states

S n(H) ≡ S (H) = {ρ ∈ P(H) | Tr ρ = 1}. (26)

The tangent space TρS (H) of S (H) at ρ is given by self-adjoint operators with the
additional property of being traceless, i.e., we have

TρS (H) ∼= B0
sa(H) = {a ∈ Bsa(H)| a = a†, Tr a = 0}. (27)

Since S (H) is a homogeneous manifold, its tangent space can be described using the
fundamental vector fields of the action β following what is done for β̂. The fundamental
vector fields of the action β evaluated at a point ρ ∈ S (H) are given by

Za b(ρ) =
d
dt

β(g(t), ρ)
∣∣
t=0 = [ρ, b] + {ρ, a} − ρ Tr({ρ, a}) ≡ Xb(ρ) + Ya(ρ). (28)

where g(t) is defined as in (13) and, now, we have set

Xb(ρ) := Z0 b(ρ) = [ρ, b], (29)

and

Ya(ρ) := Za 0(ρ) = {ρ, a} − ρ Tr({ρ, a}). (30)

Again in analogy with what happens on P(H), the fundamental vector fields of the
action α of U (H) are identified with the vector fields Xb.

As anticipated in the Introduction, the cotangent Lie group T∗U (H) also acts on
S (H) through the action γ given in Equation (3). This action is smooth with respect to the
previously mentioned smooth structure on S (H) associated with the action β, and it is a
transitive action. Therefore, we conclude that the smooth structure underlying S (H) when
thought of as a homogeneous manifold for T∗U (H) coincides with the smooth structure
underlying S (H) thought of as a homogeneous manifold for GL(H). Moreover, when
restricting to U (H), a direct computation shows that the action γ reduces to the standard
action α of U (H) on S (H). The fundamental vector fields Wa b of γ are then easily found.
In particular, W0 b = Xb as in Equation (29), and

Wa 0(ρ) =
d
dt

(
eln(ρ)+ta

Tr
(
eln(ρ)+ta

))
t=0

=
∫ 1

0
dλ
(

ρλ a ρ1−λ
)
− Tr(ρ a) ρ , (31)

where we again exploited Equation (23) (remember that the canonical immersion of S (H)
inside B(H) is smooth). Concerning the vector fields in Equation (31), it is worth men-
tioning that they already appeared in [25] in connection with the Bogoliubov–Kubo–Mori
metric tensor, and then, in the recent work [47], where the finite transformations they
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induced are exploited in the definition of a Hilbert space structure on S (H), which is the
quantum counterpart of a classical structure relevant in estimation theory. However, as far
as the author know, the group-theoretical aspects relating the vector fields in Equation (31)
with the action γ of T∗U (H) were first investigated in [6].

Despite the lack of a universally recognized physical interpretation for un-normalized
quantum states in P(H), it turns out that they provide a more flexible environment in
which to perform the mathematics needed to prove the main result of this work. Intuitively
speaking, it is already clear from the very definition of the actions β̂ and β that imposing
the linear normalization constraint needed to pass to (normalized) quantum states leads
to the emergence of nonlinear aspects which destroy the inherent convexity of the space
of quantum states. In fact, following the ideology expressed in [48], it can also be argued
that the choice of a normalization has a somewhat arbitrary flavor that does not really
encode physical information, because basically nothing really serious happens if we decide
to normalize to π2 rather than to 1. Following this line of thought, we will always work
on P(H) making sure that all the structure and results may be appropriately “projected”
to S (H). For this purpose, it is relevant to introduce a projection map from π : P(H)→
S (H) as

ω 7→ π(ω) =
ω

Tr(ω)
, (32)

and an associated section given by the natural immersion map j : S (H)→ P(H) reading

ρ 7→ j(ρ) = ρ. (33)

It is not hard to show that j is an embedding, while π is a surjective submersion.
Moreover, it is also possible to “extend” these maps to the whole P(H) and S (H) in the
obvious way, thus obtaining a continuous projection map and a continuous immersion
map that preserve the stratification of P(H) and S (H) and are smooth on each strata.

As mentioned before, bounded physical observables are described by means of self-
adjoint operators in Bsa(H). Then, to any observable a, it is possible to associate a smooth
function l̂a(ω) : P(H)→ R given by

l̂a(ω) := Tr{ (ω a)}, (34)

this is referred to as expectation value function of the observable a. Of course, expectation
value functions can also be defined on the space of quantum states S (H) setting

la(ρ) := Tr{ (ρ a)} ∈ R, (35)

and it turns out that l̂a is connected to la by means of the pull-back with respect to j, i.e.,
it holds

la = j∗S l̂a. (36)

By relaxing smoothness to continuity, it is possible to extend the expectation value
functions to the whole P(H) and the whole S (H).

It is a matter of direct calculation using the very definition of fundamental vector fields
for both α̂ and α (cfr. Equations (4) and (11)) to show that

LX̂b
l̂a = l̂[b,a]

LXb la = l[b,a],
(37)

where [·, ·] is as in Equation (15).
By direct computation, it is possible to spot an interesting intertwine between the

maps π and i and the actions β̂ and β given by

β = π ◦ β̂ ◦ (IdGL(H) × j) (38)
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where IdGL(H) is the identity map on GL(H). Analogously, we obtain

γ = π ◦ γ̂ ◦ (IdT∗U (H) × j) (39)

where IdT∗U (H) is the identity map on T∗U (H). Equations (38) and (39) explain in which
sense β and γ are a kind of normalized version of the actions β̂ and γ̂, respectively. The
immersion map j also allows us to obtain a pointwise relation between the fundamental
vector fields X̂b and Xb and between the fundamental vector fields Ŷa and Ya in terms of
the tangent map Tρ j to j at ρ. Indeed, from Equations (16)–(18), (29), and (30), it follows that

Tρ j(Xb(ρ)) = X̂b(j(ρ))

Tρ j(Ya(ρ)) = Ŷa(j(ρ))− Tr(ρ a)∆(j(ρ)).
(40)

Accordingly, we conclude that Xb is j-related with X̂b while Ya is j-related with
Ŷa − l̂a∆. Analogously, from Equations (22), (18) and (31), it follows that

Tρ j(Wa 0(ρ)) = Ŵa 0(ρ)− Tr(ρ a)∆(j(ρ)), (41)

which means that Wa 0 is j-related with Ŵa 0 − l̂a∆.

3. Quantum Monotone Metric Tensors

In the classical case, the Riemannian aspects of most of the manifolds of probability
employed in statistics, inference theory, information theory, and information geometry
are essentially encoded in a single metric tensor (we are here deliberately “ignoring” all
those Wasserstein-type metric tensors simply because their very definition depends on the
existence of additional structures on the sample space), namely, the Fisher–Rao metric ten-
sor [49–51]. In the case of finite sample spaces, Cencov’s pioneering work [52] investigated
the Fisher–Rao metric tensor from a category-theoretic perspective and uncovered the
uniqueness of this metric tensor when some invariance conditions are required. Specifically,
let Sn denote the n-dimensional simplex in Rn, i.e., the space of probability distributions on
a discrete sample space with n elements, and let Sn denote the interior of Sn, the space of
probability distributions with full support. Note that Sn is a smooth, (n− 1)-dimensional
manifold while Sn is a smooth manifold with corners.

A linear map F : Rn → Rm is called a Markov morphism if F(Sn) ⊂ .Sm, and a Markov
morphism F is called a congruent embedding if F(Sn) is diffeomorphic to Sn. Congruent
embeddings where studied by Cencov who characterized the most general form of these
maps (cfr. [53] for yet another characterization of congruent embeddings).

According to Cencov, the relevant geometrical structures on Sn must all be left un-
changed when suitably acted upon by congruent embeddings. For instance, setting
N>1 = N \ {{0}, {1}}, a family {gn}n∈N>1 with gn a smooth Riemannian metric tensor on
Sn is called invariant if F∗gm = gn for every congruent embedding F : Rn → Rm. Cencov’s
incredible result was to show that, up to an overall multiplicative positive constant, there
is only one invariant family of Riemannian metric tensor for which gn coincides with
the Fisher–Rao metric tensor. Then, much effort has been devoted to extend Cencov’s
uniqueness result from the case of finite sample spaces to the case of continuous sample
spaces leading, for instance, to a formulation on smooth manifolds [54] and a very general
formulation valid for very general parametric models [48].

As already hinted at in Remarks 1 and 2, the manifold S (H) may be thought of
as the quantum analogue of Sn in the case of finite-level quantum systems. Then, the
quantum analogue of a Markov morphism is a completely-positive and trace-preserving
linear (CPTP) map F : B(H) → B(K) (cfr. [55] for the precise definition of CPTP maps
and [56,57] for their role in quantum information). Quite trivially, a quantum congruent
embedding could be defined as a CPTP map F : B(H) → B(K) such that F(S (H)) is
diffeomorphic to S (H). A typical example of quantum congruent embedding is given
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by αU(a) = α(U, a) = UaU†. As far as the authors know, there seems to be no general
characterization of these maps at the moment as there is in the classical case.

Inspired by Cencov’s work, Petz investigated the following problem: to characterize
the families {gn}n∈N>1 with gn a smooth Riemannian metric tensor on S (Cn) satisfying
the monotonicity property

(gn)ρ(vρ, vρ) ≥ (gm)F(ρ)(Tρ(vρ), Tρ(vρ)) (42)

for every CPTP map F : B(Cn)→ B(Cm) and for all ρ ∈ S (Cn). He was able to prove [1]
that, up to an overall multiplicative positive constant, these families of monotone quantum
metric tensors are completely characterized by operator monotone functions f : R+ →
R [58] satisfying

f (t) = t f (t−1),

f (1) = 1.
(43)

In particular, if {Gn
f }n∈N>1 is a family of monotone metric tensors, then

(
Gn

f

)
ρ
(vρ, wρ) = κ Trn

(
vρ

(
K f

ρ

)−1
(wρ)

)
(44)

where κ > 0 is a constant, vρ, wρ are vectors in TρS (Cn) ∼= B0
sa(Cn), K f

ρ is a superoperator
on B(Cn) given by

K f
ρ = f (LρR−1

ρ )Rρ (45)

with f the operator monotone function mentioned before, and Lρ and Rρ are two linear
superoperators on B(Cn) whose action is given by the left and right multiplication by ρ.

We briefly mention a recent development towards the use of non-monotone metric
tensors in quantum information theory [59].

Since every n-dimensional complex Hilbert space H is isomorphic to Cn, we can
almost immediately generalize Equation (44) to define a quantum monotone metric tensor
GHf on S (H) setting

(
GHf
)

ρ
(vρ, wρ) = κ TrH

(
vρ

(
K f

ρ

)−1
(wρB)

)
. (46)

In the following, for the sake of notational simplicity, we often simply write G f instead
of GHf because the Hilbert spaceH is already clear from the context.

If we introduce the operators eρ
lm diagonalizing ρ ∈ S (H), that is, such that

ρ =
n

∑
j=1

pρ
j eρ

jj, (47)

we can also introduce the superoperators Eρ
kj acting on B(H) according to

Eρ
kj

(
eρ

lm

)
= δjl δkmeρ

jk, (48)

and it is then a matter of straightforward computation to check that

K f
ρ =

n

∑
j,k=1

pρ
k f

(
pρ

j

pρ
k

)
Eρ

kj (49)
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where pρ
1, . . . , pρ

n are the eigenvalues of ρ. Now, whenever [wρ, ρ] = 0, from Equations (46)
and (49), it follows that

(G f )ρ(vρ, wρ) =
n

∑
j=1

vjj
ρ wjj

ρ

pρ
j

, (50)

where vjj
ρ and wjj

ρ are the diagonal elements of vρ and wρ with respect to the basis of
eigenvectors of ρ. It is relevant to note then that in this case, we have

(G f )ρ(vρ, wρ) = (GFR)~p (~a,~b), (51)

where GFR is the classical Fisher–Rao metric tensor on Sn, and we have set ~p = (pρ
1, . . . , pρ

n),
~a = (v11

ρ , . . . , vnn
ρ ), and ~b = (w11

ρ , . . . , wnn
ρ ). Equation (51) holds for every choice of the

operator monotone function f .
As mentioned before, the action α of U (H) in (4) gives rise to CPTP maps from S (H)

into itself. Moreover, these maps are invertible and their inverses are again CPTP maps
from S (H) to itself. Therefore, the monotonicity property in Equation (42) becomes an
invariance property, and we conclude that the fundamental vector fields Xb of the action α
(cfr. Equation (29)) are Killing vector fields for every monotone quantum metric tensor G f .
Consequently, the unitary group U (H) acts as a sort of universal symmetry group for the
metric tensors classified by Petz and thus occupies a prominent role also in the context of
Quantum Information Geometry.

To explicitly prove our main results, it is better to work first onP(H) and then “project”
the results down to S (H). Accordingly, we need a suitable extension of the monotone
quantum metric tensors to P(H), very much in the spirit of Campbell’s work on the ex-
tension of the Fisher–Rao metric tensor to the non-normalized case of finite measures [53].
Kumagai already investigated this problem and provided a complete solution of Petz’s
problem when the normalization condition on quantum states is lifted [60]. Quite interest-
ingly, the result very much resembles Campbell’s result in the sense that the difference with
the normalized case is entirely contained in a function b : R+ → R and a family { ft}t∈R+

of operator monotone functions satisfying tb(t) + 1
ft(1)

> 0.
In our case, however, it is not necessary to exploit the full level of generality of

Kumagai’s work. It suffices to find a Riemannian metric tensor Ĝ f on P(H) such that

j∗Ĝ f = G f (52)

where j : S (H)→ P(H) is the canonical immersion and G f is a monotone quantum metric
tensor as in Equation (46). Accordingly, we consider Ĝ f as given by

(
Ĝ f

)
ω
(vω, wω) = κ Tr

(
vω

(
K f

ω

)−1
(wω)

)
, (53)

where f is the operator monotone function appearing in Equation (46) (and thus satisfying
Equation (43)), ω ∈ P , vω, wω ∈ TωP(H) ∼= Bsa(H), and K f

ω is as in Equation (45).
Equation (53) corresponds to the choice b = 0 and ft = f in Kumagai’s classification.

If we introduce the operators eω
lm diagonalizing ω, we can proceed as in the normalized

case to obtain an equation analogous to Equation (49) so that, recalling Equation (43), we
immediately obtain

K f
ω(∆(ω)) = K f

ω(ω) = ω2 =⇒
(

K f
ω

)−1
(∆(ω)) = I. (54)

4. Lie Groups and Monotone Quantum Metric Tensors

We are interested in classifying all those actions of GL(H) and T∗U (H) on S (H) that
behave in the way described in the Introduction with respect to suitable monotone quantum
metric tensors. Specifically, we want to find all those actions, say δ, of either GL(H) or
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T∗U (H) on S (H) for which there is a monotone metric tensor G f on S (H) such that the
fundamental vector fields Xb of the standard action α of U (H) on S (H) together with
the gradient vector fields Y f

a associated with the expectation value functions la close on a
representation of the Lie algebra of either GL(H) or T∗U (H) that integrates to the action
δ. From the results in [6], we know that there are at least 3 monotone metric tensors for
which this construction is possible for any finite-level quantum system. Moreover, from
the results in [27], we know that in the case of two-level quantum systems, the Lie groups
GL(H) and T∗U (H) are the only Lie groups for which the construction described above is
actually possible. Here, we want to understand if the group actions of GL(H) and T∗U (H)
found in [27] can be extended from a 2-level quantum system to a system with an arbitrary,
albeit finite, number of levels.

For this purpose, it is important to recall all those properties, shared by GL(H) and
T∗U (H) and by their actions, that are at the heart of the results of [6,27]. First of all,
both GL(H) and T∗U (H) contain the Lie group U (H) as a Lie subgroup, and contain the
elements λI with λ > 0 and I the identity operator onH. Then, all the (transitive) actions
of both GL(H) and T∗U (H) on S (H) appearing in the analysis of [6,27] arise as a sort
of normalization of suitable (transitive) actions on P(H). Specifically, if G denotes either
GL(H) or T∗U (H), then every G-action δ on S (H) can be written as

δ(g, ρ) =
δ̂(g, ρ)

Tr
(
δ̂(g, ρ)

) (55)

with δ̂ a G-action on P(H) satisfying

δ̂(g, λω) = λδ̂(g, ω) (56)

for every g ∈ G, for every ω ∈ P(H), and for every λ > 0. Moreover, among all those
actions δ̂ satisfying the properties discussed above, there is a preferred action δ̂0 (the action
β̂ in Equation (10) for GL(H), and the action γ̂ in Equation (19) for T∗U (H)) such that
every relevant action δ̂ can be written as

δ̂φ = φ−1 ◦ δ̂0 ◦ (IdG × φ) (57)

with φ : P(H)→ P(H) a smooth diffeomorphism arising from a smooth diffeomorphism
φ : R+ → R+ by means of functional calculus and such that

φ
(

UωU†
)
= Uφ(ω)U† (58)

and

φ(ω) =
n

∑
j=1

φ(ωj)
∣∣ej
〉〈

ej
∣∣ (59)

where {|e1〉, |e2〉, . . . , |en〉} is a basis ofH made of eigenvectors of ω.
Equation (57) implies that the map φ is equivariant with respect to the action δ̂φ and

δ̂0, which in turn implies that the fundamental vector fields of δ̂φ are φ-related with that
of δ̂0 (cfr. chapter 5 in [40]). By the very definition of φ-relatedness (cfr. Chapter 4 in [40]),
denoting with ζφ a fundamental vector field of δ̂φ and with ζ a fundamental vector field of
δ̂0, it follows that

ζφ = T(φ−1) ◦ ζ ◦ φ. (60)

We exploit Equation (60) to explicitly describe how the fundamental vector fields Ŷa
of the action β̂ of GL(H) on P(H) (cfr. Equations (10) and (16)) transform under φ. We
then equate the result with the gradient vector field associated with the expectation value
function l̂a by means of the metric tensor Ĝ f as in Equation (53), thus obtaining an explicit
characterization of the diffeomorphism φ and the operator monotone function f compatible
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with the equality. Finally, with this choice of φ and f , we prove that the gradient vector
fields Y f

a associated with the expectation value functions la on S (H) by means of the
monotone quantum metric G f as in Equation (46) correspond to the fundamental vector

fields Zφ
a 0 of the action βφ of GL(H) on S (H) associated with the action β̂φ on P(H).

A similar procedure is then applied to the fundamental vector fields Ŵa 0 of the action
γ̂ of T∗U (H) on P(H) (cfr. Equations (19) and (22)).

4.1. The General Linear Group

Following [6,27], when considering the general linear group GL(H), the reference
action δ̂0 appearing in Equation (57) is the action β̂ in Equation (10). Therefore, denoting
with Ẑa b a fundamental vector field of δ̂0 and with Ẑφ

a b a fundamental vector field of δ̂φ,
from Equations (14) and (60), and [61] (Theorem 5.3.1), it follows that

Ẑφ
a 0(ω) = (φ−1)[1](φ(ω))�{a, φ(ω)}, (61)

where � denotes the Schur product with respect to the basis of eigenvectors of φ(ω), and

(φ−1)[1](φ(ω)) = ∑
ωj=ωk

1
φ′(ωj)

∣∣ej
〉
〈ek|+ ∑

ωj 6=ωk

ωj −ωk

φ(ωj)− φ(ωk)

∣∣ej
〉
〈ek|, (62)

with φ(ωj) the eigenvalues of φ(ω) and with {|e1〉, |e2〉, . . . , |en〉} the basis of H of eigen-
vectors of φ(ω) and ω (cfr. Equation (59)). Moreover, a direct computation shows that

{φ(ω), a} = 1
2 ∑

j,k

(
φ(ωj) + φ(ωk)

)
ajk
∣∣ej
〉
〈ek|, (63)

where ajk are the components of a in the basis given by the eigenvectors of ω. We thus
conclude that

Ẑφ
a 0(ω) = ∑

ωj=ωk

ajk
φ(ωj)

φ′(ωj)

∣∣ej
〉
〈ek|+

1
2 ∑

ωj 6=ωk

ajk
(
φ(ωj) + φ(ωk)

) ωj −ωk

φ(ωj)− φ(ωk)

∣∣ej
〉
〈ek|. (64)

Now, we require that Ẑφ
a 0 is the gradient vector field of the expectation value function

l̂a with respect to the metric tensor Ĝ f defined as in Section 3 in order to characterize the
function f . From the very definition of the gradient vector field, it follows that

dla(Γ)
∣∣
ω
=
(

G f

)
ω
(Ẑφ

a 0(ω), Γ(ω)) = κ Tr
(

Γ(ω)
(

K f
ω

)−1(
Ẑφ

a 0(ω)
))

(65)

holds for any vector field Γ on P(H). On the other hand, it also holds that

dla(Γ)
∣∣
ω
= Γ(la)|ω = Tr{(aΓ(ω))}, (66)

so that, comparing Equation (65) with Equation (66), we obtain

Ẑφ
a 0(ω) = κ−1K f

ω(a) = κ−1 f (LωR−1
ω )Rω(a). (67)

Exploiting Equation (49), it follows that Equation (67) becomes

Ẑφ
a 0(ω) = ∑

ωj=ωk

ωjajk

κ

∣∣ej
〉
〈ek|+ ∑

ωj 6=ωk

ωk
κ

f
(

ωj

ωk

)∣∣ej
〉
〈ek|. (68)
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Comparing Equation (64) with Equation (68), we obtain

φ(ωj)

φ′(ωj)
= κ−1ωj (69)

and (
φ(ωj) + φ(ωk)

) ωj −ωk

φ(ωj)− φ(ωk)
=

ωk
κ

f
(

ωj

ωk

)
. (70)

Equation (69) implies
φ(x) = c xκ , (71)

with c > 0, so that, because of Equation (70), the function f in Ĝ f must be of the form

f (x) =
κ

2
(x− 1)(xκ + 1)

xκ − 1
. (72)

A direct check shows that the function f in Equation (72) satisfies the properties listed
in Equation (43) for all κ > 0, but we do not know if it is operator monotone for every κ > 0.
The following proposition shows that f is operator monotone if and only if 0 < κ ≤ 1.

Proposition 1. The function f in Equation (72) is operator monotone if and only if 0 < κ < 1.

Proof. When κ = 1 it is f (x) = 1+x
2 which is known to be operator monotone and to be

associated with the Bures–Helstrom metric tensor [1].
The function f as in Equation (72) is clearly C1 in (0,+∞) and it is continuous in

[0,+∞). When κ > 1, it holds

lim
x→0+

f ′(x) = lim
x→0+

κ

2

(
−1 + xκ

1− xκ
+ 2κ

xκ−1(1− x)
(xκ − 1)2

)
= −κ

2
< 0 (73)

which means that there is ε > 0 such that f (x) is decreasing for x ∈ (0, ε), and thus, f
cannot be operator monotone. Note that (73) is no longer valid when 0 < κ < 1 because of
the term xκ−1

When κ ∈ (0, 1), we consider the rational case κ = k
n with k < n since the passage to an

irrational κ ∈ (0, 1) is obtained by continuity just as in [62] (Proposition 3.1). Following [62]
(Proposition 3.1), we write

1− x
k
n = (1− x

1
n )

k−1

∑
l=0

x
l
n (74)

so that

f (x) =
k

2n
(x− 1)(x

k
n + 1)

x
k
n − 1

=
k(x

k
n + 1)
2n

∑n−1
l=0 x

l
n

∑k−1
j=0 x

j
n

 =
k(x

k
n + 1)
2n

1 +
∑n−1

l=k x
l
n

∑k−1
j=0 x

j
n

 =

=
k

2n

x
k
n + 1 +

n−1

∑
l=k

(
k−1

∑
j=0

x
j−l
n

)−1

+
n−1

∑
l=k

(
k−1

∑
j=0

x
j−l−k

n

)−1
.

(75)

Since j < k < l < n, the functions

g(x) =

(
k−1

∑
j=0

x
j−l
n

)−1

and h(x) =

(
k−1

∑
j=0

x
j−l−k

n

)−1

(76)

are operator monotone according to [62] (Theorem LH-1), and thus, the function f in Equation (75)
is operator monotone because it is the sum of operator monotone functions.
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Finally, when φ is as in Equation (69) and f is as in Equation (72), we prove that the
fundamental vector fields Zφ

a 0 of the normalized action βφ of GL(H) on S (H) associated
with β̂φ by means of Equation (55) are indeed the gradient vector fields associated with the
expectation value functions la by means of the monotone metric tensor G f . Indeed, from
Equation (55), it follows that

Zφ
a 0(ρ) =

d
dt

βφ

(
exp

(
t
2
(a, 0)

)
, ρ

)∣∣∣
t=0

=
d
dt

β̂φ

(
exp

( t
2 (a, 0)

)
, j(ρ)

)
Tr
(

β̂φ(exp
( t

2 (a, 0)
)
, j(ρ))

) ∣∣∣∣∣
t=0

=

= Ẑφ
a 0(j(ρ))− Tr

(
Ẑφ

a 0(j(ρ))
)

∆(j(ρ)).

(77)

Equation (77) is equivalent to

Tρi
(

Zφ
a 0(ρ)

)
= Ẑφ

a 0(j(ρ))− Tr
(

Ẑφ
a 0(j(ρ))

)
∆(j(ρ)) (78)

for all a ∈ Bsa(H) and all ρ ∈ S (H), and this last instance is equivalent to the fact that Zφ
a 0

is i-related with the vector field Ẑφ
a 0 − (LẐφ

a 0
l̂I)∆ for all a ∈ Bsa(H).

We now set
Ŷφ

a := Ẑφ
a 0, and Yφ

a := Zφ
a 0. (79)

To finish the proof of the proposition, we need to prove that Yφ
a is actually the gradient

vector field of the expectation value function la for every a ∈ Bsa(H). For this purpose,
we compute

(G f (Y
φ
a , V))(ρ) = (j∗Ĝ f (Y

φ
a , V))(ρ) = (Ĝ f )j(ρ)(Tρ j(Ya(ρ)), Tρ j(V(ρ))) =

(78)
= (Ĝ f )j(ρ)

(
Ŷφ

a (j(ρ))− Tr
(

Ŷφ
a (j(ρ))

)
∆(j(ρ)), Tρ j(V(ρ))

)
.

(80)

Since we proved that Ŷφ
a is be the gradient vector field associated with l̂a by means of

Ĝ f , Equation (80) becomes

(G f (Y
φ
a , V))(ρ) = (LV la)(ρ)− Tr

(
Ŷφ

a (j(ρ))
)
(Ĝ f )j(ρ)

(
∆(j(ρ)), Tρ j(V(ρ))

)
. (81)

The second term on the right-hand-side of Equation (81) vanishes. Indeed, Equation (53)
implies that

(Ĝ f )j(ρ)
(
∆(j(ρ)), Tρ j(V(ρ))

)
= Tr

(
Tρ j(V(ρ))

(
K f

j(ρ)

)−1
(∆(j(ρ)))

)
. (82)

From Equation (54), we conclude that Equation (82) becomes

(Ĝ f )j(ρ)
(
∆(j(ρ)), Tρ j(V(ρ))

)
= Tr

(
Tρ j(V(ρ))

)
= 0, (83)

where the last equality follows from Equation (27). Inserting Equation (83) in Equation (81),
we obtain

(G f (Y
φ
a , V))(ρ) = (LV la)(ρ) (84)

for every fundamental vector field of βφ of the type Yφ
a , for every vector field V on S (H),

and for and every ρ ∈ S (H). Equation (84) is equivalent to the fact that Yφ
a is the gradient

vector field associated with the expectation value function la by means of G f for every
a ∈ Bsa(H) as desired.

Collecting the results proved in this subsection, we obtain the following proposition.
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Proposition 2. The function f given by

f (x) =
κ

2
(x− 1)(xκ + 1)

xκ − 1
(85)

is operator monotone and satisfies Equation (43) if and only if 0 < κ ≤ 1. In these cases, denoting
with {Xb}b∈Bsa(H) the fundamental vector fields of the canonical action α of U (H) on S (H) as in
Equation (4), if G f is the associated monotone quantum metric tensor on S (H) as in Equation (46)

and Y f
a is the gradient vector field associated with the expectation value function la with a ∈ Bsa(H),

the family {Y f
a , Xb}a,b∈Bsa(H) of vector fields on S (H) close an anti-representation of the Lie

algebra of the general linear group GL(H) integrating to the group action

βκ(g, ρ) =
(gρ
√

κg†)
1√
κ

Tr
((

gρ
√

κg†
) 1√

κ

) . (86)

The action βκ in Equation (86) is transitive on S (H) for every 0 < κ ≤ 1. In particular, when
κ = 1, we recover the Bures–Helstrom metric tensor and the action β in Equation (1), while when
κ = 1

4 , we recover the Wigner–Yanase metric tensor and the action βWY in Equation (2).

4.2. The Cotangent Group of the Unitary Group

Following what is done in Section 4.1, we consider an action γ̂φ associated with the
action γ̂ (cfr. Equation (19)) by means of Equation (55) with δ̂0 ≡ γ̂. The fundamental
vector fields Ŵφ

a 0 of γ̂φ are obtained as follows. From Equations (22) and (60), and [61]
(Theorem 5.3.1), it follows that

Ŵφ
a 0(ω) = (φ−1)[1](φ(ω))� Ŵa 0(φ(ω)), (87)

where � denotes the Schur product with respect to the basis of eigenvectors of φ(ω), and

(φ−1)[1](φ(ω)) = ∑
ωj=ωk

1
φ′(ωj)

∣∣ej
〉
〈ek|+ ∑

ωj 6=ωk

ωj −ωk

φ(ωj)− φ(ωk)

∣∣ej
〉
〈ek|, (88)

with φ(ωj) the eigenvalues of φ(ω) and with {|e1〉, |e2〉, . . . , |en〉} the basis of H of eigen-
vectors of φ(ω) and ω (cfr. Equation (59)). On the other hand, from Equations (22) and (59),
it follows that

Ŵa 0(φ(ω)) =
∫ 1

0
dλ
(
(φ(ω))λ a (φ(ω))1−λ

)
=

= ∑
ωj=ωk

φ(ωj)ajk
∣∣ej
〉
〈ek|+ ∑

ωj 6=ωk

φ(ωj)− φ(ωk)

ln
(

φ(ωj)

φ(ωk)

) ajk
∣∣ej
〉
〈ek|,

(89)

so that, exploiting Equations (88) and (89), Equation (87) becomes

Ŵφ
a 0(ω) = ∑

ωj=ωk

φ(ωj)

φ′(ωj)
ajk
∣∣ej
〉
〈ek|+ ∑

ωj 6=ωk

ωj −ωk

ln
(

φ(ωj)

φ(ωk)

) ajk
∣∣ej
〉
〈ek| (90)

In analogy with what is done in Section 4.1, we now require that Ŵφ
a 0 is the gradient

vector field of the expectation value function l̂a with respect to a metric tensor Ĝ f defined
as in Section 3 in order to characterize the function f . From the very definition of gradient
vector field, it follows that

dla(Γ)
∣∣
ω
=
(

G f

)
ω
(Ŵφ

a 0(ω), Γ(ω)) = κ Tr
(

Γ(ω)
(

K f
ω

)−1(
Ŵφ

a 0(ω)
))

(91)
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holds for any vector field Γ on P(H). On the other hand, it also holds that

dla(Γ)
∣∣
ω
= Γ(la)|ω = Tr{(aΓ(ω))}, (92)

so that, comparing Equation (91) with Equation (92), we obtain

Ŵφ
a 0(ω) = κ−1K f

ω(a) = κ−1 f (LωR−1
ω )Rω(a). (93)

Exploiting Equation (49), it follows that Equation (93) becomes

Ŵφ
a 0(ω) = ∑

ωj=ωk

ωjajk

κ

∣∣ej
〉
〈ek|+ ∑

ωj 6=ωk

ωk
κ

f
(

ωj

ωk

)∣∣ej
〉
〈ek|. (94)

Comparing Equation (90) with Equation (94), we obtain

φ(ωj)

φ′(ωj)
= κ−1ωj (95)

and
ωj −ωk

ln
(

φ(ωj)

φ(ωk)

) =
ωk
κ

f
(

ωj

ωk

)
. (96)

Equation (95) implies
φ(x) = c xκ , (97)

with c > 0, and it is worth noting that the family of diffeomorphisms found here is the same
as that found in Section 4.1 in the case of the general linear group GL(H) (cfr. Equation (71)).
Because of Equations (96) and (97), the function f in Ĝ f must be of the form

f (x) = κ
x− 1
ln(x)

, (98)

which is precisely the operator monotone function associated with the Bogoliubov–Kubo–
Mori metric tensor up to the constant κ [1]. Note that the positive constant κ is here arbitrary
differently from what happens for GL(H) (cfr. Section 4.1).

It is a matter of direct computation to check that the form of φ in Equation (97) implies
that the action γ̂φ associated with the action γ̂ (cfr. Equation (19)) by means of Equation (55)
with δ̂0 ≡ γ̂ reads

γ̂φ((U, a), ω) = γ̂
((

U,
a
κ

)
, ω
)

, (99)

so that
Ŵφ

a 0 = Ŵa
κ 0 =

1
κ

Ŵa 0 (100)

(cfr. Equations (89), (90) and (97)). Consequently, the fundamental vector fields Wφ
a,0 of the

normalized action γφ associated with γ̂φ by means of Equation (55) read

Wφ
a 0(ρ) =

d
dt

γ̂φ

(
exp

( t
2 (a, 0)

)
, j(ρ)

)
Tr
(
γ̂φ(exp

( t
2 (a, 0)

)
, j(ρ))

) ∣∣∣∣∣
t=0

=

= Ŵφ
a 0(j(ρ))− Tr

(
Ŵφ

a 0(j(ρ))
)

∆(j(ρ)) =

=
1
κ

(
Ŵa 0(j(ρ))− Tr

(
Ŵa 0(j(ρ))

)
∆(j(ρ))

)
.

(101)

Equation (101) is equivalent to

Tρi
(

Wφ
a 0(ρ)

)
=

1
κ

(
Ŵa 0(j(ρ))− Tr

(
Ŵa 0(j(ρ))

)
∆(j(ρ))

)
(102)
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for all a ∈ Bsa(H) and all ρ ∈ S (H), and this last instance is equivalent to the fact that
Wφ

a 0 is j-related with the vector field 1
κ

(
Ŵa 0 − (LŴa 0

l̂I)∆
)

for all a ∈ Bsa(H).
Now, proceeding in complete analogy with what is done in Section 4.1, it is possible

to prove that, when φ and f are as in Equations (97) and (98), respectively, then the
fundamental vector field Wφ

a 0 is the gradient vector field associated with the expectation
value function la by means of the monotone quantum metric tensor G f (coinciding with the
Bogoliubov–Kubo–Mori metric tensor up to the constant κ) for all a ∈ Bsa(H). Collecting
the results in this subsection, we obtain the following proposition.

Proposition 3. Given the operator monotone function

f (x) = κ
x− 1
ln(x)

(103)

satisfying Equation (43) and associated with the Bogoliubov–Kubo–Mori metric tensor
G f ≡ κGBKM (up to the constant factor κ > 0) through Equation (46) [1], denoting with
{Xb}b∈Bsa(H) the fundamental vector fields of the canonical action α of U (H) on S (H) as

in Equation (4), and denoting with V f
a the gradient vector field associated with the expectation value

function la with a ∈ Bsa(H) by means of G f , the family {V f
a , Xb}a,b∈Bsa(H) of vector fields on

S (H) closes an anti-representation of the Lie algebra of the cotangent group T∗U (H), integrating
to the group action

γκ((U, a), ρ) :=
eU ln(ρ)U†+ a

κ

Tr
(

eU ln(ρ)U†+ a
κ

) (104)

The action γκ in Equation (104) is transitive on S (H) for every κ > 0.

5. Conclusions

There are several ways in which the results presented here can be further developed
in order to fully understand how the 2-dimensional picture discussed in [27] extends to
arbitrary finite dimensions.

First of all, concerning the Lie group GL(H), it is necessary to understand if there exist
smooth transitive actions on P(H) that are not of the form βφ (cfr. Equations (10) and (57)).
Then, it is necessary to understand if there exist smooth transitive actions on S (H) that do
not arise from smooth actions of GL(H) on P(H) as in Equation (55). If the answer to both
these questions are negative, then it follows that the only actions of GL(H) on S (H) whose
associated Lie algebra anti-representations can be described in terms of the fundamental
vector fields of the standard action of U (H) on S (H) (cfr. Equations (4) and (29)) and the
gradient vector fields Y f

a associated with the expectation value functions la by means of a
suitable monotone quantum metric tensor are those found in this work.

Concerning the group T∗U (H), it is necessary to understand if there exist smooth
transitive actions on S (H) that do not arise from smooth actions of T∗U (H) on P(H) as in
Equation (55). If the answer to this question is negative, then it follows that the only action
of T∗U (H) on S (H) whose associated Lie algebra anti-representations can be described
in terms of the fundamental vector fields of the standard action of U (H) on S (H) (cfr.
Equations (4) and (29)) and the gradient vector fields associated with the expectation value
functions la by means of a suitable monotone quantum metric tensor are the ones found in
this work, that is, the one associated with the Bogoliubov–Kubo–Mori metric tensor.

Besides the cases involving the Lie groups GL(H) and T∗U (H), it is also necessary to
understand if, for a quantum system whose Hilbert spaceH has dimension greater than
2, there exists other Lie groups acting smoothly and transitively on S (H) and whose Lie
algebra anti-representation can be described in terms of the fundamental vector fields of
the standard action of U (H) on S (H) (cfr. Equations (4) and (29)) and the gradient vector
fields associated with the expectation value functions la by means of suitable monotone
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quantum metric tensors. Concerning this instance, something can be said on some general
properties any such Lie group G must possess. First of all, the unitary group U (H) must
appear as a subgroup of G and dim(G ) = 2dim(U (H)). This last condition follows from
the fact that the gradient vector fields associated with the expectation value functions la are
labeled by elements in Bsa(H), and thus, the dimension of the Lie algebra g of G is twice
that of the Lie algebra of U (H). From this last observation, it also follows that

g ∼= u(H)⊕Bsa(H) (105)

as a vector space. Moreover, since U (H) must be a subgroup of G , there must be a decom-
position of g as in Equation (105) for which u(H)⊕ {0} is a Lie subalgebra isomorphic to
u(H). Then, as already argued in [6], the requirement that the fundamental vector fields
Xb of the standard action α of U (H) on S (H) are Killing vector fields for every monotone
quantum metric tensor G f imposes additional constraints on the possible commutator be-

tween these vector fields and the gradient vector fields Y f
a associated with the expectation

value functions la. Specifically, since Y f
a is the gradient vector field associated with the

expectation value function la for every a ∈ Bsa(H), it follows that

L
[Xb ,Y f

a ]
lc = LXb

(
L

Y f
a

lc
)
−L

Y f
a

(
LXb lc

)
=

= LXb

(
G f

(
Y f

a , Y f
c

))
−L

Y f
a

(
l[b,c]

)
=

= G f

(
[Xb, Y f

a ], Y f
c

)
+ G f

(
Y f

a , [Xb, Y f
c ]
)
−L

Y f
a

(
l[b,c]

)
=

= L
[Xb ,Y f

a ]
lc + G f

(
Y f

a , [Xb, Y f
c ]
)
− G f

(
Y f

a , Y f
[b,c]

)
(106)

where we used Equation (37), and the fact that LXa G f = 0 because the fundamental vector
fields of the action α of U (H) are Killing vector fields for all monotone quantum metric
tensors. From Equation (106), we conclude that

G f

(
Y f

a , [Xb, Y f
c ]−Y f

[b,c]

)
= 0 (107)

for every a, b, c ∈ Bsa(H). Then, since the differential of the expectation value functions
provide a basis for the differential forms on S (H), Equation (107) is equivalent to

[Xb, Y f
c ] = Y f

[b,c]. (108)

Equation (108) fixes the Lie bracket between elements of u(H)⊕ {0} and its comple-
ment, thus leaving us with the freedom to only define the bracket among elements that lies
in the complement of u(H)⊕ {0} inside the Lie algebra g of G .

We are currently investigating all the problems discussed in this section and we plan
to address them in detail in the (hopefully not too distant) future.
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19. Jenčová, A. Flat connections and Wigner-Yanase-Dyson metrics. Rep. Math. Phys. 2003, 52, 331–351. [CrossRef]
20. Alekseevsky, D.; Grabowski, J.; Marmo, G.; Michor, P. Poisson structures on the cotangent bundle of a Lie group or a principle

bundle and their reductions. J. Math. Phys. 1994, 35, 4909–49027. [CrossRef]
21. Alekseevsky, D.; Grabowski, J.; Marmo, G.; Michor, P. Poisson structures on double Lie groups. J. Geom. Phys. 1998, 26, 340–379.

[CrossRef]
22. Naudts, J. Quantum statistical manifolds. Entropy 2018, 20, 472. [CrossRef]
23. Naudts, J.; Verbeure, A.; Weder, R. Linear Response Theory and the KMS Condition. Commun. Math. Phys. 1975, 44, 87–99.

[CrossRef]
24. Naudts, J. Parameter-free description of the manifold of non-degenerate density matrices. Eur. Phys. J. Plus 2021, 136. [CrossRef]
25. Petz, D. Geometry of canonical correlation on the state space of a quantum system. J. Math. Phys. 1994, 35, 780–795. [CrossRef]
26. Petz, D.; Toth, G. The Bogoliubov Inner Product in Quantum Statistics. Lett. Math. Phys. 1993, 27, 205–216.
27. Ciaglia, F.M.; Di Nocera, F. Group Actions and Monotone Metric Tensors: The Qubit Case. In Geometric Science of Information 2021;

Lecture Notes in Computer Science; Nielsen, F., Barbaresco, F., Eds.; Springer International Publishing: Cham, Switzerland, 2021;
Volume 12829, pp. 145–153. [CrossRef]

28. Ashtekar, A.; Schilling, T.A. Geometrical Formulation of Quantum Mechanics. In On Einstein’s Path: Essays in Honor of Engelbert
Schucking; Harvey, A., Ed.; Springer: New York, NY, USA, 1999; pp. 23–65. [CrossRef]

29. Dirac, P.A.M. Principles of Quantum Mechanics; Oxford University Press: Oxford, UK, 1958. [CrossRef]
30. von Neumann, J. Mathematical Foundations of Quantum Mechanics; Princeton University Press: Princeton, NJ, USA, 1955. [CrossRef]
31. Blackadar, B. Operator Algebras: Theory of C∗-algebras and von Neumann Algebras; Springer: Berlin, Germany, 2006.
32. Bratteli, O.; Robinson, D.W. Operator Algebras and Quantum Statistical Mechanics I, 2nd ed.; Springer: Berlin, Germany, [CrossRef]
33. Landsman, N.P. Foundations of Quantum Theory. From Classical Concepts to Operator Algebras; Springer International Publishing:

Cham, Switzerland, 2017. [CrossRef]
34. Takesaki, M. Theory of Operator Algebra I; Springer: Berlin, Germany, 2002.
35. Ciaglia, F.M.; Jost, J.; Schwachhöfer, L. Differential geometric aspects of parametric estimation theory for states on finite-

dimensional C*-algebras. Entropy 2020, 22, 1332. [CrossRef]

http://doi.org/10.1016/0024-3795(94)00211-8
http://dx.doi.org/10.1142/S1230161217400030
http://dx.doi.org/10.3390/e22060637
http://dx.doi.org/10.1088/0305-4470/38/47/011
http://dx.doi.org/10.1007/s11080-006-9013-3
http://dx.doi.org/10.1017/cbo9780511535048
http://dx.doi.org/10.2307/1995012
http://dx.doi.org/10.1016/0034-4877(96)83627-5
http://dx.doi.org/10.1016/0375-9601(67)90366-0
http://dx.doi.org/10.1109/TIT.1968.1054108
http://dx.doi.org/10.1007/978-94-011-2801-8_23
http://dx.doi.org/10.1142/S0219025701000644
http://dx.doi.org/10.1063/1.1598279
http://dx.doi.org/10.1016/0034-4877(93)90043-E
http://dx.doi.org/10.1007/978-1-4899-1391-3_31
http://dx.doi.org/10.1142/S021902570300133X
http://dx.doi.org/10.1007/978-1-4615-5923-8_12
http://dx.doi.org/10.1016/S0034-4877(03)80033-2
http://dx.doi.org/10.1063/1.530822
http://dx.doi.org/10.1016/S0393-0440(97)00063-6
http://dx.doi.org/10.3390/e20060472
http://dx.doi.org/10.1007/BF01609060
http://dx.doi.org/10.1140/epjp/s13360-020-01038-8
http://dx.doi.org/10.1063/1.530611
http://dx.doi.org/10.1007/978-3-030-80209-7_17
http://dx.doi.org/10.1007/978-1-4612-1422-9_3
http://dx.doi.org/10.1063/1.3062610
http://dx.doi.org/10.23943/princeton/9780691178561.001.0001
http://dx.doi.org/10.1007/978-3-662-03444-6
http://dx.doi.org/10.1007/978-3-319-51777-3
http://dx.doi.org/10.3390/e22111332


Mathematics 2022, 10, 2613 20 of 20

36. Naudts, J. Exponential arcs in the manifold of vector states on a σ-finite von Neumann algebra. Inf. Geom. 2022, 5, 1–30.
[CrossRef]

37. Nielsen, M.A.; Chuang, I.L. Quantum Computation and Quantum Information; Cambridge University Press: New York, NY, USA, 2011.
38. D’Andrea, F.; Franco, D. On the pseudo-manifold of quantum states. Differ. Geom. Its Appl. 2021, 78, 101800. [CrossRef]
39. Ciaglia, F.M.; Ibort, A.; Jost, J.; Marmo, G. Manifolds of classical probability distributions and quantum density operators in

infinite dimensions. Inf. Geom. 2019, 2, 231–271. [CrossRef]
40. Abraham, R.; Marsden, J.E.; Ratiu, T. Manifolds, Tensor Analysis, and Applications, 3rd ed.; Springer: New York, NY, USA, 2012.
41. Suzuki, M. Quantum Analysis–Non-Commutative Differential and Integral Calculi. Commun. Math. Phys. Vol. 1997, 183, 339–363.

[CrossRef]
42. Amari, S.I.; Nagaoka, H. Methods of Information Geometry; American Mathematical Society: Providence, RI, USA, 2000. [CrossRef]
43. Fujiwara, A. Geometry of Quantum Information Systems. In Geometry in Present Day Science; Barndorff-Nielsen, O.E., Jensen,

E.B.V., Eds.; University of Aarhus: Aarhus, Denmark, 1999; pp. 35–48.
44. Ciaglia, F.M.; Di Cosmo, F.; Di Nocera, F.; Vitale, P. Monotone metric tensors in Quantum Information Geometry arXiv 2022,

arXiv:2203.10857.
45. Ciaglia, F.M.; Di Cosmo, F.; Laudato, M.; Marmo, G.; Mele, G.; Ventriglia, F.; Vitale, P. A Pedagogical Intrinsic Approach to

Relative Entropies as Potential Functions of Quantum Metrics: The q-z family. Ann. Phys. 2018, 395, 238–274. [CrossRef]
46. Man’ko, V.I.; Marmo, G.; Ventriglia, F.; Vitale, P. Metric on the space of quantum states from relative entropy. Tomographic

reconstruction. J. Phys. A Math. Theorerical 2017, 50, 335302. [CrossRef]
47. Andai, A.; Lovas, A. Quantum Aitchison geometry. Infin. Dimens. Anal. Quantum Probab. Relat. Top. 2021, 01, 2150001. [CrossRef]
48. Ay, N.; Jost, J.; Le, H.V.; Schwachhöfer, L. Information Geometry; Springer International Publishing: Cham, Switzerland, 2017.

[CrossRef]
49. Fisher, R.A. On the mathematical foundations of theoretical statistics. Philos. Trans. R. Soc. Lond. Ser. A 1922, 222, 309–368.
50. Mahalanobis, P.C. On the generalized distance in Statistics. Proc. Natl. Inst. Sci. India 1936, II, 49–55.
51. Rao, C.R. Information and accuracy attainable in the estimation of statistical parameters. Bull. Calcutta Math. Soc. 1945, 37, 81–91.
52. Cencov, N.N. Statistical Decision Rules and Optimal Inference; American Mathematical Society: Providence, RI, USA, 1982.

[CrossRef]
53. Campbell, L.L. An extended Cencov characterization of the information metric. Proc. Am. Math. Soc. 1986, 98, 135–141. [CrossRef]
54. Bauer, M.; Bruveris, M.; Michor, P.W. Uniqueness of the Fisher–Rao metric on the space of smooth densities. Bull. Lond. Math. Soc.

2016, 48, 499–506. [CrossRef]
55. Choi, M. Completely positive linear maps on complex matrices. Linear Algebra Its Appl. 1975, 10, 285–290. [CrossRef]
56. Holevo, A.S. Statistical Structure of Quantum Theory; Springer: Berlin, Germany, 2001. [CrossRef]
57. Holevo, A.S. Probabilistic and Statistical Aspects of Quantum Theory; Edizioni della Normale: Pisa, Italy, 2011. [CrossRef]
58. Löwner, K. Über monotone matrixfunktionen. Math. Z. 1934, 38, 177–216. [CrossRef]
59. Suzuki, J. Non-monotone metric on the quantum parametric model. Eur. Phys. J. Plus 2021, 136, 90. [CrossRef]
60. Kumagai, W. A characterization of extended monotone metrics. Linear Algebra Its Appl. 2011, 434, 224–231. [CrossRef]
61. Bhatia, R. Positive Definite Matrices; Princeton University Press: Princeton, NJ, USA, 2007.
62. Furuta, T. Concrete examples of operator monotone functions obtained by an elementary method without appealing to Löwner

integral representation. Linear Algebra Its Appl. 2008, 429, 972–980. [CrossRef]

http://dx.doi.org/10.1007/s41884-021-00064-4
http://dx.doi.org/10.1016/j.difgeo.2021.101800
http://dx.doi.org/10.1007/s41884-019-00022-1
http://dx.doi.org/10.1007/BF02506410
http://dx.doi.org/10.1090/mmono/191
http://dx.doi.org/10.1016/j.aop.2018.05.015
http://dx.doi.org/10.1088/1751-8121/aa7d7d
http://dx.doi.org/10.1142/S0219025721500016
http://dx.doi.org/10.1007/978-3-319-56478-4
http://dx.doi.org/10.1090/mmono/053
http://dx.doi.org/10.1090/s0002-9939-1986-0848890-5
http://dx.doi.org/10.1112/blms/bdw020
http://dx.doi.org/10.1016/0024-3795(75)90075-0
http://dx.doi.org/10.1007/3-540-44998-1
http://dx.doi.org/10.1007/ 978-88-7642-378-9
http://dx.doi.org/10.1007/BF01170633
http://dx.doi.org/10.1140/epjp/s13360-021-01101-y
http://dx.doi.org/10.1016/ j.laa.2010.08.019
http://dx.doi.org/10.1016/j.laa.2006.11.023

	Introduction
	Geometry of (Un-Normalized) Quantum States
	Quantum Monotone Metric Tensors
	Lie Groups and Monotone Quantum Metric Tensors
	The General Linear Group
	The Cotangent Group of the Unitary Group

	Conclusions
	References

