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Abstract: Predicting medical waste (MW) properly is vital for an effective waste management system
(WMS), but it is difficult because of inadequate data and various factors that impact MW. This study’s
primary objective was to develop an ensemble voting regression algorithm based on machine learning
(ML) algorithms such as random forests (RFs), gradient boosting machines (GBMs), and adaptive
boosting (AdaBoost) to predict the MW for Istanbul, the largest city in Turkey. This was the first
study to use ML algorithms to predict MW, to our knowledge. First, three ML algorithms were
developed based on official data. To compare their performances, performance measures such as
mean absolute deviation (MAE), root mean squared error (RMSE), mean absolute percentage error
(MAPE), and coefficient of determination (R-squared) were calculated. Among the standalone ML
models, RF achieved the best performance. Then, these base models were used to construct the
proposed ensemble voting regression (VR) model utilizing weighted averages according to the base
models’ performances. The proposed model outperformed three baseline models, with the lowest
RMSE (843.70). This study gives an effective tool to practitioners and decision-makers for planning
and constructing medical waste management systems by predicting the MW quantity.

Keywords: adaptive boosting; ensemble machine learning; gradient boosting machine; sustainability;
random forests; waste prediction

MSC: 90-11

1. Introduction

There is increasing urban growth due to industrial and economic progression, and
this has led to increasing trends in population and population density. As a result, there
has been an increase in the amount of medical waste (MW) generated as the number of
hospitals, veterinarians, clinics, and other health institutions has increased [1,2]. According
to the United States Environmental Protection Agency (USEPA) and the World Health
Organization (WHO), MW is a hazardous waste category because it contains potentially
deadly pathogens, chemical anticancer agents, and hazardous and radioactive wastes [2,3].
Furthermore, cutting and sharp materials can cause a slew of issues for those who work
with them [3]. Up to 25% of medical waste (by weight) has been deemed infectious [4].
Because of the possible public health concerns and environmental pollution, the collection
and disposal of medical waste is a serious issue, particularly in poor nations [5]. Now, the
coronavirus disease 2019 (COVID-19) pandemic has made the handling of medical waste
and the performance of waste management systems more important than ever [6]. There is
a need to predict the amount of MW accurately to decide the proper disposal options and
plan the operational capacities of recycling, storage, disposal, and transportation [1,7–9].

In prior research, several different models, such as statistical models, data mining,
sample surveys, time series models, artificial intelligence, and ML algorithms, have been
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applied in order to make a prediction regarding the total quantity of MW that would be
present in the future. The details of related studies are given in Table 1 regarding data
sources, methods, and performance measures. For instance, Tesfahun et al. [10] utilized
multiple linear regression (MLR) to estimate the hospital healthcare waste generation
rate in Ethiopia. They collected data from 24 hospitals, and they constructed predictive
models for waste generation with respect to different types of hospitals. The multiple
linear regression equation developed by Çetinkaya et al. [11] to estimate medical waste
in Aksaray City, Turkey used age classification and the gross national product in United
States dollars (USD) as input parameters. They concluded that these input parameters
were significant for medical waste estimation. Idowu et al. [12] applied MLR to estimate
the rate of waste generated from two healthcare facilities in Logos, Nigeria. Their study
indicated that the number of patients and bed capacity were significant parameters for
MW quantity. Al-Khatib et al. [13] developed three equations to predict general hospital
waste, hazardous solid hospital waste, and total solid hospital waste. They achieved high
coefficient of determination (R-squared) scores for all three equations. From other studies
that used MLR models, [13] presented and proved that assumptions of MLR models which
must be checked. Bdour et al. [14] constructed an MLR model to generate waste quantities
in Jordan. The study indicated that the number of beds and the number of patients were
significant parameters and that private hospitals generated less waste than public hospitals.
Sabour et al. [15] developed a mathematical model to generate infectious hospital waste
quantities in Iran. Korkut [16] constructed a linear model to estimate the amount of waste
from hospitals in İstanbul, utilizing population as the only input parameter. Ceylan et al. [1]
compared linear regression (LR), support vector regression (SVR), grey modeling (GM),
and autoregressive integrated moving average (ARIMA) models to estimate medical waste
generation in İstanbul. The ARIMA (0,1,2) model was selected as the most fitting model for
predicting MW generation. However, this study did not find significant parameters that
affected MW generation. Chauhan and Singh [17] employed an ARIMA model to forecast
healthcare waste generation. Golbaz et al. [3] applied many neuron- and kernel-based
machine learning methods as well as MLR for predicting hospital solid waste generation.
They concluded that from the MLR analysis, hospital ownership type and the number of
hospital staff were significant parameters that affected MW generation, but they indicated
that conventional MLR methods required more complex modeling when the number of
input parameters increased. Artificial neural network (ANN)-based models can provide
predictions with lower errors than those provided by MLR. Karpušenkaitė et al. [18] tried
to forecast medical waste by using scarce official data in ANN, MLR, partial least squares
(PLS), and support vector machine (SVM) methods and by using short and extra-short
datasets. The ANN method failed with this small dataset. Jahandideh et al. [2] applied
MLR and ANN to estimate medical waste amounts as well as waste types in Iran using
hospital type, hospital capacity, and bed occupancy as parameters. The authors concluded
that ANN outperformed MLR in dealing with the nonlinearity between dependent and
independent variables. Karpušenkaitė et al. [19] developed a hybrid model using the
coefficients generated by moving average (MA) and Holt’s method in the regression
equation. They proved that the waste generation rate was positively correlated with the
numbers of inpatients and outpatients. Thakur and Ramesh [20] compared MLR and
ANN to estimate the MW generation rates in India. The ANN model outperformed the
MLR model.

To sum up, MLR models achieved good model performances (R-squared > 0.80) and
provided the most significant input parameters. However, conventional MLR methods
have deficiencies. For example, they are not able to predict the MW amount when using
large numbers of input variables that need complex modeling, and they use many assump-
tions that are not easy to meet in real life. ML and DL approaches such as ANN, many
neuron- and kernel-based ML algorithms, and SVM outperformed MLR on many statistical
measures [2,3,18,20] because of their capacity to solve the nonlinear connection between
input and output variables. Despite this, these approaches lacked substantial input factors,
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which hindered their ability to estimate the rate of medical waste creation, and deep learn-
ing algorithms such as ANN did not perform well with limited data. Using time-based
data on MW amounts, some researchers utilized time series modeled as different ARIMA
models [1,21]. Time-series analysis has limitations: it requires large datasets to detect
seasonality, several factors influence MW generation, and data contain outliers and missing
values. Thus, predicting MW generation is a regression problem, not a time-series one [22].
According to a number of studies, classical and ML-based algorithms for time-series data
competed, just as for prediction issues [21,22].

Table 1. Literature overview.

Reference Data Source Methods Performance Measures

[1] Official data LR, SVR, GM (1,1), and
ARIMA R-squared, RMSE, MAD, MAPE

[2] Surveys MLR, ANN MAE, RMSE, R-squared

[3] Survey MLR and neuron- and
kernel-based methods R-squared, MSE

[10] Survey MLR R-squared
[11] Survey MLR MBE, MAPE
[12] Survey MLR R-squared
[13] Survey MLR R-squared
[14] Survey MLR R-squared
[15] Survey MLR R-squared
[16] Official data LR R-squared
[17] Official data ARIMA MAPE, MAE
[18] Official data ANN, MLR, PLS, and SVM R-squared, RMSE, MAE, MAPE
[19] Official data MA, Holt’s MAPE
[20] Survey MLR, ANN MAE, RMSE, R-squared

MLR: multiple linear regression; LR: linear regression; SVR: support vector regression; ARIMA: autoregressive
integrated moving average; ANN: artificial neural network; PLS: partial least squares; SVM: support vector
machine; MA: moving average; Holt’s: Holt’s exponential smoothing; R-squared: coefficient of determination;
RMSE: root mean square error; MAE: mean absolute error; MAD: mean absolute deviation; MAPE: mean absolute
percentage error; MBE: mean bias error.

ML algorithms can be used to estimate MW amounts in order to discover trends,
patterns, and changes with greater accuracy than traditional regression analysis, as pre-
vious research has demonstrated [9]. Furthermore, most studies estimating MW quantity
have not included the most substantial input factors, which may be critical information
for an effective medical waste management system. Most research for estimating MW
quantity has relied on surveys and questionnaires because of the absence of a historical
MW database, particularly in developing nations, although this may result in inaccurate
projections due to the lack of actual data [3,9,14,18,23,24]. At this point, MW prediction
has problems such as limited data and many parameters affecting the amount of MW, so
there is a need for more powerful algorithms, such as ensemble methods based on ML
algorithms, to handle these problems. However, to the best of our knowledge, no investiga-
tions have been undertaken utilizing the random forest (RF), gradient boosting machine
(GBM), and adaptive boosting (AdaBoost) algorithms to predict MW amounts, nor any
utilizing ensemble methods based on ML algorithms, which are considered to represent a
better approach than single algorithms [25–30]. Instead of using single machine learning
algorithms, this study proposed ensemble voting regression (VR) algorithms based on
machine learning to obtain better predictions of MW generation in İstanbul, the largest city
in Turkey, utilizing official data. MW has a significant impact on both the environment and
public health, since Istanbul has a population of more than 15 million people and is home
to 17% of the hospitals, 20% of the bed capacity, and 54% percent of the private hospitals
in Turkey [1,8]. The RF, GBM, and AdaBoost ML algorithms were chosen as base learners
or ensemble members to form the ensemble VR to estimate the MW amount. These ML
approaches were chosen for their outstanding performance in investigating tiny datasets
and avoiding overfitting [31]. Furthermore, these methods do not entail assumptions that
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are difficult to meet in real life, as conventional statistical methods and MLR methods
do. The ensemble learning that was used in this study boosted performance, combining
three base learners and utilizing voting regression to outperform traditional methods [32].
First, to enable more precise calculation, 17 years’ worth of official data on MW amounts
was downloaded from the Open Data Portal of the Istanbul Metropolitan Municipality
rather than data collected through surveys or questionnaires [1]. Then, ML techniques
were used to forecast the MW quantity. Finally, the most important input factors that
had an impact on the quantity of MW were identified by comparing their performances
using performance metrics such as RMSE, MAE, MAPE, and R-squared. The ensemble
VR’s weighted average was obtained by utilizing a ranking technique to merge these three
fundamental ML algorithms. The proposed model’s performance was compared with that
of the three individual ML algorithms with the same performance measures.

The proposed ensemble approach contributes to the literature in two ways. First,
utilizing real data with the RF, GBM and AdaBoost machine learning algorithms as a result
of one of the implementation steps of this proposed method enabled determining the most
important significant parameters and the best model among the single ML algorithms.
Second, the proposed model had higher predictive accuracy than standalone ML models.

The following structure makes up the layout of the paper: Section 2 provides an
explanation of the approach’s specifics. The steps of the suggested model are detailed in
Section 3. In Section 4, the outcomes of the suggested model are covered. Finally, Section 5
presents the study’s results.

2. Methods
2.1. Machine Learning Algorithms

ML is a subset of artificial intelligence (AI), which is the intelligence that allows
computers to learn from data by combining computer science and statistical analysis
methods to create algorithms that are “statistically proficient” [33]. There are two kinds of
these algorithms: supervised and unsupervised. There are two categories of algorithms
for supervised learning, classification and regression, based on how they determine the
connections between prospective independent and dependent variables.

Ensemble techniques are ML algorithms that develop and combine many base models
to improve the performance of regression problems, classification issues, and feature
selection [32]. According to the learner generation process, ensemble techniques are of two
types: parallel, represented by bagging (Breiman, 1996) [34], and sequential, represented
by boosting [32]. In boosting, several training sets with sample size n are selected from the
data using a sampling technique known as bootstrap sampling to ensure the independence
of distinct sampling training sets. The ultimate model is determined by combining the
predictions of all models [34]. Multiple base learners are independent of one another, since
they are constructed simultaneously. The sequential ensemble type is characterized by the
sequential construction of numerous learners, which improves the performance of the final
model, since subsequent learners may avoid the faults of their predecessors.

2.1.1. Random Forest (RF)

RF is a ML approach that combines numerous decision trees to solve classification
and regression issues. Multiple decision trees are combined using bootstrap sampling, and
their majority classification vote and average are allocated to regression [35,36]. RF is a
robust technique for imbalanced, missing, and multicollinear data [32,35]. The analysis has
two stages:

Stage 1: To start building a forest, a sample of the initial dataset (training data) is
chosen and then replaced to make subdatasets. Then, regression trees are made according
to these smaller sets of data. In the training stage, it is possible to change the number of
variables (mtry) and number of trees (ntree).
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Stage 2: After the model has been trained, a prediction can be made. First, all of the
input variables for each regression tree are added up. Second, the final result is judged by
taking the average of the predictions from each tree [36].

2.1.2. Adaptive Boosting (AdaBoost)

AdaBoost is a popular algorithm that was invented by Freund and Schapire [37], and
an illustration of the approach can be found in Algorithm 1 [32]. The exponential sort of
loss function is applied, and weights and classifiers are constructed through the use of
forward stagewise additive modeling.

Algorithm 1 The AdaBoost algorithm [32]

Input: Dataset D = {(x1, y1), (x2, y2), . . . , (xm, ym)};
The weight of each training set sample produces establishes a weight vector Zt;
The base learning algorithm is denoted as L;
The number of learning rounds denoted as T.
Process:
D1(i) = 1/m % The weight distribution is initialized
For t = 1, 2, . . . , T :
ht = L(D, Dt); % Train a base learner ht from D utilizing distribution Dt

εt = Pri∼Di
[ht(xi - yi)]; % The error of ht is measured

∝t=
1
2 ln 1−εt

εt
;

Dt+1(i) =
Dt(i)

sum(Zt)
×
{

exp(−αt) i f ht(xi) = yi
exp(αt) i f ht(xi) 6= yi

% Revise the distribution, where Zt

denotes the normalization factor that enables Dt+1 to be a distribution.
end.
Output: F(x) = sign ∑T

t=1 atht(x)

2.1.3. Gradient Boosting Machine (GBM)

GBM is a boosting technique that was proposed by Friedman in 2001 [38]. It is also
known as gradient boosted regression trees (GBRT), multiple additive regression trees
(MART), and [36]. It comprises decision trees that are trained sequentially, modifying the
negative gradients with each iteration to learn from the decision trees [37].

A dataset is represented as {xi,yi}, i = 1,2 . . . N, where xi represents a set of features
and yi represents the label. Ψ (y, F(x)) is the loss function. The GBM algorithm has five
steps, as follows [32]:

Step 1: β denoted as an initial constant value, and it is obtained as:

F0(x) = argmin β ∑N
i=1 Ψ(yi, β). (1)

Step 2: For the number of iterations k = 1,2 . . . K, the gradient loss function is:

y∗i =
∂Ψ(yi, F(xi))

∂ΨF(xi) F(x)=Fk−1(x)
, i = {1, 2 . . . N}. (2)

Step 3: The parameter θk is computed by employing the method of least squares, and
the initial model h(xi; θk) is constructed by fitting sample data in the following way:

θk = argmin θ,β

N

∑
i=1

[y∗i − βh(xi; θ)]2 (3)

Step 4: The new model weight is determined by minimizing the loss function:

γk= argminγ ∑N
i=1 ψ(yi, Fk−1(x) + γh(xi; θk)) (4)



Mathematics 2022, 10, 2466 6 of 16

Step 5: The model is optimized as:

Fk(x) = Fk−1(x) + γkh(xi; θk). (5)

This loop executes until a predetermined number of iterations is reached or conver-
gence conditions are satisfied.

2.2. Voting Regressor (VR)

A voting ensemble is a machine learning ensemble methodology that uses many
methods in lieu of a single model to increase the system’s performance. This approach
can be applied to both classification and regression issues by combining the results of
numerous methods. For regression issues, the ensembles for which are referred to as voting
regressors (VRs), the estimators of all models are averaged to get a final estimate [25]. There
are two approaches to awarding votes: average voting (AV) and weighted voting (WV).
In the case of AV, the weights are equivalent and equal 1. A disadvantage of AV is that
all of the models in ensemble are accepted as equally effective; however, this situation is
very unlikely, especially if different machine learning algorithms are used. WV specifies a
weight coefficient to each ensemble member. The weight can be a floating-point number
between 0 and 1, in which case the sum is equal to 1, or an integer starting at 1 denoting
the number of votes given to the corresponding ensemble member [39].

3. Proposed Model
3.1. General Context

An ensemble voting regression that utilized RF, GBM and AdaBoost to estimate MW
amounts was developed in this work and is presented in Figure 1. The superiority of
the proposed model was due to combining ML algorithms to provide the capability to
effectively predict MW amounts. The proposed system was also compared with standalone
ML models and provided significant parameters that affected the MW amount based
on these algorithms. All analyses were conducted with Python 3.8.6 and PyCharm on a
desktop computer with the following specifications: Intel(R) Core (TM) i7-10750H CPU @
2.60 GHz, 0.59 GHz processor, 32.0 GB RAM, 64-bit operating system, x64-based processor.
Based on the scikit-learn library, random.seed(), a Python function, was used to ensure the
reproducibility of the dividing process. An ensemble voting regression has two phases,
namely preparing the data and building the model.

3.2. Phase 1: Preparing the Data

Step 1: Official data was obtained. Istaç Company is a subsidiary of İstanbul Metropoli-
tan Municipality, and it is responsible for regularly collecting MW from around İstan-
bul [1,16]. Information regarding MW in relation to waste amount by year, waste type,
and district was retrieved from the Open Data Portal Istanbul Metropolitan Municipality
Department [40], and the crude birth rate (CBR), gross domestic product (GDP), number of
hospitals (NH), and number of beds available at the hospitals (NB), were extracted from the
Population Information Table [41] by the Turkish Statistics Institute for the years 2004–2020.
The two tables were merged in an Excel worksheet by year. The dataset comprised five
variables: MW, NH, NB, CBR and GDP.

Step 2: The variables that could potentially affect the amount of MW were selected
as input variables. The variables used in the model were analyzed using descriptive
statistics and graphical methods for describing the dataset. The descriptive statistics of the
variables, including mean, standard deviation, and min and max values, were calculated.
Outliers are exceptional observations that occur between normal observations and can
lead to erroneous interpretations; hence, boxplots were used to display the distribution of
variables and identify outliers [42]. Furthermore, pair plots were constructed to describe
the dataset before the modeling phase, since they show both the relationship between two
variables and the distribution of the single sample.
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Step 3: The preprocessing of data was performed. This is recognized as a crucial stage
in ML modeling, because real-world data contain features such as inconsistency, inaccuracy,
and incompleteness, which lead to the production of erroneous findings [43]. Therefore, it
is essential that data be preprocessed prior to modeling. Data preprocessing consisted of
cleansing, instance selection, normalization, transformation, feature extraction, and feature
selection [9]. The winsorization technique is used to handle outliers by reducing extreme
outliers to a specified percentile of the data [44]. In this study, this method was used to
replace outliers with the 25th and 75th percentiles of data for the corresponding variables.
In order to handle missing values, several methods were used, namely changing with
mean/median/mode, omitting rows, changing values to match earlier or later values, and
using regression methods to make the right decision [44].

Step 4: For training and evaluating samples, datasets were separated into training
(80% of samples) and testing (20% of samples) sets.
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3.3. Phase 2: Building the Model

Step 1: The single machine learning algorithms RF, GBM, and AdaBoost were fitted
using training data. The parameters (hyperparameters) of these algorithms that were used
in this study were set by default in the training phase [45]. The selected parameters’ default
values were:

• For RF, the number of trees in the forest (n_estimators) was 100, the minimum number
of samples demanded to split an internal node (min_samples_split) was 2, the max-
imum depth of the tree (max_depth) was None, and the maximum features of each
tree (max_features) was 1.

• For GBM, the shrinkage coefficient of each tree (learning_rate) was 0.1, the maximum
depth of the tree (max_depth) was 3, the number of trees (n_estimators) was 100, the
subsample ratio of training samples (subsample) was 1.0.

• For the AdaBoost model, the maximum number of estimators (n_estimators) was 50,
learning rate (learning_rate) was 1.0.

Step 2: After computing, from the training and test data, performance measures based
on parameter default values, the best combinations of hyperparameters can be found by
the grid search, randomized search, and Bayesian optimization methods. The randomized
search and Bayesian optimization methods are better when the number of combinations is
large and the number of iterations is small. Grid search was used in this study to determine
the best set of hyperparameters because there were not many combinations [46]. The K-fold
CV approach is widely used in finding the best hyperparameter combination [31]. In this
study, the fivefold CV approach was employed, in which the training set was separated into
five equal subsamples, one of which was used as the validation set and the remaining four
of which were utilized as the training subset. Five iterations were executed, i.e., until each
subsample was used as a validation set. The five validation sets’ average was computed,
and the results were used to determine the ideal hyperparameter settings.

Step 3: The performances of the models for each method were analyzed with the use
of test data, and the relevance of the characteristics was figured out. On the basis of the
test data, the outcomes of the predictions made by the RF, GBM, and AdaBoost algorithms
were computed.

Four metrics, MAE, RMSE, MAPE, and R-squared, as shown in Equations (6)–(9) [9,18],
were used in order to compare the performances of the single ML models:

MAE =
∑n

i=1|yi − xi|
n

(6)

RMSE =

√√√√ n

∑
i=1

(yi − xi)
2

n
(7)

R2 = 1− ∑n
i=1(yi−xi)

2

∑n
i=1(yi − xi)

2 (8)

MAPE =
1
n

∑n
i=1|yi − xi|

yi
× 100 (9)

where xi represents the predicted value for the ith observation, yi represents the actual
value for the ith observation, xi represents the average of predicted values, and n represents
the number of observations. Models with higher R-squared values were more successful
than those with lower R-squared values.

Step 4: The three algorithms were combined to construct an ensemble voting regressor
(VR) using weighted averages based on the standalone ML performance. Then, the trained
ensemble VR was fitted. ŷRF, ŷGBM, and ŷAdaBoost denote the predictions of each single
algorithm in Figure 1. In order to adjust weights, a ranking method, that is, a form of
weighted voting, was used instead of average voting. The method uses a ranking to reveal
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the number of votes that every ensemble has in the weighted average. For instance, the
best model has three votes, the second best, two votes, and the worst model, one vote if
there are three ensemble learners. w1, w2 and w3 represent the votes based on performance.
Last, the performance of the proposed model in predicting MW amounts was obtained and
compared with that of the standalone ML algorithms.

4. Results
4.1. Data Acquisition

As a result of combining two tables [40,41], the dataset comprised 17 rows and 5
columns. The MW quantity data for the years between 2004 and 2020 are shown in Figure 2,
which depicts a progressive increase in the amount of medical waste.
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Figure 2. Annual MW amount of İstanbul [40].

4.2. Variable Analysis

This study’s input variables that might impact MW were chosen based on literature.
In earlier research, MW quantity relied on number of patients, medical specialty, number
of beds, and department size [2,47]. Socioeconomic factors such as CBR and GDP were
selected as input variables in addition to NH and NB [25]. MW was a dependent variable,
while the other variables were independent variables. Table 2 provides descriptive data for
each variable.

Table 2. Statistics that are descriptive of both the input and the output variables.

Category Description Mean Standard
Deviation Min Max

MW Amount of the medical waste per year 18,407.8 7579.8 8279.3 32,143.8
NH Total hospital per year 221 15.5 198 238
NB Total beds per year 33,522.3 3441.2 28,958 40,697

CBR
The ratio of the number of live births during a year
to the average population in that year, expressed

per 1000 persons
15.7 1.4 12.3 17

GDP
Total monetary value of all final goods and

services produced (and sold on the market) within
a country during a year.

39,334.1 22,085.7 14,795 86,798

For detecting outliers, the boxplots of the dependent and independent variables are
given in Figure 3 [42]. CBR and NB had clear outlier observations. The winsorization method
was used to replace outliers with the 25th and 75th percentiles of data for these variables.
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The pair plots for variables are given in Figure 4. From this graph, it is obvious that
MW had positive relationships with NH, NB, and GDP and a negative relationship CBR.
There was a positive correlation among the predictor variables NH, NB, and GDP, so
multicollinearity was not violated, which is one of the assumptions of MLR that must meet.
From the histograms, it was observed that all of the variables had skewed distributions,
with CBR having an even more skewed distribution. The fact that the ML algorithms used
in this study did not require any assumptions could provide great convenience to users.
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4.3. Data Preprocessing

Each data collection required a unique and distinct preprocessing method. Null values
and outliers had to be processed prior to modeling, since NB, NP, CBR, and GDP had
missing values and CBR and NB had outliers. The missing values of CBR were replaced
with the median value because of its skewed distribution, whereas those of NB, NP, and
GDP were replaced with their prior values because of an apparent upward tendency
over duration.

4.4. Hyperparameter Optimization

After computing, from the training and test data, performance measures based on
parameter default values, the best combinations of hyperparameters were found. The
tuned hyperparameters, hyperparameter values, and optimal values for the single machine
learning algorithms are shown in Table 3.

Table 3. Results of hyperparameter optimization.

Algorithm Hyperparameters Meanings Search Values Optimal Values

RF

max_depth
max_features
n_estimators
min_samples_split

Maximum depth of tree
Maximum features of each tree
Number of trees
Minimum number of samples for leaf nodes

(5, 8, None)
(3, 5, 15)
(200, 500)
(2, 5, 8)

5
3
500
2

GBM

learning_rate
max_depth
n_estimators
subsample

Shrinkage coefficient of each tree
Maximum depth of tree
Number of trees
Subsample ratio of training samples

(0.01, 0.1)
(3, 8)
(500, 1000)
(1, 0.5, 0.7)

0.1
8
1000
0.5

AdaBoost learning_rate
n|estimators

Shrinkage coefficient of each tree
Number of trees

(0.01, 0.1)
(500, 1000)

0.01
1000
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4.5. Comparison of Single ML Algorithms

Performance measures of each ML algorithm were calculated and are shown in Table 4.

Table 4. Prediction results of single ML algorithms.

Models MAE RMSE R-Squared MAPE

RF 1093.342 868.734 0.959 0.050

GBM 1332.665 1117.195 0.939 0.064

AdaBoost 3349.578 2698.408 0.615 0.153

Regarding RMSE, RF obtained the greatest performance with 868.7344, followed by
GBM and AdaBoost with 1117.1954 and 2684.4044, respectively. The performance success
was achieved in the same order with respect to R-squared, MAE, and MAPE, with values
of 0.959, 0.9391, and 0.6155; 1093.3421, 1332.6659, and 3349.5788; and 0.05, 0.0648, and
0.1531, respectively. Based on the findings, RF and GBM could be said to be good models
for predicting MW amounts. Considering all performance measures, RF was the best
model, as it had the lowest MAE, RMSE, and MAPE scores and the highest R-squared score.
This means that RF and GBM could be used to predict future MW amounts even with a
small dataset. Although AdaBoost has practical advantages, such as low implementation
complexity and only a single tuning parameter, it did not perform well here.

Comparing these results with those of other studies utilizing MLR methods as mea-
sured by the performance criterion R-squared, the RF model was more successful here
than in some studies [3,14,18,20] and nearly reached the very good MLR results of other
studies in the literature [2,11–13]. As mentioned before, MLR entails many assumptions.
Our dataset was not suitable for the use of MLR because of its multicollinearity. Comparing
the RF model with the ARIMA model, while it gave better results than those of ARIMA
in [17], it was less successful than ARIMA in study [1]. The problem with ARIMA models is
that when the dataset is small, it is not long enough to capture the seasonality; furthermore,
ARIMA models do not provide significant parameters. When the RF model was compared
with ANN, a deep learning method, RF gave better performance results than the ANN
in [2] but not better results than the ANN in [20]. ANN is not an efficient method for small
datasets such as those in this study.

Comparing this study’s results with those obtained for models dedicated to İstanbul
using R-squared as a performance criterion, [1] achieved an R-squared value of 0.9888
using ARIMA, and [16] achieved a value of 0.9918 using LR, whereas this study achieved a
value of 0.9599 using RF. Ceylan et al. [1] tried to estimate MW amounts using a time-series
model, but this study did not propose the significant factors. Korkut [16] obtained a high
score using only one input variable, namely population. However, knowledge of the most
significant parameters affecting MW amounts will be helpful in strategic plans to make
decisions. The machine algorithms in this study provided the degree of importance of
parameters that affected the amount of MW. The significance of each input variable was
computed using the RF, GBM, and AdaBoost methods depicted in Figure 5. The order of
relevance for the RF algorithm was NB > GDP > NH > CBR, that for the GBM algorithm was
GDP > NH > CBR > NB, and that for the AdaBoost algorithm was NH > NB > GDP > CBR.

Regarding the single ML algorithms, a comparative analysis of each variable is shown
in Figure 6. While NB was the most critical factor for the RF algorithm, it was the least
significant factor for the GBM algorithm. However, NH had a similar degree of significance
for all ML algorithms in our study.
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Figure 5. The feature importance of each single ML algorithm.
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Figure 6. Degree of significance of each variable with relation to individual ML algorithms.

The total degree of significance for each variable is depicted in Figure 7. GDP was the
most influential input variable on the amount of MW Daskalopoulos et al. [48], Dissanayaka
and Vasanthapriyan [23], and the authors of [11] found that there was a substantial associa-
tion between the volume of municipal garbage and the gross domestic product. Increasing
a city’s GDP or prosperity may result in a rise in garbage and medical waste production.
This study revealed that NH was the second, and NB, the third, most significant variable in
determining the quantity of MW, which was in accord with earlier research [3,32]. NB and
NH are responsible for the production rate of infectious waste. The least important factor
for the single ML algorithms was CBR.
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4.6. Performance Assessment

In order to construct the ensemble VR, three base models, RF, GBM, and AdaBoost,
were combined with weighted voting. According to performance measures, RF had three
votes, GBM had two votes, and AdaBoost had only one vote. Using these weights, a voting
regressor was fitted, and the performance measures of RMSE, MAE, MAPE, and R-squared
were calculated, as given in Table 5. The results were compared with those of the standalone
ML algorithms.

Table 5. Performance assessment of the proposed model.

MAE RMSE R-Squared MAPE

Ensemble VR 843.702 922.042 0.970 0.057

The proposed ensemble VR algorithm outperformed the standalone ML models in
all the performance measures except for MAPE, with an MAE of 843.702, an RMSE of
922.042, and an R-squared of 0.970. Of the single models, RF had the smallest MAPE
of 0.050, while the proposed model had 0.057. Since there were no previous studies
utilizing the VR method, it is not possible to make comparisons with previous studies.
However, the performance of the proposed method was closer to that of the algorithms
that give better results in the literature compared with other standalone machine learning
algorithms for predicting MW amounts [1,2,11–13,16]. As stated before, MW estimation is
a challenging task, since data are limited and many factors can affect the amount of MW.
The results of this study implied that the proposed model for estimating the MW amount
had good performance by utilizing little real data as well as providing most significant
input variables. Furthermore, this algorithm did not require assumptions, such as those
required by statistical models, that are difficult to meet in real life.

5. Conclusions

From a sustainability point of view, both planning and developing waste management
solutions for medical waste for future facilities depend on an accurate estimate of MW,
especially in megacities such as Istanbul, where MW could have large effects on the
environment and public health. Therefore, MW generation was predicted using three
ML algorithms: RF, GBM, and AdaBoost. The performances of these algorithms were
measured using MAE, RMSE, MAPE, and R-squared. At this step, the most important
input parameters were also given. Then, these ML algorithms built the proposed ensemble
VR, which used the ranking method to assign weights based on how well each single
ML model did. All of these experiments were conducted with official data from the past
17 years, with the dependent variables being NH, NB, CBR, and GDP. RF did better than
the other standalone ML algorithms, and GDP was the most substantial input variable for
predicting the quantity of MW. The suggested ensemble VR fared better than individual
ML methods.

The primary drawback of this research was that the dataset was relatively small and
limited. The data on MW amounts are incomplete, as are those on other aspects, such as
medical waste type, economic and social information, and the type of health institution pro-
ducing the MW, and these may impact the MW amount in İstanbul, the most crowded city
in Turkey. The appropriateness of the standalone and suggested ensemble VR algorithms
for prediction could be determined using a larger database containing other factors that
may in the future have a substantial impact on the amount of MW generated in İstanbul.
Another limitation for this study was using only one hyperparameter tuning method, grid
search, since we had little data. When we have more data, other hyperparameter tuning
methods, such as Bayesian hyperparameter optimization and random search, and deep
learning approaches will be utilized in future research. Choosing the relative weights for
each ensemble member, such as random search or other optimization methods, remains a
challenging task to solve in future studies.
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This study will help practitioners and decision-makers create an effective medical
waste management system by selecting the best algorithms for predicting MW volume
and supplying key input factors. The suggested ensemble approach may lead to future
prediction research in numerous fields, not limited to estimating MW.
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