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Abstract: Software risk management is an important factor in ensuring software quality. Therefore,
software risk assessment has become a significant and challenging research area. The aim of this study is
to establish a data-driven software risk assessment model named DDERM. In the proposed model, experts’
risk assessments of probability and severity can be transformed into basic probability assignments (BPAs).
Deng entropy was used to measure the uncertainty of the evaluation and to calculate the criteria weights
given by experts. In addition, the adjusted BPAs were fused using the rules of Dempster–Shafer evidence
theory (DST). Finally, a risk matrix was used to get the risk priority. A case application demonstrates
the effectiveness of the proposed method. The proposed risk modeling framework is a novel approach
that provides a rational assessment structure for imprecision in software risk and is applicable to solving
similar risk management problems in other domains.
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1. Introduction

In today’s world, software is becoming more and more important in economy, health-
care, society, and other aspects of life [1–3]. In order to ensure the quality, reliability and
stability of software, many methods have been proposed [4,5]. Software project risk man-
agement has become the focus of attention. A risk is an uncertain event or condition that
may or may not occur. If it happens, the positive or negative impact effect on one or more
objectives. Project teams endeavor to identify and evaluate known and emergent risks
throughout the software life cycle. However, risk factors are so complex and uncertain that
the effective identification and evaluation of them is still an open issue.

Most research has focused on risk analysis and risk management [6–8]. Different theories
and techniques have been used to deal with risks. For example, a scheme to incorporate
Bayesian belief networks in software project risk management presented by Fanv et al. [9].
Hu et al. [10] proposed a model using BNs with causality constraints for risk analysis of software
development projects. Odzaly et al. [11] described the underlying risk management model in
an Agile risk tool. An assessment model based on the combination of backpropagation neural
network (BPNN) and rough set theory (RST) was put forward by Li et al. [12]. A computational
model for the reduction of the probability of project failure through the prediction of risks was
proposed by Filippetto et al. [13].

Among these methods, expert opinion and judgment are usually used to perform a risk
assessment. One method of making statistical inferences and decisions based on expert opinion
and judgment is expert knowledge elicitation. The related literature is extensive [14–16]. Since
most experts prefer to express their opinions in a qualitative way, the expert elicitation procedure
is full of subjectivity and uncertainty. It is important to provide a reliable framework for dealing
with expert judgments [17]. Fuzzy set theory [18] is a common and accepted way of dealing
with expert opinion and judgment. However, it has several flaws in expressing the hesitancy
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among several risk values. In some cases, due to a lack of experience or information, experts
may not use a single risk level to describe their assessment, but rather hesitate between several
risk values. For example, hesitation is between possible and very possible. The traditional fuzzy
evaluation matrix cannot express the hesitation in the assessment. Furthermore, forming a
fuzzy evaluation matrix takes a lot of time [19]. The fuzzy matrix needs to adjust assignment
several times. The fuzzy matrix becomes more complex as the number of risk factors increases.
Furthermore, it is not very efficient when dealing with complex fuzzy arithmetic operations.
Therefore, it is necessary to propose a method that can efficiently represent multiple subsets
without using matrices.

To solve these problems, a data-driven risk assessment model, based on Dempster–
Shafer evidence theory (DST) [20,21], Deng entropy [22] and risk matrix [23], is pro-
posed. Due to effectively deal with uncertain information, DST is widely used in decision-
making [24–26], risk analysis [27], information fusion [28,29], uncertainty measurements [30],
fault diagnosis [31–33], time-series [34], IoT applications [35] and many other fields [36,37].
Since most experts prefer to express their opinions with linguistic information, such as
good, better, best, bad, worse, worst, DST can effectively deal with uncertain informa-
tion about linguistic expressions involved in risk evaluation [38,39]. At the same time,
it can also deal with the situation of multiple subsets due to the hesitation of experts.
In some methods, the weights of experts or attributes are artificially assigned or not taken
into account, which may lead to subjective results. Hence, expert assessments need to
be adjusted reasonably. In the DST framework, Deng entropy is one of the most useful
methods to measure uncertainty, and it has been applied in multi-sensor information
fusion [40,41], decision-making [42,43], risk and reliability assessment [44] and other ap-
plications. The higher the Deng entropy, the more uncertainty there is. Therefore, in our
proposed model, Deng entropy is used to measure the uncertain degree of assessments,
and then obtain objective criteria weights given by experts. In addition, probability and
severity are two critical descriptors of risk. As a convenient and efficient risk assessment
tool, the risk matrix method has been widely used in the engineering field. It can be used
to make a comprehensive assessment of probability and severity [45–47].

The main contributions of this paper are as follows:

(1) Combining qualitative and quantitative factors at different scales. Various scales
are used in the assessment, which are in line with real-world scenarios and help the
experts to effectively express their opinion.

(2) A method based on DST and Deng entropy is used for software risk assessment,
which can adjust the expert assessment value and deal with the conflicting value in
the assessment. This method makes the assessment more objective.

(3) Development of a data-driven software risk evaluation model, which is an integration
of DST, Deng entropy and risk matrix. The data can be converted into BPAs as soon as
the experts give their evaluation values. After that, the BPAs are weighted and fused.
Finally, risk rankings are obtained and provide information for risk decisions. It is
effective not only in measuring uncertainty measures, but also in expert evaluation
conflict handling and expert evaluation opinion integration.

This paper is structured as follows: In Section 2, basic definitions and operations of
DST and Deng entropy are reviewed. In Section 3, the method of risk assessment frame-
work is illustrated and the knowledge of software risk identification and risk assessment
is introduced. An evidential model based on DST—the Deng entropy risk matrix—is pro-
posed. In Section 4, a case application is shown. The results and discussion are presented
in Section 5, and conclusions are drawn in Section 6.

2. Preliminaries

Dealing with uncertainty is still an open issue [48]. Various methods have been
proposed, such as intuitionistic fuzzy values [49–51] and others [52]. These methods were
applied in medical analysis, clustering, network congestion alleviating, search engine
optimization techniques, etc. [53–55]. As an effective method for handling uncertainty,
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Dempster–Shafer evidence theory is well studied [56]. Some basic concepts and operations
are presented in this section.

2.1. Dempster–Shafer Evidence Theory

Dempster–Shafer evidence theory (DST) was proposed by Dempster [20] and then
expanded by Shafer [21]. The basic concepts are described below.

Definition 1. Let Θ be a finite set with n exclusive and exhaustive elements, Θ = {θ1, θ1, θ1, ..., θn}.
The Θ is called the framework of identification (FOD). The power set of Θ consists of 2Θ elements,
which is denoted as,

2Θ = {�, {θ1}, {θ2}, ..., {θn}, {θ1 θ2}, ..., {θ1 θ2 θ3}, ..., Θ}. (1)

Definition 2. m is a mass function or a basic probability assignment (BPA), which satisfies
m : 2Θ → [0, 1], with the following constraints:{

∑
A∈2Θ

m(A) = 1

m(∅) = 0
(2)

If m(A) > 0, then A is called a focal element. m(A) represents the belief value supporting
evidence A. For more information about mass function, please refer to [57,58].

Definition 3. For a proposition A ⊆ Θ, the belief function Bel : 2Θ → [0, 1] is defined as,

Bel(A) = ∑
B⊆A

m(B). (3)

The plausibility function Pl: 2Θ → [0, 1] is defined as,

Pl(A) = ∑
B
⋂

A 6=∅
m(B) = 1− Bel(Ā). (4)

[Bel(A), Pl(A)] is the belief interval of the proposition A.

Definition 4. Given the two BPAs indicated by m1 and m2, their combination m1
⊕

m2 is
mathematically defined as [21],

m(A) =


1

1−k ∑
B
⋂

C=A
m1(B)m2(C), A 6= ∅

0, A = ∅
(5)

where A, B, C ∈ 2Θ,
k = ∑

B
⋂

C=∅
m1(B)m2(C). (6)

Conflict coefficient is k, which indicates the conflict degree between two BPAs. When k = 0
means m1 is consistent with m2, and when k = 1 means m1 totally contradicts m2, that is, the two
pieces of evidence strongly support different hypotheses, and these hypotheses are incompatible [59].

Example 1. Suppose Θ = {A, B}, two BPAs as follows,

m1 : m1(A) = 0.6, m1(B) = 0.2, m1(θ) = 0.2

m2 : m2(A) = 0.1, m2(B) = 0.7, m2(θ) = 0.2
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As shown in Example 1, it can be see that the value of m1 support the object A and m2
support the object B, while m1(A) = 0.6 and m2(B) = 0.7. They also have multiple objects,
while m1(θ) = 0.2 and m2(θ) = 0.2. According to the Equations (5) and (6),

k = m1(A)×m2(B) + m1(B)×m2(A)

= 0.6× 0.7 + 0.2× 0.1 = 0.42 + 0.02 = 0.44

m(A) =
m1(A)×m2(A) + m1(A)×m2(θ) + m2(A)×m1(θ)

1− k

=
0.6× 0.1 + 0.6× 0.2 + 0.1× 0.2

0.56
= 0.3571

m(B) =
m1(B)×m2(B) + m1(B)×m2(θ) + m2(B)×m1(θ)

1− k

=
0.2× 0.7 + 0.2× 0.2 + 0.2× 0.7

0.56
= 0.5714

m(θ) =
m1(θ)×m2(θ)

1− k
=

0.2× 0.2
0.56

= 0.0714

2.2. Deng Entropy

Entropy is widely used in many fields, such as politics, economics, sociology, infor-
matics, etc. There are many studies on entropy [60,61].

Definition 5. Deng entropy is proposed in [22], which is a measure of uncertainty. Furthermore,
it has been further improved in dealing with information volume [40,62]. It can be described as,

Ed(m) = − ∑
A⊆X

m(A)log2
m(A)

2|A| − 1
. (7)

where m is a BPA defined on the FOD, and A is a focal element of m, |A| is the cardinality of A.
Through a simple transformation, it can also be described as

Ed(m) = ∑
A⊆X

m(A)log2(2|A| − 1)− ∑
A⊆X

m(A)log2(m(A)). (8)

Deng entropy is an improvement of Shannon entropy. The belief for each focal element
in the Deng entropy is divided into 2|A| − 1. If there is no uncertainty, i.e., |A| = 1, the Deng
entropy can degenerate to the Shannon entropy. Some properties and extension of Deng
entropy are discussed in [63]. More research can be found in [64–66].

Example 2. Suppose there is an expert evaluation, the frame of discernment is {A, B}. m(A) = 0.7,
which represents the expert’s belief in A. The remaining belief is 0.3, representing the expert’s
hesitation. The remaining belief is assigned to {A, B}, m(AB) = 0.3. The Deng entropy of the expert
evaluation is calculated by Equation (7).

Ed(m) = −0.7log2
0.7

21 − 1
− 0.3log2

0.3
22 − 1

= 1.3568

Example 3. Suppose there is an expert evaluation, the frame of discernment is {A, B, C}.
m(A) = 0.7, m(ABC) = 0.3. The Deng entropy of the expert evaluation is calculated by
Equation (7).

Ed(m) = −0.7log2
0.7

21 − 1
− 0.3log2

0.3
23 − 1

= 1.7235

From the above two examples, it can be seen that the value of the Deng entropy is
related to the hesitation value of the experts in the evaluation. By using Deng entropy,



Mathematics 2022, 10, 2325 5 of 19

the degree of uncertainty in evaluation information can be determined so that objective
weights can be calculated. Therefore, it is a good method to apply Deng entropy in
risk assessment.

3. Methodology

Some methods are introduced in this section. Software risk identification is shown in
Section 3.1. Software risk assessment is explained in Section 3.2. An evidential software risk
evaluation model DST—Deng entropy risk matrix (DDERM)—is illustrated in Section 3.3.

3.1. Software Risk Identification

Risk identification is the first step in risk management. With the development of
technology and the improvement of project management methods, a number of methods
have been proposed to identify risks, such as the Delphi method, expert judgment, graphical
techniques, brainstorming and other methods. Several risks are discussed in the different
studies, as shown in Table 1.

Table 1. Risk factors of software projects.

Risk Factors in the Literature References

Requirement risk, user risk, developer risk, project management
risk, development risk, environment risk

[67]

Personnel risk, system requirement risk, schedules and budgets
risk, developing technology risk, external resource risk, perfor-
mance risk

[68]

Requirements risk, estimations risk, planning risk, team organiza-
tion risk, project management risk

[69]

Schedule risk, product risk, platform risk, personnel risk, process
risk, reuse risk

[70]

Organizational environment risk, user risk, requirement risk,
project complexity risk, team risk, planning risk

[71]

Requirement specification, design and implementation, integra-
tion and testing, development process and system management
process, management methods, work environment, resources,
contract and program interface

[72]

Corporate environment, sponsorship and ownership, relationship
management, project management, scope, requirements, funding,
scheduling and planning, development process, personnel and
staffing, technology, external dependencies

[73]

Risk factors always change with the environment. Meanwhile, different software
projects have different risks. Based on the literature review discussed in Table 1, as well as
on the previous experience of experts and analysis of the actual project situation, the DMs
consider four types of risk factors in this project: requirement risks (C1), scheduling and
planning risks (C2), organize and manage risks (C3) and personnel risks (C4). Details in
Table 2. The software risk breakdown structure is shown in Figure 1. In the requirement
risks (C1), there are four most common risks including ambiguous requirements (R1),
misunderstanding the requirements risks (R2), frequent requirement changes (R3) and lack
of effective requirement change management (R4). Scheduling and planning risks (C2)
contains three risks: the plan is too ideal to be realized (S1), too many interruptions (S2),
and unspecified project milestones (S3). Lack of resource management (O1) and inadequate
project monitoring and controlling (O2) are in the organize and manage risks (C3). Lack of
skills and experience (P1) and leave or sick (P2) are the most common personnel risks (C4).
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Notably, some of these risk factors may not be independent. For example, lack
of skills and experience (P1) may make it easier to misunderstand requirements (R2).
However, the more risk factors there are, the more difficult it is to quantitatively measure
the relationship between risk factors. Therefore, in the proposed model, the assessed values
of the experts are considered to have taken into account the interrelationship between the
risk factors.

Table 2. Risk list.

Attribute Risk Item Code

Requirement (C1)

Ambiguous requirements R1

Misunderstanding the requirements R2

Frequent requirement changes R3

Lack of effective requirement change management R4

Scheduling & Planning (C2)
The plan is too ideal to be realized S1

Too many interruptions S2

Unspecified project milestones S3

Organize & Manage (C3) Lack of resource management O1

Inadequate project monitoring and controlling O2

Personnel (C4) Lack of skills and experience P1

Leave or sick P2

Figure 1. Software risk breakdown structure.
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3.2. Software Risk Assessment

Software risk assessment is to quantify the probability of risk and severity of loss,
and then to obtain the overall level of system risk. The definition of risk can be shown as
follows [74] ,

Risk = Probability(P)× Severity(S). (9)

Probability and severity are two aspects of risk. The levels and linguistic terms for
these two aspects are listed in Tables 3 and 4. There are five levels of probability, from low
to high: very unlikely, unlikely, even, possible and very possible. Severity also contains
five levels: very little, little, medium, serious and catastrophic. There are four levels of risk,
as shown in Table 5.

As a good risk management tool, risk matrix is widely used. According to Equation (9)
and the values in Tables 3–5, a risk matrix is given in Table 6 and its levels are shown in
Figure 2. If the severity of a risk is serious, but the probability of occurrence is very unlikely,
the risk is still very low. Furthermore, if the probability is very possible, but the impact is
little, the risk is medium. For example, the probability of risk R1 is level 4, and its severity
is D. By querying the risk matrix, its risk level is III. Therefore, both factors must be taken
into account to determine the risk level.

Table 3. Levels of risk probability.

Level Linguistic Terms

1 Very unlikely
2 Unlikely
3 Even
4 Possible
5 Very possible

Table 4. Levels of risk severity.

Level Linguistic Terms

A Very little
B Little
C Medium
D Serious
E Catastrophic

Table 5. Levels of risk.

Level Linguistic Terms

I Low
II Medium
III Significant
IV High

Table 6. Risk matrix.

P × S Very Little Little Medium Serious Catastrophic

Very Possible Medium Significant Significant High High
Possible Medium Medium Significant Significant High

Even Low Medium Medium Significant High
Unlikely Low Medium Medium Significant Significant

Very unlikely Low Low Medium Medium Significant
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Figure 2. Risk matrix and its level.

3.3. DST—Deng Entropy Risk Matrix Model

Good risk management is an important condition to ensure system reliability. For more
research on reliability, please refer to [75,76]. A risk assessment model DST—Deng entropy
risk matrix (DDERM) is proposed to deal with risk data. This model is composed of the
following steps, as illustrated in Figure 3.

Step 1. Each expert makes judgments on each risk in the risk list, including both
probability and severity;

Step 2. Transform the assessment results into BPAs;
Step 3. Calculate uncertainty and adjust assignments;
Step 3.1. Calculate the uncertainty.

DE(P<Ei) = − ∑
A⊆X1

mP<,i(A)log2
mP<,i(A)

2|A| − 1 (10)

DE(S<Ei) = − ∑
B⊆X2

mS<,i(B)log2
mS<,i(B)
2|A| − 1

(11)

where < represents different risk factors, such as R1, R2, S1, O1, O2, P1, and so on. For each
<, there are n experts’ assigned values. Ei is the assignment of the i-th expert. X1 is the
frame of discernment of probability, and X1 = {1, 2, 3, 4, 5}. X2 is the frame of discernment
of severity, and X2 = {A, B, C, D, E}.

Step 3.2. Calculate w using Equations (12) and (13).

wP<Ei =
DE(P<Ei)

∑n
i=1 DE(P<Ei)

(12)

wS<Ei =
DE(S<Ei)

∑n
i=1 DE(S<Ei)

(13)

Step 3.3. Modify each BPA.

mwP<(A) =
n

∑
i=1

wP<Ei mP<,i(A) (14)

mwS<(B) =
n

∑
i=1

wS<Ei mS<,i(B) (15)

Step 4. Fusion of the adjusted BPAs using DS rules. If there are n experts, n − 1 times
of fusion are performed.

mP<(A) = (mwP<
⊕

mwP<)(A) = ∑
A⊆X1

1
1− k

mwP<(A)mwP<(A) (16)
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mS<(B) = (mwS<
⊕

mwS<)(B) = ∑
B⊆X2

1
1− k

mwS<(B)mwS<(B) (17)

where k is conflicting factors.
Step 5. According to the result of fusion, the values of probability and severity can be

obtained. Meanwhile, the level of probability and severity can also be obtained.
Step 6. According to the risk matrix in Figure 2, risk levels are obtained by using the

probability level and the severity level.
Step 7. Get the weight of risk based on risk level, as shown in Table 7.

Table 7. Weight of risk.

A B C D E

5 5 10 15 20 25
4 4 8 12 16 20
3 3 6 9 12 15
2 2 4 6 8 10
1 1 2 3 4 5

Step 8. Calculate and get risk prioritization.

Risk = Wight(R)×mwP<(A)×mwS<(B). (18)

Figure 3. The flowchart of DDERM.

4. A Case Application

This case is an application of software risk management. Software risk management is
closely related to software quality. In recent years, the problem of poor quality software
has occurred frequently, seriously affecting the production and lives of people. Therefore,
it is necessary to establish an effective risk assessment model for better risk management.
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As we know, effectively representing, aggregating and ranking risk factors should
be the key issues in risk management. In the application, after risk identification, eleven
risk factors are listed in Table 2. Three experts were invited to assess the risk. In order
to represent the assessed values effectively, the assessed values are converted to BPAs.
Meanwhile, Deng entropy and DST are used to aggregate risks. Finally, the risk matrix is
used to calculate the risk ranking.

Step 1. For the eleven key factors in Table 2, three experts were invited to express their
opinions on probability and severity according to the levels defined in Tables 3 and 4. Here,
we assume that the experts have the same knowledge weights. Evaluation are given in
Table 8. For instance, the risk R1, 4 (80%) means that expert 1 is 80% sure that the probability
of risk is “Possible.” Furthermore, D (60%) means that the severity of “Serious” is 60% ,
which is the estimate given by expert 1.

Table 8. Experts assignment.

Risks Experts P S

1 2 3 4 5 A B C D E

R1
E1 80% 60%
E2 30% 60% 30% 60%
E3 20% 60% 50% 50%

R2
E1 70% 20% 45% 55%
E2 90% 40% 50%
E3 50% 50% 80%

R3
E1 90% 90%
E2 85% 85%
E3 50% 40% 50% 40%

R4
E1 90% 80%
E2 50% 50% 40% 40%
E3 60% 40% 60% 40%

S1
E1 90% 75%
E2 30% 50% 60% 40%
E3 80% 80%

S2
E1 85% 80%
E2 90% 80%
E3 40% 50% 40% 50%

S3
E1 50% 50% 85%
E2 60% 30% 75%
E3 60% 80%

O1
E1 85% 60% 40%
E2 60% 80% 20%
E3 80% 90%

O2
E1 90% 85%
E2 85% 70%
E3 50% 35% 50% 40%

P1
E1 40% 60% 25% 75%
E2 80% 75%
E3 85% 80%

P2
E1 60% 40% 50%
E2 85% 60%
E3 50% 35% 80% 20%
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Step 2. Transform the assessment results into BPAs.
For risk P1, the BPAs of the probability are as follows,

mPP1,1 : mPP1,1(1) = 0.4, mPP1,1(2) = 0.6

mPP1,2 : mPP1,2(2) = 0.8, mPP1,2(θ) = 0.2

mPP1,3 : mPP1,3(1) = 0.85, mPP1,3(θ) = 0.15

The BPAs of the severity are as shown below,

mSP1,1 :mSP1,1(B) = 0.25, mSP1,1(C) = 0.75

mSP1,2 :mSP1,2(B) = 0.75, mSP1,2(θ) = 0.25

mSP1,3 :mSP1,3(C) = 0.8, mSP1,2(θ) = 0.2

Since ∑
A∈2Θ

m(A) = 1, if the BPAs of a risk given by an expert is not equal to 1, assign

the remaining value to θ.
Step 3. Calculate uncertainty and adjust assignments.
Step 3.1. Calculate the uncertainty. Still using P1 as an example, base on Equation (10)

the uncertainty degree of probability is calculated as follows:

DE(PP1E1) = − ∑
A⊆X1

mPP1,1(A)log2
mPP1,1(A)

2|A| − 1

= −0.4log20.4− 0.6log2 0.6

= 0.9710

DE(PP1E2) = − ∑
A⊆X1

mPP1,2(A)log2
mPP1,2(A)

2|A| − 1

= −0.8log20.8− 0.2log2
0.2

25 − 1
= 1.7128

DE(PP1E3) = − ∑
A⊆X1

mPP1,13(A)log2
mPP1,3(A)

2|A| − 1

= −0.85log20.85− 0.15log2
0.15

25 − 1
= 1.3530

Base on Equation (11) the uncertainty degree of severity is
DE(SP1E1) = 0.8113, DE(SP1E2) = 2.0498, DE(SP1E3) = 1.7128.

Step 3.2. The w can be described by Equation (12).

wPP1E1 =
DE(PP1E1)

∑3
i=1 DE(PP1Ei)

= 0.2405

wPP1E2 =
DE(PP1E1)

∑3
i=1 DE(PP1Ei)

= 0.4243

wPP1E2 =
DE(PP1E1)

∑3
i=1 DE(PP1Ei)

= 0.3352

In the same way, use Equation (13) to calculate other w of P1, wSP1E1 = 0.1774,
wSP1E2 = 0.4482, wSP1E3 = 0.3745.
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Step 3.3. Modify each BPA based on Equations (14) and (15).

mwPP1(1) =
3

∑
i=1

wPP1Ei ×mPP1,i(1)

= 0.2405× 0.4 + 0.3352× 0.85 = 0.3811

mwPP1(2) =
3

∑
i=1

wPP1Ei ×mPP1,i(1)

= 0.2405× 0.6 + 0.4243× 0.8 = 0.4838

mwPP1(θ) =
3

∑
i=1

wPP1Ei ×mPP1,i(1)

= 0.4243× 0.2 + 0.3352× 0.15 = 0.1351

In the same way, mwSP1(B) = 0.3805, mwSP1(C) = 0.4326, mwSP1(θ) = 0.1869.
Step 4. Fusion of the adjusted BPAs using DS rules by n-1 times based on

Equations (16) and (17). Because there are three sets of BPAs, it needs to fused two times.

mPP1(1) = (mwPP1(1)
⊕

mwPP1(1))
⊕

mwPP1(1) = 0.3630

mPP1(2) = (mwPP1(2)
⊕

mwPP1(2))
⊕

mwPP1(2) = 0.6304

mPP1(θ) = (mwPP1(θ)
⊕

mwPP1(θ))
⊕

mwPP1(θ) = 0.0066

mSP1(B) = (mwSP1(B)
⊕

mwSP1(B))
⊕

mwSP1(B) = 0.4256

mSP1(C) = (mwSP1(C)
⊕

mwSP1(C))
⊕

mwSP1(C) = 0.5887

mSP1(θ) = (mwSP1(θ)
⊕

mwSP1(θ))
⊕

mwSP1(θ) = 0.0158

Step 5. According to the result of fusion, the values of probability and severity can be
obtained. Meanwhile, the probability and severity levels can also be obtained. The fuse
results are presented in Table 9.

Table 9. Fuse results.

Risks P S

1 2 3 4 5 A B C D E

R1 0.4691 0.5186 0.7342 0.2389
R2 0.9427 0.0560 0.7854 0.2114
R3 0.4662 0.5285 0.6298 0.3631
R4 0.8998 0.1001 0.814 0.179
S1 0.2607 0.7258 0.5902 0.3955
S2 0.5285 0.4462 0.4487 0.5399
S3 0.2389 0.7342 0.2623 0.7186
O1 0.7623 0.1965 0.3715 0.6283
O2 0.4853 0.5082 0.4176 0.5638
P1 0.3630 0.6304 0.4256 0.5587
P2 0.3174 0.6781 0.5121 0.3805

Step 6. According to the risk matrix, the probability level and the severity level can be
used to obtain the risk level, as shown in Table 10.
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Table 10. The result of DDERM.

Risks Level Value Overall Value
P S R P S R

R1
4 D III 0.4691 0.7342 16 5.5106
4 E IV 0.4691 0.2389 20 2.2413
5 D IV 0.5186 0.7342 20 7.6151
5 E IV 0.5186 0.2389 25 3.0973

R2
3 D III 0.9427 0.7854 12 8.8848
3 E IV 0.9427 0.2114 15 2.9893
4 D III 0.0560 0.7854 16 0.7037
4 E IV 0.0560 0.2114 20 0.2368

R3
3 C II 0.4662 0.6298 9 2.6425
3 D III 0.4662 0.3631 12 2.0313
4 C III 0.5285 0.6298 12 3.9941
4 D III 0.5285 0.3631 16 3.0704

R4
1 B I 0.8998 0.8140 2 1.4649
1 C II 0.8998 0.1790 3 0.4831
2 B II 0.1001 0.8140 4 0.3259
2 C II 0.1001 0.1790 6 0.1075

S1
1 A I 0.2607 0.5902 1 0.1539
1 B I 0.2607 0.3955 2 0.2062
2 A I 0.7258 0.5902 2 0.8567
2 B II 0.7258 0.3955 4 1.1482

S2
2 C II 0.5285 0.4487 6 1.4228
2 D III 0.5285 0.5399 8 2.2826
3 C II 0.4676 0.4487 9 1.8827
3 D III 0.4676 0.5399 12 3.0204

S3
4 B II 0.2389 0.2623 8 0.5013
4 C III 0.2389 0.7186 12 2.0600
5 B III 0.7342 0.2623 10 1.9258
5 C III 0.7342 0.7186 15 7.9139

O1
2 B II 0.7623 0.3715 4 1.1328
2 C II 0.7623 0.6383 6 2.8737
3 B II 0.1965 0.3715 6 0.4380
3 C II 0.1965 0.6383 9 1.1111

O2
3 C II 0.4853 0.4176 9 1.8240
3 D III 0.4853 0.5638 12 3.2833
4 C III 0.5082 0.4176 12 2.5467
4 D III 0.5082 0.5638 16 4.5844

P1
1 B I 0.3630 0.4256 2 0.3090
1 C II 0.3630 0.5587 3 0.6084
2 B II 0.6304 0.4256 4 1.0732
2 C II 0.6304 0.5587 6 2.1132

P2
3 B II 0.3174 0.5121 6 0.9752
3 C II 0.3174 0.3805 9 1.0870
4 B II 0.6781 0.5121 8 2.7780
4 C III 0.6781 0.3805 12 3.0962

Step 7. Get the weight of risk based on risk level, as shown in Table 7.
Step 8. Calculate and get risk prioritization. Based on Equation (18), calculated the

overall value of risk, which is in the last column of Table 10. Then use the largest data as
the final value for each risk level as shown in Table 11 and Figure 4. Finally, prioritize
the risks.
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Table 11. Final ranking for each risk level.

Risk I II III IV

R1 0 0 5.5106 [3] 7.6151 [1]
R2 0 0 8.8848 [1] 2.9893 [2]
R3 0 2.6425 [3] 3.9942 [5] 0
R4 1.4649 [1] 0.4832 [9] 0 0
S1 0.8567 [2] 1.1482 [7] 0 0
S2 0 2.2827 [4] 3.0204 [7] 0
S3 0 0.5013 [8] 7.9139 [2] 0
O1 0 2.8737 [1] 0 0
O2 0 1.8240 [6] 4.5844 [4] 0
P1 0.3090 [3] 2.1132 [5] 0 0
P2 0 2.7780 [2] 3.0962 [6] 0

Figure 4. Risk value.

5. Results and Discussion

In this section, the results are analyzed. Furthermore, to demonstrate the advantages
of the proposed method, a discussion is presented in the following.

5.1. Results

According to Table 11 and Figure 4, the results of the proposed risk assessment model
DDERM can be seen from two perspectives.

For each risk factor, there may be different risk levels. For example, R1 contains two
levels—one is III and the other is IV, while O1 has only one risk level II. The project manager
and DM can consider whether to focus on high-level or low-level risk factors, according to
the specific situation of the project, the nature of risks, different software life cycle periods,
and risk preferences.

For each risk level, the risk factors can be sorted. In level I, R4 > S1 > P1. In level II,
O1 > P2 > R3 > S4 > P1 > O2 > S1 > S3 > R4. R2 > S3 > R1 > O2 > R3 > P2 > S2 in
level III. Furthermore, R1 > R2 in level IV. This means that, for the highest risk level ’High’, R1
must be focused first, and then R2. R2 is the most important in level ’Significant’. For the risk
level ’Medium’, O1 is the most concerned. In ’Low’, R4 needs the most attention. The project
manager and DMs can make decisions based on different risk levels.
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Based on the results, some explanations are needed. R4 > P1 means “lack of ef-
fective requirement change management” presents a higher risk than “lack of skills
and experience”. This may be because requirements changes occur frequently, and in
this case, there is a significant risk if requirements changes are not managed effectively.
At the same time, the members of this project team are all experienced in develop-
ment, in comparison, the risk of” lack of skills and experience”is less. In addition,
R1 > R2, which means that ambiguous requirements are more risky than misunderstood
requirements. The result seems unreasonable. However, in this case, the possibility for
the requirements analysis to completely misunderstand the requirements may be less
than the user’s ambiguity in expressing the requirements, so R1 > R2. The assessed
values of the experts are considered to have taken into account the interrelationship
between the risk factors.

5.2. Compared with Other Software Risk Assessment Method

In this section, we compare the constructed DDERM model with several existing meth-
ods, including Fuzzy set theory and hierarchical structure [68,77], Fuzzy DEMATEL, FM-
CDM, TODIM approaches [69], DEMATEL, ANFIS MCDM and F-TODIM approaches [70],
entropy-based method [67]. The comparison are shown in Table 12. We can draw the
following conclusions:

(1) In [68,77], the weights are given in advance. Thus, weights are static and subjective.
In contrast, in the DDERM approach, the weights are measured by the degree of
uncertainty in the assessment. The weights are objective and independent, and relate
only to the assessment of risk factors. When different experts give different values for
the same risk factor, the weights are definitely different. If the same expert evaluates
different risks differently, the weights must be distinct. This means that the weight
is dependent on how reliable the expert is for that risk. Besides, the evaluations of
different experts have no effect on the weights of other experts.

(2) In [69,70], multiple modifications to the judgment matrix are frequently required
because the judgment matrix created during the evaluation process is not completely
consistent. The judgment matrix needs to be modified more than 4 times. In the
DDERM approach, there is no need to establish and repeatedly adjust the matrix.
Only expert evaluation and risk matrix are required. At the same time, DDERM has
the advantage of DST in expressing uncertain information, which effectively assigns
risk value to multi subsets.

(3) Using entropy-based method for software risk assessment in [67]. However, it does not
effectively solve the problem of conflicting information in the assessment. Similarly,
it is well know that Dempster’s combination rule is very important for multi-source
combination. However, when fusing the high conflicting evidences, counter-intuitive
conditions often occur. For example, suppose there are two options A and B. There are
ten experts in total. 1 expert is very sure that it is A (assuming BPA is 0.99). 9 experts
choose B, but the BPA is not very high (assuming the BPA is 0.6 each). The choice is
A after using the Dempster’s combination rule. However, obviously, we are more
certain that the choice of 9 experts is correct. In DDERM method, based on the Deng
entropy, the higher the entropy value gives higher weight, which can effectively solve
the drawbacks of Dempster’s combination rule about conflicts. In the example above,
using this approach effectively downplays the impact of individual expert errors on
the overall assessment.
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Table 12. Comparison of different method of software risk assessment.

Literature Processing
Method

Calculation of
Weights Complexity Subjective/

Objectivity

[68,77]
Fuzzy set theory
and hierarchical
structure analysis

Given in ad-
vance

Convert the lin-
guistic value to
triangular fuzzy
number and
multiply the
fuzzy numbers

Weights are static
and relatively
subjective

[69,70]

Fuzzy DEMA-
TEL + FMCDM +
TODIM/DEMATEL
+ ANFIS MCDM +
IF-TODIM

Fuzzy DEMA-
TEL + Fuzzy
TODIM

Multiple adjust-
ments fuzzy ma-
trix

Using inte-
grated fuzzy
approaches, as-
sessment results
are relatively
objective

[67] Entropy Entropy weight
method

Simple calcula-
tion

Uncertainty
is taken into
account and rela-
tively objective

Our
method

DST+Deng en-
tropy+Risk Matrix Deng entropy

Using data-
driven model
that does not
need to calcu-
late and adjust
parameters
many times

Considers uncer-
tainty and con-
flicts between ex-
perts, more objec-
tivity

6. Conclusions

The evaluation of software risks plays an important role in the field of software
development. To efficiently assess the risk, in this paper, a data-driven software risk
evaluation model is proposed. We first discussed the drawbacks of the existing methods.
Then, 11 software risks were identified. The software risk breakdown structure and risk
matrix were illustrated. Furthermore, an evidential software risk evaluation model based
on DST, Deng entropy and risk matrix were proposed. Finally, we applied the proposed
method to a case application and compared our results to existing methods. By comparison,
the proposed method can express more uncertainties and help the domain experts to
express their opinions effectively. Meanwhile, it can adjust the expert assessment value and
deal with the conflicting values in the assessment. In short, our method not only overcomes
the complexity of matrix method, but also improves the ability to handle uncertainty.
However, some limitations are also highlighted. More software risk factors would increase
the validity of the results, and multiple weights were not considered. The evaluation
process needs to be repeated when the risk factors change, since risk assessment is a
dynamic process that exists throughout the life cycle of software.

Our future research work will mainly focus on considering the weight of risk at-
tributes, giving experts different knowledge weights and improving the model to increase
its applicability.
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