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Abstract

:

Data normalization is a data preprocessing task and one of the first to be performed during intellectual analysis, particularly in the case of tabular data. The importance of its implementation is determined by the need to reduce the sensitivity of the artificial intelligence model to the values of the features in the dataset to increase the studied model’s adequacy. This paper focuses on the problem of effectively preprocessing data to improve the accuracy of intellectual analysis in the case of performing medical diagnostic tasks. We developed a new two-step method for data normalization of numerical medical datasets. It is based on the possibility of considering both the interdependencies between the features of each observation from the dataset and their absolute values to improve the accuracy when performing medical data mining tasks. We describe and substantiate each step of the algorithmic implementation of the method. We also visualize the results of the proposed method. The proposed method was modeled using six different machine learning methods based on decision trees when performing binary and multiclass classification tasks. We used six real-world, freely available medical datasets with different numbers of vectors, attributes, and classes to conduct experiments. A comparison between the effectiveness of the developed method and that of five existing data normalization methods was carried out. It was experimentally established that the developed method increases the accuracy of the Decision Tree and Extra Trees Classifier by 1–5% in the case of performing the binary classification task and the accuracy of the Bagging, Decision Tree, and Extra Trees Classifier by 1–6% in the case of performing the multiclass classification task. Increasing the accuracy of these classifiers only by using the new data normalization method satisfies all the prerequisites for its application in practice when performing various medical data mining tasks.
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1. Introduction


The rapid development of artificial intelligence tools, the widespread use of Internet of Things technologies, and the rapid growth of the computing power of modern hardware satisfy all the prerequisites for the use of intellectual analysis in various applications. It is also facilitated by the collection and preservation of large arrays of different types of data for research [1].



The data mining methodology includes three main steps: preprocessing the collected data, selecting and applying the optimal machine learning model for their analysis, and evaluating the result [2].



Data preprocessing is the first, and perhaps the most critical, step in the further analysis of such data. Effectively performing preprocessing tasks is essential to improving the accuracy of classifiers and regressors based on such data [3,4,5]. Numerical data preprocessing tasks include data consolidation, deduplication, data imputation, detection and removal of anomalies and outliers, feature selection, and data normalization.



In this article, we investigate the last of these data processing stages. Data normalization transforms the value of a feature in the initial dataset into a given range. The need for such a step is determined by the possible sensitivity of the selected machine learning model to the value of the feature. Thus, a non-normalized dataset can provoke a finding by the chosen machine learning model of false dependencies in the data and, as a result, reduce the efficiency of its work in performing the stated task [2,6].



Numerical data normalization is not a new problem. There are many approaches to performing it. Some methods are often used to perform this task. A number of them have been successfully implemented and used by researchers in data mining application packages. Other, more specialized methods are used in some cases. However, the general problem of selecting the optimal strategy for each specific task or dataset or machine learning model in order to obtain the highest accuracy urgently needs to be solved.



The modern development of medical diagnostics is primarily based on data mining. It happens for many reasons, such as [7]:




	
The existence of historical data of different volumes intended for analysis;



	
The need to analyze both enormous and tiny datasets that are difficult for humans to handle;



	
A large number of features that may affect the patient’s diagnosis and are difficult or impossible for doctors to take into account during diagnosis;



	
Complex, usually hidden, nonlinear interdependencies between the features of a particular dataset, which are very difficult to identify at first glance but are easily identified and taken into account by a specific machine learning model;



	
The high classification or prediction accuracy of machine learning models, which exclude human factors and subjectivism and can serve as a source of additional information to the doctor.








All this greatly complicates the application of medical data mining in various fields of medicine.



Despite this, the number of studies developing new and effective diagnostic technologies based on different types and volumes of information about the patient is growing every day [8,9]. All of them use a particular procedure for the normalization of the studied dataset. Selection of the optimal algorithm for or approach to data normalization can increase the performance and classification accuracy of machine learning models [10,11]. Such a simple procedure can provide a better machine learning model for medical data mining [12].



The vast majority of existing data normalization methods involve the performance of transformations on the columns of the tabular dataset. Such changes aim to reduce the value of each feature in the studied dataset to some value determined within a specific interval while maintaining the overall data distribution. This approach reduces the sensitivity and, as a result, increases the generalizability of the chosen machine learning model and can also reduce the duration of learning procedures, for example, when the values of significant features are reduced to values in a small interval (e.g., 0:1 or −1:1).



However, as noted above, attributes with complex, hidden, and nonlinear interdependencies characterize medical data processing tasks. These should be taken into account in the machine learning model in order to improve the accuracy of intelligent diagnostic systems. However, most of the existing methods do not yield a dataset that considers these features of medical data processing tasks.



This paper aims to develop a new data normalization method that considers the interdependencies between features in a given dataset and their absolute values. The proposed method should increase the classification accuracy of machine learning methods in the case of medical data processing tasks.



The main contributions of this paper can be summarized as follows:




	
We develop a new two-step method for tabular data normalization that considers the interdependencies between the features of each observation and the absolute values of each of these features. The proposed method reduces the number of extrapolation problems for vectors at a distance from the training sample;



	
We demonstrate the high efficiency of Decision Tree and Extra Trees classifiers based on the developed data normalization method for both binary and multiclass classification tasks using different medical datasets;



	
We experimentally establish an increase in the classification accuracy based on several machine learning methods that use the developed two-step data normalization method compared with other existing methods.








The remainder of the paper is structured as follows. Section 2 presents the results of a review and critical analysis of existing work on the normalization of tabular datasets. Section 3 introduces the mathematical basis of five existing data normalization methods. The developed two-step data normalization method for the medical domain is described. The algorithmic procedure for its realization and a visualization of the results are also given. Section 4 presents the numerical results of the developed method based on six different classifiers using different sets of medical data to perform binary and multiclass medical diagnostics tasks. Section 5 compares the accuracy of the developed method with that of the existing ones. Our conclusions are presented in Section 6.




2. The State-of-the-Art


Data normalization is one of the primary tasks of data processing. The performance of machine learning algorithms largely depends on how effectively the data are normalized. In particular, ref. [13] investigated the influence of different normalization methods on the accuracy of classification techniques. Based on numerous experimental studies, the author identified many techniques that provide high accuracy in classification tasks and those that should not be used to perform such tasks.



This section summarizes research on the use of several normalization methods for numerical sets of medical data and their impact on the accuracy of medical data mining techniques.



In [14], the efficiency of the k-NN classifier was investigated using different normalization methods. In particular, the authors performed experiments on the use of the Min-Max Scaler and the Standard Scaler in the selected algorithm to perform a multiclass classification task. The simulation was performed on one well-known dataset. It was experimentally established that the Min-Max Scaler provided the k-NN classifier with the highest accuracy when performing the classification task on the Iris dataset.



In [15], the results obtained in the above-mentioned study were extended. In this case, in addition to the two above-mentioned normalization methods, the authors used Decimal normalization. Moreover, the experimental part of the work analyzed the effectiveness of the application of nine machine learning methods. However, empirical studies on several datasets did not allow the authors to single out a data normalization method that would increase the accuracy of all classifiers. The authors found that the classification accuracy when using the three normalization methods varied depending on the selected classifier. The disadvantage of this study is the small number of classifiers used, which made it impossible to summarize the results on the effectiveness of a particular data normalization method.



The authors of [16] conducted experimental studies on the influence of four data normalization methods on the accuracy of an adaptive neural fuzzy inference system in performing classification and regression tasks. In addition to the three methods mentioned above, the authors used the Robust Scaler and the Max Abs Scaler. The simulation was performed using just one medical dataset. The results demonstrate that the Min-Max Scaler provided the proposed classifier with the highest accuracy when performing the medical diagnostics task. However, experiments on only one dataset do not provide us with the possibility of generalizing the results obtained.



In [17], the authors investigated the effectiveness of performing a heart disease classification task based on different methods for normalization using nine machine learning algorithms. In particular, the authors used such normalization methods as the Robust Scaler, the Max Abs Scaler, Normalization, the Min-Max Scaler, the Standard Scaler, and the Quantile Transformer. It was experimentally established that none of the normalization methods significantly affected the effectiveness of each of the nine machine learning algorithms. There were two reasons for this. The first one is that the authors used only one dataset in their modeling. The second one is more important. The methods studied in the paper only transform data in columns. Thus, the interdependencies between the features in the studied medical dataset were not taken into account.



The authors in [18] considered five data normalization methods, including four from a previous study and the Vector Scaler. The basis of this method is that it takes into account the norm of each vector in order to normalize the dataset by rows to overcome the above-mentioned shortcoming. The authors investigated the influence of normalization methods on multi-criteria decision-making tasks. The effectiveness of each of the studied methods was evaluated using the Pearson’s correlation coefficient. The authors found that the Max Abs Scaler was the most acceptable for the stated task.



In [19], the authors considered the problem of improving the classification accuracy in medical diagnostics tasks by applying an effective data normalization method. In addition to the commonly used techniques employed in the above-mentioned study, the authors drew attention to the accuracy of classifiers that use the Vector Scaler. This was due to the specific characteristics of medical diagnostics tasks, which are significantly different from those of the task performed in the above-mentioned study. Experimental results on two different datasets using three machine learning methods based on decision trees showed a significant increase in the classification accuracy in the case of using the Vector Scaler compared with the other methods. Despite this fact, such an approach does not consider the absolute values of the features in the normalized dataset. This can lead to some ambiguities that, in turn, will reduce the effectiveness of further medical data mining.



In general, most of the published scientific papers on the effect of data normalization on classification accuracy did not use methods that take into account the interdependencies between the attributes of each vector and their absolute values. However, the importance of this problem has been confirmed by many studies in various fields of biology and medicine [20,21,22].



In this paper, we present a new method for the normalization of numerical sets of medical data that has the advantages of the above-mentioned techniques and, at the same time, eliminates the shortcomings of these techniques in order to improve the classification accuracy of classifiers that perform medical diagnostics tasks.




3. Materials and Methods


In this paper, we present a new two-step data normalization method. It is based on the combined use of the Max Abs Scaler and the Vector Scaler, taking into account some significant differences. Therefore, we consider the principles of operation of the most common data normalization methods for numerical datasets when performing medical data mining tasks (Table 1).



The first and fourth methods are susceptible to outliers in the dataset, which is a typical characteristic of medical datasets. Additionally, if the data are not normally distributed, these are not the best Scalers to use. The Robust Scaler’s centering and scaling statistics are based on percentiles and are therefore not influenced by a few large marginal outliers. The Standard Scaler assumes that the data are normally distributed within each feature, which in real-world medical datasets is impossible. Unit Vector Scaling considers the whole feature vector to be of unit length. This usually means dividing each component by the Euclidean length of the vector (i.e., using the L2 Norm).



In addition, the first four methods listed in Table 1 perform only column operations. Accordingly, interdependencies between the features of each vector, which are quite common in medical data, are not considered. The fifth normalization method takes into account this shortcoming. It performs normalization for each vector separately based on the norm of the corresponding vector. However, this method does not consider the absolute values of the normalized dataset.



The two-step data normalization method presented in this paper overcomes these disadvantages.



The Proposed Two-Step Data Normalization Method


The proposed data normalization method considers both the interdependencies between the features of each vector and the absolute values of each of the features in a given medical dataset. The need for this can be explained by the peculiarities of medical diagnostics tasks [23,24]. They are characterized by datasets of different volumes, with an asymmetrically represented number of vectors in each problem class. In addition, such datasets are characterized by many additional attributes (e.g., laboratory tests, physician observations) that also have complex, nonlinear, and seemingly unknown interdependencies [25]. However, considering such interdependencies is essential in diagnosis and therapy or supporting the treatment process [26]. Existing methods for normalization mainly involve the conversion of data by columns. However, this is insufficient when it is necessary to consider the interdependence between them [19]. That is why the developed method takes into account the above-mentioned features of medical datasets.



Now, we consider the developed method in more detail. Assume that a medical dataset can be represented as a matrix of features   D =      x  i , j       i = 1 , N   j = 1 , n    , where each  i -th vector (line, or observation) can be represented as follows:    x i  =  x  i , 1   , … ,  x  i , j   , … ,  x  i , n    , where   i = 1 , N   and  N  is the number of vectors (the number of observations in a matrix  D ).



The algorithmic implementation of the proposed two-step data normalization method involves the sequential execution of the following procedures.




	
Initial normalization for each  j -th column (  j = 1 , n  ) of a given set of tabular data, according to the scheme of the maximal value of the absolute element in each column, according to the following formula:


     x ′   i , j   =    x  i , j       max   1 ≤ j ≤ n      x  i , j         ,   i =   1 , N  ¯    ,   j =   1 , n  ¯  .   



(1)












This step of the proposed method corresponds to normalization according to the second method listed in Table 1. It can be omitted or replaced by another method that normalizes the data by columns.



Accordingly, as a result of this step, we normalize the entire dataset (if it is one matrix, represented as  D ). If the dataset before normalization was divided into two datasets (a training dataset and a test dataset), then the first step of the algorithm is performed on the training dataset. Next, the normalization of the test/validation dataset is completed according to the maximal value of the absolute elements for each column that were obtained for the training dataset. The same approach is used for all further steps of the proposed method in the case where the separate normalization of the training and test/validation datasets is needed.



The first step of the developed method for normalization by rows involves:




	2.

	
Calculation of the norm of each vector using    x  i , j  ′    from (2) according to the following expression:


     X i ′    =     ∑  j = 1  n        x  i , j  ′     2      ,  



(2)








	3.

	
Normalization of each separate vector    x  i , j  ′    from the dataset, taking into account its norm according to the expression:


   x  i , j  ″  =    x  i , j  ′        ∑  j = 1  n     (  x  i , j  ′  )  2        .  



(3)













As a result, we obtain the normalization of the dataset according to Method 5 from Table 1. A visualization of the results of the proposed method for the case of a two-dimensional dataset is presented in Figure 1a.



The main idea is to normalize each vector (row, observation) of a given dataset separately from each other vector. The main advantage is that the normalized dataset considers the interconnections between the attributes of each observation. It is essential that this condition be satisfied in order to improve the efficiency of data mining when performing classification tasks in various fields of medicine.



However, the main disadvantage of this method is that it does not consider the absolute values of each feature. As a result, ambiguities may arise that will significantly affect the performance of the classifiers or regressors that process the dataset in this way.



We propose a second step of transformation that eliminates the above shortcoming. The second step of the proposed data normalization method transforms the data by rows.



Let us add the notation:


   x  i , n + 1  ″  =    X i ′    .  



(4)








	
Then, we expand each vector (3) of the dataset using each corresponding norm (2):


   X  i , j  ″  =  x  i , 1  ″  , … ,  x  i , n  ″  ,  x  i , n + 1  ″  ,  



(5)












As a result, we obtain a new vector with an additional input component    x  i , n + 1  ″   .




	
We perform for each extended vector (5) transformations similar to procedure (3):


   x  i , j  ‴  =    x  i , j  ″        ∑  j = 1   n + 1      (  x  i , j  ″  )  2        ,  



(6)












In this case, we calculate the norm   | |  X i ″  | |   of each extended vector from (5) and normalize each vector for the second time taking into account its new norm.



A visualization of the results of the proposed two-step data normalization method for the case of an initial two-dimensional dataset (   x 1  ,    x 2  → y  ) is presented in Figure 1b.



As a result of this step, we obtain:




	
A normalized dataset for each column and each row;



	
A dataset that has been extended by one additional feature compared with the original, non-normalized dataset;



	
A dataset that considers both the interdependencies between the features of each separate vector and their absolute values.








If we analyze the results of both normalization methods for the case of the initial two-dimensional dataset, we can obtain the following conclusions. The result of the Vector Scaler normalization method (Figure 1a) is a set of vectors that lie on a circle of unit radius. This method allows for the interdependence between the attributes of a given dataset to be considered but not their absolute value. If we use the proposed two-step data normalization method on rows (Figure 1b), the obtained set of normalized vectors will lie on a sphere. This is due to the introduction of an additional component in each vector of the two-dimensional data array; therefore, the visualization occurs in three-dimensional space. In this case, the third component considers the absolute values of the vectors. For example, using two vectors with components (5, 6) and (10, 12) will ensure the possibility of distinguishing them in the normalized dataset. According to the Vector Scaler, the normalized components of both these vectors will be the same. This reduces the informativeness of the whole dataset. In the case of small data, processing them can be a problem. The proposed two-step data normalization method increases the dimensionality of the input data space by adding a third component that considers the absolute values of the vector components. This ensures that the selected classifier will be able to separate these two vectors.



Among the apparent consequences of implementing the proposed approach is that the projection on a sphere will reduce the number of extrapolation problems for vectors at a distance from the training sample. Therefore, applying the proposed two-step data normalization method should increase the classifier’s accuracy when performing various medical diagnostics tasks.





4. Modeling and Results


We developed a software solution to implement the two-step data normalization method using Python [27]. The simulation of the proposed method was performed using several machine learning methods based on decision trees. We used two boosting machine learning methods, bagging and feature bagging methods, and Decision and Extra Precision Trees methods [28]. This choice was due to their high accuracy, the possibility of straightforwardly interpreting some of their results, and the widespread use of such methods to perform various technical and medical diagnostics tasks [29,30].



The modeling used fixed parameters for each of the machine learning methods used for each of the studied data normalization methods. To easily reproduce the results of this study, we chose the implementation of each of the machine learning methods in the Python library, namely Scikit-learn [16]. The parameters of the methods used during the modeling are summarized in Table A1.



The evaluation of the accuracy of the machine learning methods with the proposed data normalization method and the existing data normalization methods was carried out using standard performance indicators. In particular, Accuracy, Precision, Recall, and F1-score were used to assess the effectiveness of the classifiers in performing the tasks [31,32].



4.1. Datasets Used for the Modeling


We investigated whether the proposed data normalization method increases the accuracy of classifiers that perform medical diagnostics tasks [33]. Most of these tasks are formulated as classification tasks with two or more defined classes [34,35]. If there are only two classes, which is very common in medical diagnostics tasks, we consider a binary classification task [36]. If the problem has more than two defined classes, it is a multiclass classification task [37].



Since both formulations are typical of applied medical diagnostics tasks, we modeled the proposed two-step data normalization method on different medical datasets designed to perform binary and multiclass classification tasks. To do this, we selected three well-known, real-world datasets for the binary classification task and three real-world, well-known datasets for the multiclass classification task. It should be noted that the number of data vectors in each dataset and the number of features in each dataset are different. In addition, the datasets for the multiclass classification task had between three and six classes.



A summary of the datasets used for the modeling and references to the freely available repository where they are located are given in Table 2.



Each dataset was divided into two datasets: a training dataset (80% of the samples, randomly selected) and a test dataset (the remaining 20% of the samples).




4.2. Results


Table 3 summarizes the results of modeling the proposed two-step data normalization method based on the:




	
Accuracy score;



	
Precision score;



	
Recall score; and



	
F1-score








using the six different machine learning methods for the six datasets.



As shown in Table 3, the Extra Decision Tree classifier had the highest accuracy among all the methods considered in most cases. Additionally, in some cases, the Bagging classifier and the Decision Tree classifier showed a good trend. In contrast, the ensemble techniques, the AdaBoost Classifier and the Random Forest Classifier, had low classification accuracy in the stated tasks.





5. Comparison and Discussion


The effectiveness of the proposed data normalization method was evaluated by comparing its accuracy with that of five existing data normalization methods:




	
Vector Scaler;



	
Max Abs Scaler;



	
Min Max Scaler;



	
Standard Scaler;



	
Robust Scaler.








The results (the Accuracy score and the F1-score) of the six machine learning methods on the six datasets using the six data normalization methods are summarized in Table A2 and Table A3.



Since we considered binary and multiclass classification tasks, the analysis of the results for each was carried out separately.



In performing the binary classification task, some of the machine learning methods, namely the AdaBoost classifier, the Bagging classifier, the Gradient Boosting classifier, and the Random Forest classifier, demonstrated a deterioration in accuracy when using the proposed two-step data normalization method.



The best effect when using the proposed method to perform the binary classification task was obtained by using the two most straightforward machine learning methods (the Decision Tree classifier and the Extra Trees classifier), the results of which are easy to interpret. This advantage is essential when performing medical data mining, where the latest trend is the use of Explainable Artificial Intelligence.



Figure 2 summarizes the results of the use of both these methods (based on the Accuracy score) to perform binary classification tasks using three different datasets and six different data normalization methods.



It should be noted that the numerical values of the Accuracy score accompany the graphical information in two of the six columns. These are the values that were obtained for the proposed method and the most similar method. For the other methods, these numbers are not given so as to not overload the histogram. All accuracy indicators are presented in Table A1.



Figure 2 summarizes the accuracy of both methods during the completion of the binary classification task using the three different datasets and the six data normalization methods.



As can be seen from Figure 2, when analyzing the dataset [38] produced by the Extra Trees classifier, the proposed method showed a 1% increase in accuracy compared with the most similar method (the Vector Scaler) and a 2% increase in accuracy compared with all other normalization methods. Using the Decision Tree classifier, we obtained a 5% increase in accuracy compared with the most similar classifier and a 3% increase in accuracy compared with all other normalization methods.



In the case of the analysis of the dataset from [39], the Extra Trees classifier based on the proposed method demonstrated a 5% increase in accuracy compared with all other methods. The Decision Tree classifier, in this case, showed an increase in accuracy of more than 1%.



In the third case, when completing a binary classification task based on the dataset from [40], the Extra Trees classifier based on the proposed method experienced a 2% reduction in accuracy. The Decision Tree classifier showed a 2% increase in accuracy compared with all other methods.



Taken together, the results of the Decision Tree classifier and the Extra Trees classifier based on the six different data normalization methods for the binary classification task indicate that:




	
The Max Abs Scaler, Min-Max Scaler, Standard Scaler, and Robust Scaler do not provide a significant difference in the accuracy of the investigated classifiers;



	
The proposed data normalization method provides an increase in the classification accuracy of 1 to 5% compared with the existing methods;



	
The proposed data normalization method increases the classification accuracy from 1% to 3% compared with the most similar data normalization method (the Vector Scaler).








Let us now consider the results of the comparison between the proposed method and the existing normalization methods in the case of completing multiclass classification tasks based on the three studied datasets and the six different machine learning methods. The results are presented in Table A2.



In performing multiclass classification tasks, some machine learning methods, namely the AdaBoost classifier, the Gradient Boosting classifier, and the Random Forest classifier, demonstrated a deterioration in accuracy when using the proposed two-step data normalization method. An increase in accuracy with the proposed method, in this case, was achieved using the Bagging classifier, the Decision Tree classifier, and the Extra Trees classifier.



Figure 3 summarizes the accuracy of these methods based on the F1-score during the completion of multiclass classification tasks using the three different datasets and the six different data normalization methods.



As shown in Figure 3, when completing a multiclass classification task based on the dataset from [41], four well-known data normalization methods had almost no effect on the accuracy of the classifiers. Here again, the proposed method and the most similar method stand out. For this dataset (the dataset from [41]), all three machine learning methods experienced a 1% to 6% increase in accuracy due to the proposed data normalization method. Similar results were obtained for the dataset from [42]. Here, the Bagging classifier and the Extra Trees classifier demonstrated a significant increase in classification accuracy. This can be explained by the fact that the proposed method increases the number of features in the dataset by one, which results in the jump in the accuracy of the classifiers. However, in the case of using the dataset from [43], the accuracy of the classifiers using all six data normalization methods is almost the same. Only the Bagging classifier showed an increase in accuracy (1%) when using the proposed method.



It should be noted that all variables in the third dataset are categorical, which may explain the generally low accuracy of the machine learning methods applied for its analysis.



Taken together, the results of the Bagging classifier, the Decision Tree classifier, and the Extra Trees classifier based on six different data normalization methods for multiclass classification tasks indicate that:




	
The Max Abs Scaler, Min-Max Scaler, Standard Scaler, and Robust Scaler affect the accuracy of the investigated classifiers;



	
The proposed data normalization method provides both a significant (1% to 6%) increase in the accuracy of the classifiers compared with the above-mentioned methods for normalization and the same level of accuracy as the Vector Scaler;



	
The proposed data normalization method improves the accuracy of the classifiers compared with the most similar data normalization method (the Vector Scaler).








In general, an increase in the accuracy of a classifier of 1% based on only the data normalization method, which is perhaps the first step in data mining, would justify its use in practice. However, increasing the accuracy by 5% in binary classification tasks only by normalizing the data satisfies many prerequisites for using the proposed method in Decision Tree and Extra Trees classifiers that perform various medical diagnostics tasks, particularly in automated robotic systems [44,45,46]. Such a significant increase in the accuracy of the Bagging classifier, the Decision Tree classifier, and the Extra Trees classifier based on the proposed data normalization method in performing multiclass classification tasks also encourages the use of the Extra Trees classifier in practice.




6. Conclusions


In this study, we focused on the problem of effectively preprocessing data to increase the accuracy of intellectual analysis in the case of completing medical diagnostics tasks. We developed a new two-step numerical data normalization method. It is based on the possibility of considering the interdependencies between the features of each observation and the absolute values of each of these features to improve the accuracy of medical data mining techniques.



The proposed approach was modeled using six different classifiers based on machine learning methods for the two cases of binary classification tasks and multiclass classification tasks. Experiments were performed on six real-word, freely available datasets for performing medical diagnostics tasks with different numbers of vectors, attributes, and classes.



We compared the accuracy of the proposed data normalization method with that of five existing methods. It was established that the proposed data normalization method increased the classification accuracy of the Decision Tree classifier and the Extra Trees classifier by 1–5% in the case of performing the binary classification task. In addition, it provided a 1–6% increase in the accuracy of the Bagging classifier, the Decision Tree classifier, and the Extra Trees classifier in the case of performing the multiclass classification task. At the same time, we observed a decrease in the classification accuracy of the AdaBoost classifier, the Gradient Boosting classifier, and the Random Forest classifier when using the proposed normalization method compared with the existing ones in both classification tasks.



Nevertheless, the increase in the accuracy of the Decision Tree classifier and the Extra Trees classifier based only on the proposed data normalization method satisfies all the prerequisites for its use in practice when performing a variety of medical data mining tasks.



Further research will be conducted to assess the accuracy of artificial neural networks [46,47,48], particularly PNN and GRNN, based on the developed two-step data normalization method for the analysis of small datasets. In addition, using the method proposed in this paper, a new data classification method will be developed for imbalanced datasets and the representation of only the vectors of one class in the dataset, which should be recognized given that many vectors have previously not been described. This method will be based on the new committee model of a hypercylinder’s surfaces based on nonlinear SGTM neural-like structures [49].
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Table A1. Parameters of the investigated ML-based classifiers.






Table A1. Parameters of the investigated ML-based classifiers.





	ML-Based Classifier
	Parameters





	AdaBoost Classifier
	base_estimator = None, n_estimators = 100, learning_rate = 1.0, algorithm = ‘SAMME.R’, random_state = None



	Bagging Classifier
	base_estimator = None, n_estimators = 100, max_samples = 1.0, max_features = 1.0, bootstrap = True, bootstrap_features = False, oob_score = False, warm_start = False, n_jobs = None, random_state = None, verbose = 0



	Decision Tree Classifier
	max_depth = None, min_samples_split = 2, random_state = 0



	Extra Trees Classifier
	n_estimators = 100, max_depth = None, min_samples_split = 2, random_state = 0



	Gradient Boosting Classifier
	loss = ‘deviance’, learning_rate = 0.1, n_estimators = 100, subsample = 1.0, criterion = ‘friedman_mse’, min_samples_split = 2, min_samples_leaf = 1, min_weight_fraction_leaf = 0.0, max_depth = 3, min_impurity_decrease = 0.0, init = None, random_state = None, max_features = None, verbose = 0, max_leaf_nodes = None, warm_start = False, validation_fraction = 0.1, n_iter_no_change = None, tol = 0.0001, ccp_alpha = 0.0



	Random Forest Classifier
	n_estimators = 100, max_depth = None, min_samples_split = 2, random_state = 0
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Table A2. Accuracy scores for the six machine learning models using the six data normalization methods.
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Dataset Title

	
Classifier

	
Proposed Scaler

	
Vector Scaler

	
Max Abs Scaler

	
Min Max Scaler

	
Standard Scaler

	
Robust Scaler






	
Heart Attack Analysis & Prediction Dataset

	
AdaBoost

	
0.770

	
0.770

	
0.787

	
0.787

	
0.770

	
0.787




	
Bagging

	
0.787

	
0.787

	
0.852

	
0.836

	
0.836

	
0.852




	
Decision Tree

	
0.754

	
0.705

	
0.738

	
0.738

	
0.738

	
0.738




	
Extra Trees

	
0.803

	
0.787

	
0.770

	
0.770

	
0.770

	
0.770




	
Gradient Boosting

	
0.770

	
0.770

	
0.787

	
0.787

	
0.787

	
0.787




	
Random Forest

	
0.787

	
0.803

	
0.820

	
0.820

	
0.820

	
0.836




	
Blood Transfusion Service Center Dataset

	
AdaBoost

	
0.707

	
0.707

	
0.733

	
0.733

	
0.727

	
0.733




	
Bagging

	
0.713

	
0.700

	
0.700

	
0.713

	
0.713

	
0.720




	
Decision Tree

	
0.680

	
0.680

	
0.667

	
0.667

	
0.667

	
0.673




	
Extra Trees

	
0.740

	
0.740

	
0.687

	
0.687

	
0.687

	
0.687




	
Gradient Boosting

	
0.707

	
0.707

	
0.753

	
0.753

	
0.753

	
0.753




	
Random Forest

	
0.720

	
0.720

	
0.713

	
0.707

	
0.720

	
0.720




	
Heart Failure Prediction Dataset

	
AdaBoost

	
0.800

	
0.800

	
0.750

	
0.750

	
0.750

	
0.750




	
Bagging

	
0.767

	
0.833

	
0.767

	
0.767

	
0.800

	
0.783




	
Decision Tree

	
0.750

	
0.733

	
0.700

	
0.700

	
0.700

	
0.700




	
Extra Trees

	
0.733

	
0.767

	
0.767

	
0.767

	
0.767

	
0.767




	
Gradient Boosting

	
0.800

	
0.800

	
0.800

	
0.800

	
0.800

	
0.800




	
Random Forest

	
0.817

	
0.833

	
0.800

	
0.800

	
0.817

	
0.817




	
Maternal Health Risk Dataset

	
AdaBoost

	
0.562

	
0.562

	
0.690

	
0.690

	
0.690

	
0.690




	
Bagging

	
0.852

	
0.837

	
0.833

	
0.837

	
0.833

	
0.833




	
Decision Tree

	
0.857

	
0.842

	
0.818

	
0.818

	
0.818

	
0.818




	
Extra Trees

	
0.857

	
0.842

	
0.852

	
0.852

	
0.852

	
0.852




	
Gradient Boosting

	
0.783

	
0.788

	
0.783

	
0.783

	
0.783

	
0.783




	
Random Forest

	
0.837

	
0.828

	
0.833

	
0.837

	
0.842

	
0.833




	
Breast Tissue Dataset

	
AdaBoost

	
0.429

	
0.429

	
0.524

	
0.524

	
0.524

	
0.524




	
Bagging

	
0.667

	
0.619

	
0.524

	
0.571

	
0.619

	
0.571




	
Decision Tree

	
0.571

	
0.476

	
0.619

	
0.619

	
0.619

	
0.619




	
Extra Trees

	
0.667

	
0.619

	
0.476

	
0.476

	
0.476

	
0.476




	
Gradient Boosting

	
0.571

	
0.571

	
0.619

	
0.619

	
0.619

	
0.619




	
Random Forest

	
0.571

	
0.667

	
0.571

	
0.571

	
0.571

	
0.571




	
Contraceptive Method Choice Dataset

	
AdaBoost

	
0.475

	
0.475

	
0.512

	
0.512

	
0.512

	
0.512




	
Bagging

	
0.508

	
0.502

	
0.495

	
0.485

	
0.498

	
0.492




	
Decision Tree

	
0.451

	
0.447

	
0.475

	
0.475

	
0.475

	
0.471




	
Extra Trees

	
0.485

	
0.478

	
0.475

	
0.475

	
0.475

	
0.475




	
Gradient Boosting

	
0.539

	
0.539

	
0.532

	
0.532

	
0.532

	
0.532




	
Random Forest

	
0.502

	
0.515

	
0.502

	
0.495

	
0.498

	
0.508
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Table A3. F1-scores for the six machine learning models using the six data normalization methods.
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Dataset Title

	
Classifier

	
Proposed Scaler

	
Vector Scaler

	
Max Abs Scaler

	
Min Max Scaler

	
Standard Scaler

	
Robust Scaler






	
Heart Attack Analysis & Prediction Dataset

	
AdaBoost

	
0.794

	
0.794

	
0.817

	
0.817

	
0.806

	
0.817




	
Bagging

	
0.827

	
0.827

	
0.883

	
0.868

	
0.865

	
0.880




	
Decision Tree

	
0.795

	
0.757

	
0.778

	
0.778

	
0.778

	
0.778




	
Extra Trees

	
0.842

	
0.827

	
0.800

	
0.800

	
0.800

	
0.800




	
Gradient Boosting

	
0.806

	
0.806

	
0.827

	
0.827

	
0.827

	
0.827




	
Random Forest

	
0.822

	
0.838

	
0.849

	
0.849

	
0.849

	
0.865




	
Blood Transfusion Service Center Dataset

	
AdaBoost

	
0.817

	
0.817

	
0.831

	
0.831

	
0.826

	
0.831




	
Bagging

	
0.812

	
0.800

	
0.805

	
0.812

	
0.809

	
0.817




	
Decision Tree

	
0.788

	
0.784

	
0.779

	
0.779

	
0.779

	
0.784




	
Extra Trees

	
0.831

	
0.831

	
0.797

	
0.797

	
0.797

	
0.797




	
Gradient Boosting

	
0.810

	
0.810

	
0.843

	
0.843

	
0.843

	
0.843




	
Random Forest

	
0.814

	
0.814

	
0.811

	
0.805

	
0.816

	
0.816




	
Heart Failure Prediction Dataset

	
AdaBoost

	
0.625

	
0.625

	
0.595

	
0.595

	
0.595

	
0.595




	
Bagging

	
0.533

	
0.667

	
0.533

	
0.533

	
0.625

	
0.581




	
Decision Tree

	
0.571

	
0.556

	
0.400

	
0.400

	
0.400

	
0.400




	
Extra Trees

	
0.4

	
0.462

	
0.462

	
0.462

	
0.462

	
0.462




	
Gradient Boosting

	
0.600

	
0.600

	
0.625

	
0.625

	
0.625

	
0.625




	
Random Forest

	
0.621

	
0.667

	
0.625

	
0.625

	
0.645

	
0.645




	
Maternal Health Risk Dataset

	
AdaBoost

	
0.563

	
0.563

	
0.692

	
0.692

	
0.692

	
0.692




	
Bagging

	
0.852

	
0.837

	
0.833

	
0.838

	
0.833

	
0.832




	
Decision Tree

	
0.857

	
0.843

	
0.819

	
0.819

	
0.819

	
0.819




	
Extra Trees

	
0.857

	
0.842

	
0.853

	
0.853

	
0.853

	
0.853




	
Gradient Boosting

	
0.783

	
0.788

	
0.783

	
0.783

	
0.783

	
0.783




	
Random Forest

	
0.837

	
0.828

	
0.833

	
0.838

	
0.843

	
0.833




	
Breast Tissue Dataset

	
AdaBoost

	
0.324

	
0.376

	
0.475

	
0.475

	
0.475

	
0.475




	
Bagging

	
0.683

	
0.627

	
0.511

	
0.568

	
0.615

	
0.568




	
Decision Tree

	
0.638

	
0.534

	
0.628

	
0.628

	
0.628

	
0.628




	
Extra Trees

	
0.695

	
0.659

	
0.511

	
0.511

	
0.511

	
0.511




	
Gradient Boosting

	
0.598

	
0.607

	
0.618

	
0.618

	
0.618

	
0.635




	
Random Forest

	
0.591

	
0.678

	
0.568

	
0.568

	
0.568

	
0.568




	
Contraceptive Method Choice Dataset

	
AdaBoost

	
0.476

	
0.476

	
0.510

	
0.510

	
0.510

	
0.510




	
Bagging

	
0.508

	
0.502

	
0.496

	
0.484

	
0.498

	
0.492




	
Decision Tree

	
0.452

	
0.447

	
0.475

	
0.475

	
0.475

	
0.471




	
Extra Trees

	
0.482

	
0.476

	
0.474

	
0.474

	
0.474

	
0.474




	
Gradient Boosting

	
0.537

	
0.537

	
0.534

	
0.534

	
0.534

	
0.534




	
Random Forest

	
0.501

	
0.514

	
0.502

	
0.494

	
0.499

	
0.509
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Figure 1. Visualization of the results of two data normalization methods. (a) Vector Scaler; (b) Proposed Scaler. 
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Figure 2. Accuracy scores for two machine learning methods used to perform binary classification tasks on three medical datasets using six data normalization methods. 
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Figure 3. F1-scores for three machine learning methods used to perform multiclass classification tasks on three medical datasets using six data normalization methods. 
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Table 1. The most commonly used tabular data normalization methods in medical diagnostics.
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	#
	Data Normalization Method
	Mathematical Expression





	1
	Min Max Scaler
	    x ′  =    x i  − min ( x )   max ( x ) − min ( x )     



	2
	Max Abs Scaler
	    x ′  =    x i      max ( x )       



	3
	Robust Scaler
	    x ′  =    x i  − med ( x )   I Q R     



	4
	Standard Scaler
	    x ′  =    x i  − mean ( x )   std ( x )     



	5
	Vector Scaler
	    x ′  =    x i        ∑  j = 1  n     (  x i  )  2          







where   x ′   is the normalized attribute;    x i    is the current feature of the initial dataset;   min ( x )   is the minimal value of the attribute    x i   ;   max ( x )   is the maximal value of the attribute    x i   ;   mean ( x )   is the mean value of the attribute    x i   ;   med ( x )   is the median value of the attribute    x i   ;   std ( x )   is the standard deviation of the attribute    x i   ; and   I Q R   is the quantile range between the first and third quantiles.
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Table 2. Datasets used for the modeling and their main characteristics.
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	Dataset Title
	Problem
	Attributes
	Vectors
	Classes
	Reference





	Heart Attack Analysis & Prediction Dataset
	Binary classification
	13
	303
	2
	[38]



	Blood Transfusion Service Center Dataset
	Binary classification
	4
	748
	2
	[39]



	Heart Failure Prediction Dataset
	Binary classification
	12
	299
	2
	[40]



	Maternal Health Risk Dataset
	Multiclass classification
	6
	1014
	3
	[41]



	Breast Tissue Dataset
	Multiclass classification
	9
	212
	6
	[42]



	Contraceptive Method Choice Dataset
	Multiclass classification
	9
	1473
	3
	[43]
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Table 3. Values of the four performance indicators for the classification accuracy of the proposed data normalization method based on the six machine learning models using the six different datasets.
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Dataset Title

	
Classifier

	
Accuracy Score

	
Precision Score *

	
Recall Score *

	
F1-Score *






	
Heart Attack Analysis & Prediction Dataset

	
AdaBoost

	
0.770

	
0.844

	
0.750

	
0.794




	
Bagging

	
0.787

	
0.795

	
0.861

	
0.827




	
Decision Tree

	
0.754

	
0.784

	
0.806

	
0.795




	
Extra Trees

	
0.803

	
0.800

	
0.889

	
0.842




	
Gradient Boosting

	
0.770

	
0.806

	
0.806

	
0.806




	
Random Forest

	
0.787

	
0.811

	
0.833

	
0.822




	
Blood Transfusion Service Center Dataset

	
AdaBoost

	
0.707

	
0.731

	
0.925

	
0.817




	
Bagging

	
0.713

	
0.756

	
0.877

	
0.812




	
Decision Tree

	
0.680

	
0.742

	
0.840

	
0.788




	
Extra Trees

	
0.740

	
0.768

	
0.906

	
0.831




	
Gradient Boosting

	
0.707

	
0.746

	
0.887

	
0.810




	
Random Forest

	
0.720

	
0.767

	
0.868

	
0.814




	
Heart Failure Prediction Dataset

	
AdaBoost

	
0.800

	
0.667

	
0.588

	
0.625




	
Bagging

	
0.767

	
0.615

	
0.471

	
0.533




	
Decision Tree

	
0.750

	
0.556

	
0.588

	
0.571




	
Extra Trees

	
0.733

	
0.625

	
0.294

	
0.4




	
Gradient Boosting

	
0.800

	
0.692

	
0.529

	
0.600




	
Random Forest

	
0.817

	
0.750

	
0.529

	
0.621




	
Maternal Health Risk Dataset

	
AdaBoost

	
0.562

	
0.589

	
0.562

	
0.563




	
Bagging

	
0.852

	
0.854

	
0.852

	
0.852




	
Decision Tree

	
0.857

	
0.859

	
0.857

	
0.857




	
Extra Trees

	
0.857

	
0.858

	
0.857

	
0.857




	
Gradient Boosting

	
0.783

	
0.785

	
0.783

	
0.783




	
Random Forest

	
0.837

	
0.840

	
0.837

	
0.837




	
Breast Tissue Dataset

	
AdaBoost

	
0.429

	
0.313

	
0.429

	
0.324




	
Bagging

	
0.667

	
0.829

	
0.667

	
0.683




	
Decision Tree

	
0.571

	
0.786

	
0.571

	
0.638




	
Extra Trees

	
0.667

	
0.749

	
0.667

	
0.695




	
Gradient Boosting

	
0.571

	
0.683

	
0.571

	
0.598




	
Random Forest

	
0.571

	
0.698

	
0.571

	
0.591




	
Contraceptive Method Choice Dataset

	
AdaBoost

	
0.475

	
0.482

	
0.475

	
0.476




	
Bagging

	
0.508

	
0.510

	
0.508

	
0.508




	
Decision Tree

	
0.451

	
0.453

	
0.451

	
0.452




	
Extra Trees

	
0.485

	
0.483

	
0.485

	
0.482




	
Gradient Boosting

	
0.539

	
0.541

	
0.539

	
0.537




	
Random Forest

	
0.502

	
0.503

	
0.502

	
0.501








* It should be noted that the Precision, Recall, and F1-scores were calculated by finding their average, weighted by the support.



















	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






nav.xhtml


  mathematics-10-01942


  
    		
      mathematics-10-01942
    


  




  





media/file5.png
Dataset/Machine learning method

Blood Transfusion Heart Attack Analysis

Prediction Dataset Service Center Dataset & Prediction Dataset

| | D H L B @. D

Heart Failure

Extra Trees Classifier

Decision Tree Classifier

Extra Trees Classifier

Decision Tree Classifier

Extra Trees Classifier

Decision Tree Classifier

0.0 0.2 0.4 0.6 0.8
Accuracy score
B Robust Scaler B Standard Scaler B Min Max Scaler

B Max Abs Scaler M Vector Scaler M Proposed Scaler






media/file6.jpg
Dataset/Machine learning methods

Maternal Health Risk Dataset

Breast Tissue Dataset

£
H
S
3
z
=

Dataset

Contracept

Exta Trees Clasifir

Decision Tree Clasifier

Bagging Clasifer

Exta Trees Clasifier

Decision Tree Classifier

Bagging Clasifer

Exta Trees Clasifier

Decision Tree Clasifer

Bagging Classi

g
H
§

050
Fl-score
mRobustScaler Standard Scaler

Scaler

B Max Abs Saaler Vector Scaler W Proposed Saaler





media/file3.png
1.00 T

0.75 -

X2

0.50 -

0.25 A

1.00
'1.00

0.25

(a)

-
L
L]
(l/
’ - 7( T
// us
. a :
/s
e
& : ;
1.00 B A /"7;‘.“
T . .- 4
. 7 o
> W v ..‘-' // 03 -r-?
S = ¥ ;’f ?
" & F
X i A
in+l - T
e d
oS
10 e





media/file0.png





media/file4.jpg
Dataset/Machine learning method

2z
Z
z
H
£

Blood Transfusion
on Dataset  Service Center Dataset & Pre

Heart Failure

Extra Trees Classifier

Fl
&

Decision Tree Classifier

Extra Trees Classifier

Decision Tree Classifier

Extra Trees Classifier

Decon T Clssier
H

02

ust

W Max Abs Scaler

04
Accuracy score

W Standard Scaler

W Vector Scaler

Min Max Scaler

Proposed Scaler





media/file7.png
Dataset/Machine learning methods

Contraceptive Method Choice

Maternal Health Risk Dataset

Breast Tissue Dataset

Dataset

Extra Trees Classifier

Decision Tree Classifier

Bagging Classifier

Extra Trees Classifier

Decision Tree Classifier

Bagging Classifier

Extra Trees Classifier

Decision Tree Classifier

Bagging Classifier
0 0.10 0.30 0.50
F1-score
B Robust Scaler Standard Scaler
W Max Abs Scaler Vector Scaler

S
\
S

0.90

B Min Max Scaler

M Proposed Scaler





media/file2.jpg
015

050

100
Tw om yew  om 1w

@ ®





