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Fitted Participant – Models 

 
Figure S1. Participant 1 predictions for each model are overlaid on top of the normalized RT. For the 
linear model, the shaded bounds represent the 95% confidence intervals generated by the GLM. For the 
neural network model, the shaded bounds represent one standard deviation over the 5000 iterations. 

 
Figure S2. Participant 2 predictions for each model are overlaid on top of the normalized RT. For the 
linear model, the shaded bounds represent the 95% confidence intervals generated by the GLM. For the 
neural network model, the shaded bounds represent one standard deviation over the 5000 iterations. 



 
Figure S3. Participant 3 predictions for each model are overlaid on top of the normalized RT. For the 
linear model, the shaded bounds represent the 95% confidence intervals generated by the GLM. For the 
neural network model, the shaded bounds represent one standard deviation over the 5000 iterations. 

 
Figure S4. Participant 4 predictions for each model are overlaid on top of the normalized RT. For the 
linear model, the shaded bounds represent the 95% confidence intervals generated by the GLM. For the 
neural network model, the shaded bounds represent one standard deviation over the 5000 iterations. 
  



 
Figure S5. Participant 5 predictions for each model are overlaid on top of the normalized RT. For the 
linear model, the shaded bounds represent the 95% confidence intervals generated by the GLM. For the 
neural network model, the shaded bounds represent one standard deviation over the 5000 iterations. 
 

 
Figure S6. Participant 6 predictions for each model are overlaid on top of the normalized RT. For the 
linear model, the shaded bounds represent the 95% confidence intervals generated by the GLM. For the 
neural network model, the shaded bounds represent one standard deviation over the 5000 iterations. 



 
Figure S7. Participant 7 predictions for each model are overlaid on top of the normalized RT. For the 
linear model, the shaded bounds represent the 95% confidence intervals generated by the GLM. For the 
neural network model, the shaded bounds represent one standard deviation over the 5000 iterations. 

Figure S8. Participant 8 predictions for each model are overlaid on top of the normalized RT. For the 
linear model, the shaded bounds represent the 95% confidence intervals generated by the GLM. For the 
neural network model, the shaded bounds represent one standard deviation over the 5000 iterations. 



 
Figure S9. Participant 9 predictions for each model are overlaid on top of the normalized RT. For the 
linear model, the shaded bounds represent the 95% confidence intervals generated by the GLM. For the 
neural network model, the shaded bounds represent one standard deviation over the 5000 iterations. 

 
Figure S10. Participant 10 predictions for each model are overlaid on top of the normalized RT. For the 
linear model, the shaded bounds represent the 95% confidence intervals generated by the GLM. For the 
neural network model, the shaded bounds represent one standard deviation over the 5000 iterations. 
 



 
Figure S11. Participant 11 predictions for each model are overlaid on top of the normalized RT. For the 
linear model, the shaded bounds represent the 95% confidence intervals generated by the GLM. For the 
neural network model, the shaded bounds represent one standard deviation over the 5000 iterations. 

 
Figure S12. Participant 12 predictions for each model are overlaid on top of the normalized RT. For the 
linear model, the shaded bounds represent the 95% confidence intervals generated by the GLM. For the 
neural network model, the shaded bounds represent one standard deviation over the 5000 iterations. 
 



 
Figure S13. Participant 13 predictions for each model are overlaid on top of the normalized RT. For the 
linear model, the shaded bounds represent the 95% confidence intervals generated by the GLM. For the 
neural network model, the shaded bounds represent one standard deviation over the 5000 iterations. 

 
Figure S14. Participant 14 predictions for each model are overlaid on top of the normalized RT. For the 
linear model, the shaded bounds represent the 95% confidence intervals generated by the GLM. For the 
neural network model, the shaded bounds represent one standard deviation over the 5000 iterations. 
 



 
Figure S15. Participant 15 predictions for each model are overlaid on top of the normalized RT. For the 
linear model, the shaded bounds represent the 95% confidence intervals generated by the GLM. For the 
neural network model, the shaded bounds represent one standard deviation over the 5000 iterations. 
 

 
Figure S16. Participant 16 fitted predictions for each model are overlaid on top of the normalized RT. For 
the linear model, the shaded bounds represent the 95% confidence intervals generated by the GLM. For 
the neural network model, the shaded bounds represent one standard deviation over the 5000 iterations. 


