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Abstract: Value-driven attention capture (VDAC) occurs when previously rewarded stimuli capture
attention and impair goal-directed behavior. In a working memory (WM) task with VDAC-related
distractors, we observe behavioral variability both within and across individuals. Individuals differ
in their ability to maintain relevant information and ignore distractions. These cognitive components
shift over time with changes in motivation and attention, making it difficult to identify underlying
neural mechanisms of individual differences. In this study, we develop the first participant-specific
feedforward neural network models of reaction time from neural data during a VDAC WM task.
We used short epochs of electroencephalography (EEG) data from 16 participants to develop the
feedforward neural network (NN) models of RT aimed at understanding both WM and VDAC.
Using general linear models (GLM), we identified 20 EEG features to predict RT across participants
(r = 0.53± 0.08). The linear model was compared to the NN model, which improved the predicted
trial-by-trial RT for all participants (r = 0.87± 0.04). We found that right frontal gamma-band activity
and fronto-posterior functional connectivity in the alpha, beta, and gamma bands explain individual
differences. Our study shows that NN models can link neural activity to highly variable behavior
and can identify potential new targets for neuromodulation interventions.

Keywords: EEG; feedforward neural network; working memory; reaction time

MSC: 92B20; 92C55; 62J12

1. Introduction

Generally, we find that goals, stimuli, and rewards are intertwined, meaning that
stimuli that were previously associated with reward are often the most important items that
deserve our attention and help us achieve goals. However, they may also capture attention
when they are not relevant to current goals, which can result in impaired goal-directed
behavior. This phenomenon is referred to as value-driven attention capture (VDAC) [1,2].
To override such distraction and steer our attention to the currently relevant information,
we need cognitive control to ignore previous associations and habits, because what we pay
attention to influences both current and future actions.

Individuals differ in their ability to maintain relevant information, their capability
to ignore distraction, and the degree to which learned reward associations bias attention.
Individual differences in these cognitive processes have been associated with everything
from academic success [3] to drug addiction [4]. However, it can be difficult to identify the
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underlying neural mechanisms of such individual differences, because performance in a
single task is dependent on multiple cognitive components. To add further complexity, the
strength of each of these components can shift due to context, motivation, and experience
for each individual over time. As a result, such differences can manifest in highly variable
behavior (i.e., reaction time), within a single participant over a session, as well as across
multiple participants in a study.

Various noninvasive neuroimaging techniques such as electroencephalography (EEG),
functional magnetic resonance imaging (fMRI), and magnetoencephalography (MEG) can
be used to start linking observed behaviors to dynamic neural activity at various spatial
and temporal scales [5]. Additionally, neuroimaging has been used across a wide variety
of applications, including quantifying mental workload [6], identifying biomarkers to
assist disease diagnosis, and using real-time feedback to optimize brain stimulation [7,8].
Moreover, EEG is the primary modality used for brain–computer interfaces, that have been
developed for numerous applications (e.g., rehabilitation [9] and gaming [10]).

Currently, neuroimaging studies using EEG, fMRI, and MEG have been used to start
untangling these neural complexities observed during VDAC tasks [11–14]. Previous work
on the present dataset [11] revealed that attentional capture by previously rewarded, but
no longer relevant stimuli was associated with worse working memory (WM) performance,
lower posterior alpha power, and larger event-related potential (ERP) magnitude. The
strength of these effects varied with the type of information held in WM [11]. Other studies
have focused on other aspects of variability in performance during tasks that also require
inhibition of irrelevant information. For example, it has been shown that errors can result
in greater top-down, proactive control, both enhancing relevant information processing
and inhibiting irrelevant information and slowing responses on subsequent trials, with
these processes apparently mediated by different regions in the prefrontal cortex [15].

However, identifying the associations between a vast amount of neuroimaging data
and behavior can be challenging, due to the multiple dimensions of variability observed
during such tasks, both within and across participants. Therefore, one approach is to
apply mathematical modeling techniques to the neural data to track the behavior (i.e.,
trial-by-trial reaction time) during a WM task. Previous approaches have used multiple
function linear modeling to predict WM ability [16], and machine learning for classifying
mental load [17,18], decoding for a visual working memory task [19], and predicting
reaction time during a change in visual stimulus task [20] and during a lane-keeping
task [21]. Currently, no mathematical model exists that is able to predict reaction time
using only EEG data during a VDAC task. Multidimensional modeling may be particularly
useful for understanding the relationship between distraction control and working memory
maintenance because there is variability in each cognitive process and their interaction,
across time and across individuals.

Therefore, in this work, we developed the first participant-specific feedforward neural
network models of reaction time during a VDAC WM task. We hypothesize that the models
can highlight relationships between the neural activity recorded via scalp EEG and the
participants’ reaction times during the task that might not be evident using typical analysis.
Specifically, the models were identified using an EEG dataset from a previous study [11]
in which the reaction times for all participants were highly variable across a session. For
this work, EEG features were extracted for each trial, and then a feature selection algorithm
based on a general linear model (GLM) was used to identify a subset of 20 EEG features to
predict each participant’s trial-by-trial reaction time. Next, we fit the sixteen participant-
specific neural network models and compared the results to those of the GLM, which
was fit using the same features. Overall, using only 20 EEG features, we were able to
predict trial-by-trial RT for all participants, but observed an improvement in the correlation
between the predicted RT and recorded RT for the neural network (r = 0.87± 0.04) when
compared to the GLM (r = 0.53± 0.08).

A sensitivity analysis was completed for both the GLM and NN models to determine
which EEG features were most important for RT prediction. The NN showed higher
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sensitivity than the GLM model, which indicates the NN has added value. Based on a
sensitivity analysis of the GLM and NN models, we found that right frontal low gamma
(35–55 Hz) was the most important EEG feature for predicting RT. Additionally, groups of
EEG features in the high beta (20–35 Hz) and low gamma (35–55 Hz) bands modulated with
RT. Overall, by using a machine learning approach, we identified EEG features that may
help us to better understand which areas and connections in the brain underlie participants’
RT variability related to both distraction control and working memory maintenance.

Significance of Research

• We have developed the first participant-specific neural network models of reaction
time during a working memory task with value-driven distractors based on EEG
data features.

• The model highlights new EEG features that might not have been found by traditional
analysis and could be used to identify new targets for neuromodulation intervention.

2. Materials and Methods
2.1. Participants

Twenty-six participants were recruited. All participants had normal or corrected-to-
normal vision and gave written informed consent, which was approved by the Institutional
Review Board of Johns Hopkins University. In the original study by our group [11], we
excluded seven participants from the analyzes because of poor performance (<60% accuracy
on the task), technical difficulties, or unusable data because of artifacts (<70% of epochs
remaining after preprocessing). For this work, we excluded an additional three participants
because a substantial number of trials did not have EEG data recorded. As a result, we
analyzed a dataset of sixteen participants (fourteen females, mean age 20.9 ± 2.8 years),
which included both behavioral and EEG data.

2.2. Task Design

The task required individuals to both maintain information in working memory and
inhibit distractors, as shown in Figure 1. In addition to measuring variability in working
memory maintenance ability, the task also measured variability in attention capture that
depended on how well the individual had learned a previously relevant reward association.
To do well on the task, participants had to learn to no longer attend to the stimulus
features that were recently relevant. Participants were cued regarding whether they were
to remember a location or a relative spatial relationship, and then they were presented with
two squares on either side of fixation, which were the sample stimuli for which the cued
information was to be remembered. Following the sample presentation and Delay 1, a
distractor appeared (i.e., a set of six circles colored differently for each hemifield), which
could include the previously rewarded distractor color being either on the same (congruent)
or opposite (incongruent) side as the subsequent WM test stimulus. After Delay 2, the
participant had 1200 ms to indicate whether the test stimulus matched the remembered
sample stimulus according to the relevant spatial dimension.
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In total, each participant completed 270 location and 270 relation trials, which were
presented in a pseudo-random order. Additionally, throughout the entirety of the testing
period, 32 channels of EEG were recorded at 512 Hz using an ActiCHamp System (Brain
Products, Gilching, Germany), referenced to Cz. The session took place in an electromag-
netically shielded room to reduce noise. Additionally, the participants were instructed to
remain as still as possible and to try to blink during the inter-trial period.

The lines that are shown for the location trials in Figure 1 were not present in the
stimulus display, but are shown here to illustrate the location that participants would
maintain in working memory. For the relation task, participants remembered which of
the two squares in each pair was above the other. For the distractors, the color that was
paired with a reward from a previous training session was presented in either the right
or left visual hemifield. Working memory was tested regarding memory for the location
or relation on either the right or left side of fixation. On average, participants tended to
be slower and less accurate when the previously rewarded distractor color appeared in
the hemifield opposite the one in which working memory was tested, indicating attention
capture and its detrimental effect on memory. See [10] for more details.

2.3. EEG Data Processing

To develop a relationship between the EEG and RT data for each participant, we prepro-
cessed the EEG data using a standard processing pipeline in EEGlab (version 14.4.2b) [22].
First, the data were bandpass filtered (1650th order FIR filter) between 1 Hz and 55 Hz to
account for drift and powerline noise. Then, each EEG channel was re-referenced to the av-
erage and subtracted the baseline to center the timeseries around zero. Eye-blink and other
physiological artifacts were then removed using the automatic continuous rejection feature
of EEGLAB. The default independent component analysis algorithm [23] in EEGLAB used
a logistic infomax-based ICA approach [24]. After, each component was plotted onto a 2D
map of the scalp, and components associated with eye blinks were selected manually and
removed by projecting the sum of selected non-artifactual components back onto the scalp.
Then, for each trial and electrode, we filtered the cleaned EEG signal, using another 1650th
order FIR filter, into five different frequency bands: theta (4–8 Hz), alpha (8–12 Hz), low
beta (12–20 Hz), high beta (20–30 Hz), and low gamma (30–55 Hz). Finally, the time period
of interest, 1400 ms prior to the distractor (Delay 1), was extracted for each filtered signal.

2.4. Computing EEG Functional Connectivity Using Phase-Locking Value (PLV)

A common measure of functional connectivity is phase-locking value (PLV), which
measures the consistency of the phase difference between two signals. If the phase dif-
ference varies little across trials, PLV is close to 1 (i.e., high synchrony between regions);
with large variability in the phase difference, PLV is close to zero [25]. For our analysis, we
created a pair-wise PLV matrix for each frequency band, for each trial.

To compute the PLV, the entire timeseries was converted into an analytic signal using
the Hilbert transform [26]. The instantaneous phase of an analytic signal (in radians) of
an electrode channel h was denoted by φh(t). Subsequently, the phase difference between
channels h and i was computed with the following equation,

φhi(t) = (φh(t)−φi(t)) mod 2π (1)

Next, the beginning and ending 10% of timeseries values were removed to offset the
edge effects from the Hilbert transform. Lastly, PLV was used to compare all pairs of
channels against each other via the following equation,

PLVhi =
1
N

∣∣∣∣∣ N

∑
k=1

exp(jθhi(k∆t))

∣∣∣∣∣ h, i = 1, 2, . . . , n, (2)
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where n was the total number of electrode channels, j =
√
−1 was the imaginary unit,

and ∆t = T
N where T was the timeseries duration, and N was the total number of discrete

time steps.

2.5. PLV Feature Extraction

For each participant, we computed the PLV matrix for each frequency band and trial,
using the cleaned epoch of EEG data that was 1400 ms prior to the distractor. Then, we
split the brain into six regions which were frontal-left (Fp1, F7, F3), frontal-right (Fp2, F4,
F8), temporal-left (FT9, FC5, T7, C3, TP9, CP5), temporal-right (FC6, FT10, C4, T8, CP6,
TP10), parietal-left (P7, P3, O1), parietal-right (P4, P8, O2).

From these six regions of the brain, we were interested in the “between region” and
“within region” PLV features. To obtain the within region features, we averaged all of
the PLV connections within each of the six regions described above. For example, to
compute the frontal left within region feature value, we averaged the Fp1-F7, F7-F3, Fp1-F3
PLV connections together. To compute the within region features, we found the average
connection between each of the six regions from above. For example, to find the frontal-left
to frontal-right connection, we averaged the Fp1-Fp2, Fp1-F4, Fp1-F8, F7-Fp2, F7-F4, F7-F8,
F3-Fp2, F3-F4, F3-F8 connections together. For this work, we excluded the frontal-right
to parietal-left connection and the frontal-left to parietal-right connection. In total, we
computed the within and between region features for each trial, frequency band, and
participant. For each participant, we obtained 30 within region features and 40 between
region features, which produced a 540 trial by 70 EEG feature matrix. To compare results
across participants, we smoothed (smoothing spline factor was 0.15) and normalized the
data so each EEG feature and RT timeseries ranged between −1 and 1.

2.6. EEG Feature Selection Algorithm Using General Linear Models (GLM)

A critical step toward identifying the participant-specific models was to reduce the
complete set of EEG features extracted (n = 70) in order to prevent over-fitting. The ultimate
goal of the algorithm was to find a small number of EEG features that produced a low
amount of error across all participants. To test our models, we selected every 5th trial to be
a testing trial, which resulted in a training (80%) and testing (20%) dataset split. For the
feature selection algorithm, we chose to use a GLM to predict RT, which is described by,

log
(

R̂T
)
=

n

∑
i

βiFi(t) (3)

where n was the total number of EEG features used to estimate the reaction time, R̂T, on
trial t, and βi was the weight that multiplied each of the EEG feature vectors, Fi(t). We fit
the GLM by applying Matlab’s glmfit function to the training dataset. A key advantage of
the linear model was that they were easily interpretable to identify which features may be
more significant than others.

Therefore, for the feature selection algorithm, we first started with all of the EEG
features (n = 70) in the GLM to predict reaction time. Then, we systematically removed one
feature from the training dataset at a time to fit a total of 70 separate GLM models. For each
fitted GLM, we computed the root-mean-squared error (RMSE) between the RT prediction
and recorded RT. Using the results of the 70 separate GLMs, we found the feature which
produced the smallest increase in RMSE when removed. Then, the identified feature was
removed from the pool of features for the next iteration, so that only 69 features remained.
Each iteration resulted in removing a singular feature, and this process was repeated until
five features remained.

To further refine our selected features, we swapped features in and out in order to
determine the best combination of features for our model. First, the current mean RMSE
across all participants based on the initial five features was saved. Next, for each participant,
we swapped out each of the current features for a feature that had been previously removed.
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The resulting RMSE from each iteration was saved, creating a matrix of RMSE values for
each swap. Then, for each feature swap in the RMSE matrix, we found the mean value
over all participants. The minimum index of this resulting matrix was then compared to
the previously saved mean, and, if it was lower, the features were swapped. Then, the
algorithm continued until there was no longer a mean RMSE value that was lower than the
previous saved step. Then, the entire feature reduction algorithm was repeated multiple
times to identify the top 6 features to the top 30 features.

2.7. Neural Network Model of EEG Data to Predict RT

We fit a feedforward neural network for each participant in order to predict their
trial-by-trial RT using EEG features from the epoch 1400 ms prior to the distractor. Of the
many variations of neural networks, including long short-term memory (LSTM) networks,
we chose to use a feedforward network, as it does not have feedback connections, and
therefore is more similar to a GLM for comparison.

Figure 2 shows an illustration of the structure of the feedforward neural network
used for this application. We utilized the feedforwardnet function in Matlab to initialize the
training network. For this application, we were interested in maximizing the performance
of the network, while still maintaining a degree of interpretability. Therefore, the input to
the network was the subset of selected EEG features, and then the features passed through
one hidden layer with five neurons, which was chosen to balance both model performance
and reduce over-fitting. Finally, the single output layer predicts the trial-by-trial RT which
was based solely on the EEG features. To fit the neural network, we applied the same
training dataset that was used previously for the GLM.
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In order to avoid over-fitting the model, we used Bayesian regularization backpropa-
gation when training the model (trainbr Matlab function [27,28]). Specifically, the network
training function updated the weight and bias values according to Levenberg–Marquardt
optimization [29] to produce a network that generalizes well. The algorithm minimized a
combination of squared errors and weights to determine the best combinations. For this
work, we used Matlab’s default parameter values for trainbr.

2.8. Identifying the Number of EEG Features for RT Prediction

To choose the best number of EEG features to predict RT, we started by fitting a neural
network (as shown in Figure 2) using the selected five EEG features, and saved the resulting
RMSE based on the training datasets. Then, this process was repeated in order to have
1000 NN models using different random initialization that were averaged, for each par-
ticipant. Next, we repeated the NN fitting process using the remaining subsets of 6 EEG
features through 30 EEG features.
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Overall, our goal was to have a low RMSE across participants while keeping the
number of features small. Therefore, for each subset of EEG features (5 to 30), we identified
the minimum of the optimization function (J) defined by,

J =
√

max(RMSE)2 + mean(RMSE)2 + (# of EEG Features)2 (4)

where max(RMSE) was the maximum RMSE value across participants for each subset,
mean(RMSE) was the mean RMSE value across participants for each subset,
and # of EEG Features was the number of EEG features included in the model. Addi-
tionally, each term was normalized to have a maximum value of 1. Based on the results
from the training dataset, we chose to use 20 EEG features in the models.

2.9. Comparison of the Linear and Neural Network Models

For each participant, we evaluated the performance of the linear and neural network
models for predicting the RTs of every trial during task performance using only a subset of
EEG features.

2.9.1. EEG Epoch Size

For all of the methods described up to now, we focused solely on the epoch of EEG
data that was 1400 ms prior to the distractor. However, to further analyze the influence
of the epoch size on the linear and neural network model performance, we created three
additional datasets of EEG features using different time windows: 400 ms prior to the
distractor, 700 ms prior to the distractor, and an extended epoch that lasted from 1400 ms
prior to the distractor to 1500 ms after the distractor (the 100 ms distractor was ignored).
For all new epochs, we followed the exact same preprocessing pipeline and EEG feature
extraction methods described previously. In order to compare model performance across
epoch sizes, we use the same 20 EEG features across all models and epochs.

2.9.2. Model Performance Quantification

For each participant and epoch, we fit both a final GLM (Equation (3)) and a final
set of 5000 neural network models (Figure 2) to predict RT using the training dataset of
the chosen EEG features (n = 20). For both models, we computed the Pearson correlation
coefficient (r), the maximum absolute error (MAE), and the R2 metrics on the training
and testing datasets. The Pearson correlation was a measure of linear correlation between
two variables (i.e., the predicted RT and recorded RT), and the coefficient ranged between
+1 (positive linear correlation) and −1 (negative linear correlation), where 0 represented
no correlation. The MAE was the value of the largest error between the recorded RT
and the predicted RT. Finally, the R2 metrics provided a “goodness-of-fit”, which ranged
between 0 (no fit) and 1 (perfect fit). For the neural network results, we averaged all of the
5000 simulations together to obtain an average predicted timeseries and correlation, MAE,
and R2 values, for each participant.

To statistically compare the metrics of the GLM and NN, we used twelve separate
nonparametric Mann–Whitney U tests, one for each epoch and metric combination. To
reduce the number of comparisons, we combined the training and testing values together.
Then, we applied a Bonferroni correction (α = 0.004) to account for the 12 comparisons.

2.9.3. Sensitivity Analysis

We applied a sensitivity analysis to ascertain the contribution of each EEG feature to
both the linear and neural network models. Specifically, we used the full fitted model deter-
mined using all the EEG features in the training set and then systematically re-simulated the
model 20 times by setting different EEG features to zero. For each feature, we determined
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the decrease in model performance by comparing the correlation when a particular EEG
feature was removed (r f eat) to the correlation of the full model (r f ull), which is defined by,

% Change = 100×
r f eat − r f ull

r f ull
(5)

This process was repeated for each person, for both the GLM and each of the fitted
neural networks, which were averaged over the 5000 iterations.

3. Results
3.1. Reaction Time Variability during the Working Memory Task

Overall, the RT varied between participants, and also within each participant through-
out the course of the session. Figure 3 shows the normalized RT data. In general, the RT
timeseries data showed participants exhibit high-frequency oscillations, which could be
due to several factors, including task stimulus differences across trials, noise, or latent
variables associated with motivation or attention, for example. Similar high-frequency
variability in RT has been observed in many other studies during attention-demanding
tasks (e.g., [30]). There are also low-frequency trends, including a decrease in overall RT
over the session, which may suggest that participants continue to learn the VDAC task
over time.
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Participant 13 (P13) highlighted.

3.2. EEG Feature Selection Results

In order to compare the EEG features across participants, we reduced the full EEG
feature set (computed from the epoch 1400 ms prior to the distractor) using our feature
selection algorithm. Figure 4A shows the resulting optimization process described in
Equation (4). By taking the minimum of J, we see that 20 EEG features was the best choice
for both keeping the mean and maximum RMSE values across participants small and using
a fewer number of features.
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normalized mean and maximum RMSE values, and optimization function (J). The features were
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selected by our algorithm as important for predicting RT.

The result of this selection was a set of 20 EEG features that performed well across all
participants (Figure 4B). The within region features are denoted by the black circles, and the
black lines represent the between region features, i.e., functional connectivity features. The
Alpha, High Beta, and Gamma frequency bands included the largest number of features.
The right frontal-parietal connection was selected in the Alpha, Low Beta, High Beta, and
Gamma bands. In addition, features within the frontal and parietal regions were selected
across multiple bands.

3.3. Linear and Neural Network Model Performance for Various Epoch Sizes

Using the selected set of 20 EEG features, both a participant-specific linear (GLM) and
NN model were fitted for the four different epoch sizes: 400 ms, 700 ms, 1400 ms prior
to the distractor, and 1400 ms before and after the distractor (denoted as 2800 ms). To
compare the performance of the linear model and the neural network model (Figure 5), we
computed the Pearson correlation coefficient (r), maximum absolute error (MAE), and R2

for the training and testing datasets, for each epoch.
A series of Mann–Whitney U statistical tests were applied to compare the GLM

performance to the NN, for each epoch size and metric. Across all metrics and epochs, the
p-values were less than 0.0001, which indicates that the NN outperformed the GLM for
predicting reaction time (refer to the Supplementary Materials for detailed results).

Overall, for both models, the performance (shown by the metrics in Figure 5) improved
as the epoch size became larger, except for the largest epoch size of 2800 ms. Generally,
the linear model showed smaller increases in model performance, relative to the neural
network model, as the epoch size increased. For the neural network, the model performance
changed more over the different epoch sizes. Model performance was reduced for some
participants’ data using the longest epoch size, which may be due to this epoch including
some EEG activity from both before and after the distractor stimulus. All other epoch sizes
included only activity related to maintenance and preparation for distractor suppression.

On average, the neural network generally outperformed the linear model for all
participants on all epochs. This trend is particularly clear in the 1400 ms epoch window,
where the neural network performs well on the training set and experiences only a small
drop-off during testing, across the three metrics. Therefore, this shows the neural network
model was generalizing well and able to predict the RT of the participants well, using the
full epoch of data from Delay 1. For our linear model, we have a worse model performance
on the training set, but the testing change was generally smaller. Based on the epoch size
results, the remaining analysis will focus on using the EEG features, which are computed
on the epoch 1400 ms prior to the distractor.
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3.4. Comparison of the Linear and Neural Network Model Performance

In Figure 6, we show the RT prediction overlaid on top of the recorded RT for both
the linear and neural network model for participants 4, 9, and 13. For the linear model, the
shaded bounds represent the 95% confidence intervals generated by the GLM. The shaded
bounds represent one standard deviation over the 5000 iterations for the neural network
model. This figure again illustrates that the neural network can capture the trial-by-trial
RT fluctuations very well. In contrast, the linear model was able to capture the larger-
scale structure well but was unable to fully predict the fine structure (i.e., high-frequency
oscillations) for each participant’s RT. Please refer to the Supplementary Materials to see,
for each participant, the RT prediction overlaid on top of the recorded RT for both the linear
and neural network models.

In order to visualize the two models’ performance for all sixteen participants, a set
of scatterplots is shown in Figure 7 to compare the recorded RT with the predicted RT
from the model. Again, the neural network model scatter plots have a higher overall R2

value than the linear models. However, these scatter plots again show that both the linear
and neural network models are capturing aspects of the trial-by-trial RT well because the
predictions are centered on the y = x line. Additionally, the training and testing data
points are denoted by the colored circles with no outlines and colored diamonds outlined in
black, respectively.
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3.5. Sensitivity Analysis for the Linear and Neural Network Models

Finally, the results of the sensitivity analysis for both the linear and neural network
models are shown in Figure 8. The color of each feature indicates the mean percent change
in correlation when that feature is removed, across participants. Therefore, the darker the
color, the more important that EEG feature is to predicting RT. Generally, the results are
similar for the linear and neural network models. Across both models, the most important
feature was the right frontal gamma feature. Also, both models indicated additional
highly important features from the high beta and gamma bands. However, for the linear
model, the left frontal-temporal between-region feature in the low beta band was also
highly important.
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4. Discussion

The current study suggests that mathematical modeling of trial-by-trial RT can provide
a new perspective for linking behavioral and neuroimaging data together to examine
differences within and across individuals in both working memory maintenance and
proactive distractor suppression. Specifically, we used a feature selection algorithm based
on a general linear model to reduce the EEG features needed to predict RT. The linear model
was successful in capturing large time-scale trends in the RT but was unable to predict the
high-frequency oscillations present in the RT. Therefore, we used a feedforward neural
network model to accurately capture the high RT variability.

The size of the epoch window was influential on the model performance, as shown in
Figure 5. As shown by the three metrics, for both models, the performance improved as the
epoch size became larger, except at the largest epoch size, which included activity from
both before and after the distractor stimulus. The other size epochs included only activity
from before the distractor. These results may indicate that all the information contained
within the EEG throughout the Delay 1 period prior to the distractor is important to predict
RT accurately.

On average, the neural network model generally outperformed the linear model for
all participants on all epochs. This trend is particularly clear in the 1400 ms epoch window,
where the neural network performs well on the training set and experiences only a small
drop-off during testing, across the three different performance metrics. Therefore, this
shows the neural network model was generalizing well and able to predict the RT of the
participants well, using the full epoch of data from Delay 1. Based on the epoch size results,
the remaining discussion will focus on results from the EEG features, which are computed
on the epoch 1400 ms prior to the distractor.
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Previous work on the present dataset [11] revealed that attentional capture by no
longer relevant information was associated with lower posterior alpha power contralateral
to the distractor, after the distractor. Distractors also resulted in reduced accuracy and
longer RT. Those behavioral and neurophysiological effects of the distractor were stronger
when spatial relations, as opposed to locations, were maintained in working memory.
The results of the current work also indicate that lower alpha power within-region and
between-region connectivity modulate with RT (Figures 4 and 8). However, we solely
used EEG data recorded before the distractor for the model predictions, which allows us
to predict a participant’s reaction time long before they can even answer the question at
hand. This suggests that alpha may be an indicator of attentional or working memory state
prior to the distractor, perhaps suggesting proactive processes that enable suppression of
the distractor interference with working memory maintenance.

In addition to the role of alpha power, the participant-specific linear and neural
network models created during this study suggest that additional regions and connections
can provide insight into RT variability. In particular, based on the sensitivity analysis, right
frontal gamma power was shown to have the largest impact on both the linear and neural
network model predictions. Our findings are consistent with previous work in which
proactive control of information processing and response inhibition are mediated in part by
right prefrontal cortex, in order to reduce the influence of irrelevant information [11,31–34],
including previous work specifically implicating gamma and alpha functional connectivity
between right frontal and occipitoparietal regions in this role [35].

The EEG data used in the modeling were prior to the distractor presentation, but after
the encoding of the sample stimuli into working memory. While the results emphasize the
role of right frontal gamma during this time period in predicting variability in RT, other
frequency bands and other groups of electrodes and their connectivities also appear to con-
tribute to RT as well. Activity and connectivity in the theta, alpha, beta, and gamma bands
have all previously been associated with working memory-related processes, including
information processing, maintenance, updating, and response preparation (e.g., [36–38]).
In addition to the regulation of the control of interfering information [39], alpha activity
has also been associated with the active maintenance of relevant information in working
memory [40]. Oscillations in the gamma band (30 Hz to +100 Hz) have been associated
with information processing and the integration of perceptual information [41]. The current
results add to this literature by identifying the features of the EEG activity during the delay
prior to reward-related distraction that appear to be most critical in predicting RT when
working memory is then tested after distraction.

Limitations and Future Work

A limitation of this study is the number of participants, which is sixteen. However,
the current results suggest that, in the future, the methodology could be applied to larger
datasets of different tasks or different epochs. By using such models, the contributions of
neural activity to behavior may be highlighted by providing additional information that
might not be evident using traditional analyses. Additionally, as shown in Figure 5, the
model performance of the neural network is far more sensitive to changes in epoch size
than the GLM.

One possible explanation is that, in the shorter windows, additional artifacts, such as
movement, which could remain despite our artifact removal preprocessing, may become
more prominent. However, the effects of these artifacts could be reduced in the larger
epochs due to the increased number of datapoints. For the current study, the experimental
dataset did not include accelerometer, electromyography (EMG), or electrocardiogram
(ECG) data. Therefore, further investigation into the effects the epoch size has on neural
network model performance is needed.

Finally, in the future, mathematical models, such as the ones described here, will be
instrumental in identifying new specific targets for training or neuromodulation interven-
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tions for improving performance. Models can highlight interactions between the neural
activity and the observed behavior in ways that might not be evident in typical approaches.

5. Conclusions

In this work, we developed the first participant-specific feedforward neural network
model to predict reaction time using short EEG epochs recorded during a working memory
task in the time period prior to distractor presentation and well before the test stimulus
was presented. Overall, we selected 20 EEG features that were able to predict trial-by-trial
RT for all participants. We evaluated four different epoch sizes (400 ms, 700 ms, 1400 ms
prior to distraction, and 2800 ms centered around the distraction) and determined that
the 1400 ms epoch produced the best model performance for both the neural network
(r = 0.87± 0.04) and GLM (r = 0.53± 0.08), across participants. Additionally, sensitivity
analysis was completed for both the GLM and NN models to determine which EEG features
were most important for RT prediction. We found that right frontal low gamma (35–55
Hz) was the most important EEG feature for predicting RT. Additionally, groups of EEG
features in the high beta (20–35 Hz) and low gamma (35–55 Hz) bands modulated with
RT. These results are consistent with prior research on working memory and inhibitory
control, but by using a machine learning approach, we have improved our understanding
of the specific contributions and importance of these aspects of neural activity in predicting
within- and between-subject variability in cognitive performance and reaction times.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/math10111848/s1. Figure S1: Participant 1 predictions for each
model are overlaid on top of the normalized RT. For the linear model, the shaded bounds represent
the 95% confidence intervals generated by the GLM. For the neural network model, the shaded
bounds represent one standard deviation over the 5000 iterations. Figure S2: Participant 2 predictions
for each model are overlaid on top of the normalized RT. For the linear model, the shaded bounds
represent the 95% confidence intervals generated by the GLM. For the neural network model, the
shaded bounds represent one standard deviation over the 5000 iterations. Figure S3: Participant 3
predictions for each model are overlaid on top of the normalized RT. For the linear model, the shaded
bounds represent the 95% confidence intervals generated by the GLM. For the neural network model,
the shaded bounds represent one standard deviation over the 5000 iterations. Figure S4: Participant 4
predictions for each model are overlaid on top of the normalized RT. For the linear model, the shaded
bounds represent the 95% confidence intervals generated by the GLM. For the neural network model,
the shaded bounds represent one standard deviation over the 5000 iterations. Figure S5: Participant 5
predictions for each model are overlaid on top of the normalized RT. For the linear model, the shaded
bounds represent the 95% confidence intervals generated by the GLM. For the neural network model,
the shaded bounds represent one standard deviation over the 5000 iterations. Figure S6: Participant 6
predictions for each model are overlaid on top of the normalized RT. For the linear model, the shaded
bounds represent the 95% confidence intervals generated by the GLM. For the neural network model,
the shaded bounds represent one standard deviation over the 5000 iterations. Figure S7: Participant 7
predictions for each model are overlaid on top of the normalized RT. For the linear model, the shaded
bounds represent the 95% confidence intervals generated by the GLM. For the neural network model,
the shaded bounds represent one standard deviation over the 5000 iterations. Figure S8: Participant 8
predictions for each model are overlaid on top of the normalized RT. For the linear model, the shaded
bounds represent the 95% confidence intervals generated by the GLM. For the neural network model,
the shaded bounds represent one standard deviation over the 5000 iterations. Figure S9: Participant 9
predictions for each model are overlaid on top of the normalized RT. For the linear model, the
shaded bounds represent the 95% confidence intervals generated by the GLM. For the neural network
model, the shaded bounds represent one standard deviation over the 5000 iterations. Figure S10:
Participant 10 predictions for each model are overlaid on top of the normalized RT. For the linear
model, the shaded bounds represent the 95% confidence intervals generated by the GLM. For the
neural network model, the shaded bounds represent one standard deviation over the 5000 iterations.
Figure S11: Participant 11 predictions for each model are overlaid on top of the normalized RT.
For the linear model, the shaded bounds represent the 95% confidence intervals generated by the
GLM. For the neural network model, the shaded bounds represent one standard deviation over the
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5000 iterations. Figure S12: Participant 12 predictions for each model are overlaid on top of the
normalized RT. For the linear model, the shaded bounds represent the 95% confidence intervals
generated by the GLM. For the neural network model, the shaded bounds represent one standard
deviation over the 5000 iterations. Figure S13: Participant 13 predictions for each model are overlaid
on top of the normalized RT. For the linear model, the shaded bounds represent the 95% confidence
intervals generated by the GLM. For the neural network model, the shaded bounds represent one
standard deviation over the 5000 iterations. Figure S14: Participant 14 predictions for each model
are overlaid on top of the normalized RT. For the linear model, the shaded bounds represent the
95% confidence intervals generated by the GLM. For the neural network model, the shaded bounds
represent one standard deviation over the 5000 iterations. Figure S15: Participant 15 predictions
for each model are overlaid on top of the normalized RT. For the linear model, the shaded bounds
represent the 95% confidence intervals generated by the GLM. For the neural network model, the
shaded bounds represent one standard deviation over the 5000 iterations. Figure S16: Participant
16 fitted predictions for each model are overlaid on top of the normalized RT. For the linear model,
the shaded bounds represent the 95% confidence intervals generated by the GLM. For the neural
network model, the shaded bounds represent one standard deviation over the 5000 iterations. File
S1: Statistical Comparison between the Neural Network and Linear Model Performance. File S2:
Pseudo-code for EEG feature selection algorithm.
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