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Abstract: The geometry of Hessian manifolds is a fruitful branch of physics, statistics, Kaehlerian
and affine differential geometry. The study of inequalities for statistical submanifolds in Hessian
manifolds of constant Hessian curvature was truly initiated in 2018 by Mihai, A. and Mihai, I. who
dealt with Chen-Ricci and Euler inequalities. Later on, Siddiqui, A.N., Ahmad K. and Ozel C. came
with the study of Casorati inequality for statistical submanifolds in the same ambient space by using
algebraic technique. Also, Chen, B.-Y., Mihai, A. and Mihai, I. obtained a Chen first inequality for
such submanifolds. In 2020, Mihai, A. and Mihai, I. studied the Chen inequality for δ(2, 2)-invariant.
In the development of this topic, we establish the generalized Wintgen inequality for statistical
submanifolds in Hessian manifolds of constant Hessian curvature. Some examples are also discussed
at the end.

Keywords: statistical manifold; hessian manifold; hessian sectional curvature; generalized Wint-
gen inequality

MSC: 53C21; 53C25

1. Introduction

Differential geometry is a traditional yet currently very active branch of pure math-
ematics, with notable applications in a number of areas of physics. Until recently, appli-
cations in the theory of statistics were fairly limited, but within the last few years, there
has been intensive interest in the subject. For this reason, the geometric study of statistical
submanifolds is new and has many research problems. For geometers, it would be natural
to try to build the classical submanifold theory in statistical manifolds.

A statistical manifold becomes a Riemannian manifold by considering each point
as a probability distribution. This manifold gives a setting for the field of information
geometry and the Fisher information metric gives a metric on this manifold. The aim of
information geometry is to use tools from Riemannian geometry to take out information
from the underlying statistical model. For instance, if we take the family of all normal
distributions as a parametric space of dimension 2 with two parameters (the expected
value and the variance), which is also equipped with the Riemannian metric given by the
Fisher information matrix. Thus, it can be treated as a statistical manifold with a geometry
modeled on hyperbolic 2-space H2. The idea has fortunately been applied in numerous
areas, including statistical inference and manifold learning. The first and second authors
have discussed physical motivation of the concept of statistical manifolds in [1].

In 1985, Amari, S. [2] has developed and defined statistical manifolds as follows: a
Riemannian manifold (N, g) with a Riemannian metric g is a statistical manifold if it has a

Mathematics 2022, 10, 1727. https://doi.org/10.3390/math10101727 https://www.mdpi.com/journal/mathematics

https://doi.org/10.3390/math10101727
https://doi.org/10.3390/math10101727
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com
https://orcid.org/0000-0003-3895-7548
https://doi.org/10.3390/math10101727
https://www.mdpi.com/journal/mathematics
https://www.mdpi.com/article/10.3390/math10101727?type=check_update&version=2


Mathematics 2022, 10, 1727 2 of 10

pair of torsion-free affine connections ∇, ∇∗ (called dual connections on N) and satisfying
the following condition:

Gg(E, F) = g(∇GE, F) + g(E,∇∗GF),

for any E, F, G ∈ Γ(TN). It is usually denoted by (N,∇,∇∗, g). In addition, (∇∗)∗ = ∇
holds. It is noted that (N,∇, g) is a statistical structure, and so is (N,∇∗, g).

An affine manifold (N,∇, g) with a flat affine connection ∇ and a Hessian metric
g is called a Hessian manifold if a pair (∇, g) on N satisfies the Codazzi equation given
below [3–5]:

(∇Eg)(F, G) = (∇Fg)(E, G),

for any E, F, G ∈ Γ(TN).
Next, suppose a difference in the tensor field K = ∇−∇0

on a Hessian manifold
(N,∇). Then, the Hessian curvature tensor Q with respect to ∇ is the tensor field of type
(1, 3) and is defined by [3–5]:

Q(E, F) = [KE, KF],

for any E, F ∈ Γ(TN). Here, the Lie bracket [, ] of two vector fields is an operator that is
assigned to any two vector fields on a smooth manifold and gives a third vector field.

Moreover, we denote the Riemannian curvature tensor with respect to the Levi–Civita
connection∇0

and the dual affine connections∇ and∇∗ on N by S0, S, and S∗, respectively.
Therefore, we have the following relation:

S(E, F) + S∗(E, F) = 2S0
(E, F) + 2Q(E, F). (1)

A Hessian sectional curvature K with respect to the Hessian curvature tensor Q on a
Hessian manifold is defined as follows: Let P be a plane in Tx N, x ∈ N. We suppose that
{E, F} is an orthonormal basis of P and expresses the following:

K(E ∧ F) = g(Q(E, F)F, E)

=
1
2
[
g(S(E, F)F, E) + g(S∗(E, F)F, E)

]
− g(S0

(E, F)F, E).

It is important to note that the number K(E ∧ F) is free from the choice of an orthonor-
mal basis.

A Hessian manifold (N,∇, g) is said to be of constant Hessian sectional curvature c if
and only if [3–5]:

Q(E, F, G, H) =
c
2

[
g(E, F)g(G, H) + g(E, H)g(F, G)

]
, (2)

for any E, F, G, H ∈ Γ(TN).
A Euclidean space (Rn,∇, g) with a standard connection is a Hessian manifold of

constant Hessian sectional curvature c = 0.
On a statistical manifold, Opozda, B. [6,7] gave the definition of a sectional curvature

with respect to the dual affine connections as they are not metric in general, and thus it
is not possible to define a sectional curvature with respect to them by using the standard
definition from Riemannian geometry.

P. Wintgen [8] proposed a nice relationship between the Gauss curvature, the normal
curvature, and the squared mean curvature of any surface N in a four-dimensional Eu-
clidean space E4, and also discussed the necessary and sufficient conditions under which
the equality case holds. I.V. Guadalupe and L. Rodriguez extended Wintgen’s inequality to
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a surface of arbitrary codimension in a real space form Rm+2(c), m ≥ 2. After that, B.-Y.
Chen extended this inequality to surfaces in a four-dimensional pseudo-Euclidean space
E4

2 with a neutral metric.
In [9], P.J. DeSmet, F. Dillen, L. Verstraelen, and L. Vrancken found the following DDVV

conjecture (called the generalized Wintgen inequality) for the isometric immersion of an
m-dimensional Riemannian manifold N in a real space form R(c) of constant curvature c,
at each point x ∈ N:

ρnor ≤ ||H||2 − ρ⊥ + c,

where ρnor denotes the normalized scalar curvature of N, ρ⊥ denotes the normalized normal
scalar curvature of N, andH is the mean curvature vector of N. Additionally, in [9], they
conjectured this inequality for a submanifold with a codimension of 2 in a real space form
Rm+2(c). The solution of this conjecture was independently proven by Z. Lu [10] and by
J. Ge and Z. Tang [11] for a general case. Since then, many remarkable articles have been
published, and several inequalities of this type have been obtained for other classes of
submanifolds in several ambient spaces (see [12–23]).

The purpose of this article consists in an attempt to clarify the use of Riemannian
manifolds in statistical theory. Should the readers have great interest in submanifold theory,
they can reexamine the theorems of their choice in the statistical submanifolds setting.
However, we would like to point out here that the study on the properties of statistical
submanifolds should not be derived directly by performing simple modifications to the
classical setting. Thus, in this sense, the present paper would be helpful for beginners in
the study of statistical submanifold theory. In this paper, by using scalar and squared mean
curvatures, and through the generalization of Riemannian connections, that is, via dual
connections, we would like to perform research in the statistical immersion of statistical
manifolds in a Hessain manifold of constant hessian curvature c. For this reason, we would
extend the generalized Wintgen inequality to statistical submanifolds in the same ambient
space. Therefore, we believe that current theories are very attractive and interesting for
researchers in both Mathematics and Statistics.

2. Preliminaries

Let N be a submanifold in a statistical manifold
(

N,∇, g
)
. Then,

(
N,∇, g

)
is also

a statistical manifold with the induced statistical structure (∇, g) on N from (∇, g), and(
N,∇, g

)
becomes a statistical submanifold in

(
N,∇, g

)
. Furthermore, we call

(
N,∇∗, g

)
a

statistical submanifold in
(

N,∇∗, g
)
.

In the statistical setting, the Gauss and Weingarten formulae are respectively given be-
low [24]:

∇EF = ∇EF + h(E, F), ∇∗EF = ∇∗EF + h∗(E, F),

∇Eξ = −Aξ(E) +∇⊥E ξ, ∇∗Eξ = −A∗ξ (E) +∇⊥∗E ξ,

}
(3)

for any E, F ∈ Γ(TN) and ξ ∈ Γ(T⊥N). The symmetric and bi-linear imbedding curvature
tensor of N in N in relation to∇ and∇∗ are respectively indicated by h and h∗. The relation
between h (respectively, h∗) and A∗ξ (respectively, Aξ) is given by [24]:

g(h(E, F), ξ) = g(A∗ξ E, F),

g(h∗(E, F), ξ) = g(Aξ E, F),

}
(4)

for any E, F ∈ Γ(TN) and ξ ∈ Γ(T⊥N).
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Next, we assume that S and S∗ are the Riemannian curvature tensors with respect to
∇ and ∇∗, respectively. Then, the corresponding Gauss equations in relation to ∇ and ∇∗

are respectively given by the following:

g(S(E, F)G, H) = g(S(E, F)G, H) + g(h(E, G), h∗(F, H))

−g(h∗(E, H), h(F, G)), (5)

g(S∗(E, F)G, H) = g(S∗(E, F)G, H) + g(h∗(E, G), h(F, H))

−g(h(E, H), h∗(F, G)), (6)

for any E, F, G, H ∈ Γ(TN).
The Ricci equations for ∇⊥ and ∇⊥∗ are respectively given below [24]:

g(S⊥(E, F)ξ, η) = g(S(E, F)ξ, η) + g([A∗ξ , Aη ]E, F), (7)

g(S⊥∗(E, F)ξ, η) = g(S∗(E, F)ξ, η) + g([Aξ , A∗η ]E, F), (8)

for any E, F ∈ Γ(TN) and ξ, η ∈ Γ(T⊥N). Here, S⊥ and S⊥∗ are the normal curvature
tensors for ∇⊥ and ∇⊥∗ on T⊥N, respectively.

3. Generalized Wintgen Inequality

In this section, we obtain the generalized Wintgen inequality for statistical submani-
folds in Hessian manifolds of constant Hessian curvature c. Before proceeding, we first give
the following propositions and lemmas, which are useful in obtaining the said inequality.

Consider a statistical submanifold N of dimension m in an n-dimensional Hessian
manifold N. We take a local orthonormal tangent frame {e1, . . . , em} of Tx N and a local
orthonormal normal frame {ξ1, . . . , ξn} of T⊥x N in N, x ∈ N. Then, the mean curvature
vectorsH,H∗ andH0 of N in N for ∇, ∇∗, and ∇0

are respectively defined as follows:

H =
1
m

r

∑
i=1

h(ei, ei) =
1
m

m

∑
i=1

hii,

H∗ =
1
m

r

∑
i=1

h∗(ei, ei) =
1
m

m

∑
i=1

h∗ii,

H0 =
1
m

r

∑
i=1

h0(ei, ei) =
1
m

m

∑
i=1

h0
ii,

In addition, we set ha
ij = g(h(ei, ej), ea), i, j ∈ {1, . . . , m}, a ∈ {1, . . . , n}, and

||h||2 = ∑m
i,j=1 g(h(ei, ej), h(ei, ej)). Similarly, we have the same notations for h∗ and the

second fundamental form h0 with respect to the Levi–Civita connection.
The Casorati curvature C0 for the Levi–Civita connection of N is defined by the

following equation:

C0 =
1
m
||h0||2. (9)
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The normalized scalar curvature ρnor of N with respect to the Hessian curvature tensor
Q is given by the following:

ρnor =
2

m(m− 1) ∑
1≤i<j≤m

K(ei ∧ ej)

=
1

m(m− 1) ∑
1≤i<j≤m

[
g(S(ei, ej)ej, ei) + g(S∗(ei, ej)ej, ei) (10)

−2g(S0(ej, ei)ej, ei)

]
.

The normalized normal scalar curvature of N with respect to the Hessian curvature
tensor Q is given by the following:

ρ⊥ =
1

m(m− 1)

{
∑

1≤a<b≤n
∑

1≤i<j≤m

[
g(S⊥(ei, ej)ξa, ξb) + g(S⊥∗(ei, ej)ξa, ξb)

]2}1/2

=
1

m(m− 1)

{
∑

1≤a<b≤n
∑

1≤i<j≤m

[
g(S(ei, ej)ξa, ξb) + g([A∗ξa

, Aξb ]ei, ej)

+g(S∗(ei, ej)ξa, ξb) + g([Aξa , A∗ξb
]ei, ej)

]2}1/2

.

It is easy to find the following equation:

ρ⊥ =
1

m(m− 1)

{
∑

1≤a<b≤n
∑

1≤i<j≤m

[
g([A∗ξa

, Aξb ]ei, ej)

+g([Aξa , A∗ξb
]ei, ej)

]2}1/2

. (11)

In order to prove the main theorem of this section, we need the following useful results:

Lemma 1. Let (N(c),∇, g) be an n-dimensional Hessian manifold of constant Hessian curvature
c, and (N,∇, g) be an m-dimensional statistical submanifold in N(c). Then, the normalized scalar
curvature of N with respect to the Hessian curvature tensor Q is given by the following equation:

ρnor =
1

m(m− 1)

m

∑
a=1

∑
1≤i<j≤m

[
2ha

ijh
∗a
ij − h∗aii ha

jj − ha
iih
∗a
jj

]
− m

m− 1
||H0||2 + 1

m(m− 1)
||h0||2 + c

4
, (12)

Proof. From (5), (6), and (10), we derive the following:

ρnor =
1

m(m− 1) ∑
1≤i<j≤m

[
g(S(ei, ej)ej, ei) + g(S∗(ei, ej)ej, ei)− 2g(S0(ei, ej)ej, ei)

]

=
1

m(m− 1) ∑
1≤i<j≤m

[
g(h(ei, ei), h∗(ej, ej))− g(h∗(ei, ej), h(ei, ej))

+g(h∗(ei, ei), h(ej, ej))− g(h(ei, ej), h∗(ei, ej))

]
− ρ0

nor,

which can be rewritten as follows:

ρnor + ρ0
nor =

1
m(m− 1)

m

∑
a=1

∑
1≤i<j≤m

[
2ha

ijh
∗a
ij − h∗aii ha

jj − ha
iih
∗a
jj

]
(13)
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We denote by ρ0
nor the normalized scalar curvature of the Levi–Civita connection ∇0

on N.

ρ0
nor =

1
m(m− 1)

[
m2||H0||2 − ||h0||2 −m(m− 1)

c
4

]
. (14)

Thus, by combining (13) and (14), we arrive at our desired result (12).

In light of (11), it is easy to prove the following result:

Lemma 2. Let (N(c),∇, g) be an n-dimensional Hessian manifold of constant Hessian curvature
c, and (N,∇, g) be an m-dimensional statistical submanifold in N(c). Then, the normalized normal
scalar curvature of N with respect to the Hessian curvature tensor Q is given by the following:

ρ⊥ =
1

m(m− 1)

{
∑

1≤a<b≤n
∑

1≤i<j≤m

[ m

∑
k=1

(hb
ikh∗ajk − h∗aik hb

jk

+h∗bik ha
jk − ha

ikh∗bjk )

]2}1/2

.

Furthermore, we use the algebraic inequality (a+ b+ c)2 ≤ 3(a2 + b2 + c2), a, b, c ∈ R
and Lemma 2 to prove the following proposition:

Proposition 1. Let (N(c),∇, g) be an n-dimensional Hessian manifold of constant Hessian
curvature c, and (N,∇, g) be an m-dimensional statistical submanifold in N(c). Then we have
the following:

ρ⊥ ≤ 3
2
[||H||2 + ||H∗||2] + 24||H0||2 − 3

m(m− 1)

n

∑
a=1

∑
1≤i<j≤m

[
20h0a

ii h0a
jj

−h∗aii ha
jj − ha

iih
∗a
jj − 20(h0a

ij )
2 + 2ha

ijh
∗a
ij

]
.

Proof. By following the same steps adopted in [25], one can easily obtain the desired
inequality.

In [26], M.E. Aydin and I. Mihai discussed the Wintgen inequality for a statistical
surface in a four-dimensional Hessian statistical manifold of Hessian curvature 0, given by:

Gc + |G⊥|+ 2G0 ≤ 1
2
(||H||2 + ||H∗||2),

where Gc, G⊥, and G0 are the Gauss curvature, the normal curvature, and the Gauss
curvature with respect to the Levi–Civita connection, respectively. Now, we give the
following conjecture for the Wintgen inequality on a statistical submanifold in a Hessian
manifold of constant Hessian curvature c:

Theorem 1. Let (N(c),∇, g) be an n-dimensional Hessian manifold of constant Hessian curva-
ture c, and (N,∇, g) be an m-dimensional statistical submanifold in N(c). Then we have the
following equation:

ρ⊥ ≤ 3ρnor − 30[ρ0
nor + ρ0

nor]−
3c
4

+
3
2
[||H||2 + ||H∗||2] +

(
27m− 24

m− 1

)
||H0||2. (15)
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Proof. By using Lemma 1 and Proposition 1, we derive the following:

ρ⊥ ≤ 3
2
[||H||2 + ||H∗||2] +

(
27m− 24

m− 1

)
||H0||2 + 3ρnor

− 3
m(m− 1)

||h0||2 − 3c
4
− 60

m(m− 1)

n

∑
a=1

∑
1≤i<j≤m

[
h0a

ii h0a
jj (16)

−(h0a
ij )

2
]

.

The normalized scalar curvature ρ0
nor of the Levi–Civita connection ∇0

on N is
as follows:

ρ0
nor =

2
m(m− 1) ∑

1≤i<j≤m
g(S0

(ei, ej)ej, ei),

then, in using the Gauss equation for the Levi–Civita connection, we get the follow-
ing equation:

ρ0
nor + ρ0

nor =
2

m(m− 1)

n

∑
a=1

∑
1≤i<j≤m

[
h0a

ii h0a
jj − (h0a

ij )
2
]

. (17)

In view of (16) and (17), we have the following:

ρ⊥ ≤ 3
2
[||H||2 + ||H∗||2] +

(
27m− 24

m− 1

)
||H0||2 + 3ρnor

− 3
m(m− 1)

||h0||2 − 3c
4
− 30[ρ0

nor + ρ0
nor]. (18)

Thus, we get our desired inequality (15).

Remark 1. Shima, H. [5] noticed that a Hessian manifold of constant Hessian sectional curvature
c is a statistical manifold of constant curvature zero and also a Riemannian space form of constant
sectional curvature −c/4 with respect to the Levi–Civita connection. Thus, our main Theorem 1
can also be stated for such ambient spaces.

Let us take a minimal submanifold N for the Levi–Civita connection, which gives
H+H∗ = 0 because ofH0 = 0; thus, we have the relation 1

2 [||H||2 + ||H∗||2] = −g(H,H∗).
Then, Theorem 1 implies the following:

Corollary 1. Let (N(c),∇, g) be an n-dimensional Hessian manifold of constant Hessian curva-
ture c, and (N,∇, g) be a minimal m-dimensional statistical submanifold in N(c). Then we have
the following:

ρ⊥ ≤ 3[ρnor − 10(ρ0
nor + ρ0

nor)−
c
4
− g(H,H∗)].

The following is the generalized Wintgen inequality for a statistical submanifold in
a Hessian manifold of constant Hessian curvature c by taking into account the Casorati
curvature C0 for the Levi–Civita connection on N:

Theorem 2. Let (N(c),∇, g) be an n-dimensional Hessian manifold of constant Hessian curvature
c, and (N,∇, g) be an m-dimensional statistical submanifold in N(c). Then we have the following:
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ρ⊥ ≤ 3ρnor − 30[ρ0
nor + ρ0

nor]−
3c
4
− 3

m− 1
C0

+
3
2
[||H||2 + ||H∗||2] +

(
27m− 24

m− 1

)
||H0||2. (19)

Proof. On using (9) and (18), one can easily get (19).

4. Some Related Examples

A statistical submanifold N is said to be minimal if H = H∗ = 0. Hence, we give
a new example for a minimal statistical submanifold in a Hessian manifold of constant
Hessian curvature c, which can be written as follows:

Example 1. Let (H3 = {(x, y, z) ∈ R3|z > 0}, g = (dx)2+(dy)2+(dz)2

z2 ) be the upper half space of
constant sectional curvature −1 [26]. We set orthonormal basis on H3 as

e1 = z∂x, e2 = z∂y, e3 = z∂z

with respect to g. Then, an affine connection ∇ on H3 is defined as [26]:

1
2
∇e1 e1 =

1
2
∇e2 e2 = ∇e3 e3 = e3, ∇ei ej = 0,

for i, j = 1, 2, 3. Hence, (H3,∇, g) is a Hessian manifold of constant Hessian curvature 4.
Now, we consider the statistical immersion F : N2 → H3 as follows:

F(s, t) = (as, bs, st), a, b ∈ R.

Then, we have the following:

Fs =
a
st

e1 +
b
st

e2 +
1
s

e3, Ft =
1
t

e3.

Thus, we compute the unit normal vector ξ of N2 in H3 as follows:

ξ =
1

||Fs × Ft||

(
b

st2 e1 −
a

st2 e2

)
, (20)

and we also calculate as follows:

∇Fs Fs =

(
2(a2 + b2)

s2t2 +
1
s2

)
e3,

∇Fs Ft =
1
st

e3,

∇Ft Ft =
1
t2 e3.


(21)

By using (20) and (21), we observe that N2 is a minimal (H = H∗ = 0) statistical surface in
H3. Hence, N2 is minimal with respect to the Levi–Civita connection as well.

Example 2. We recall the upper-half space of the constant sectional curvature−k (Hn = {(x1, x2, . . . ,

xn) ∈ Rn|xn > 0}, g), where g = (dx1)
2+(dx2)

2+···+(dxn)2

kx2
n

and k > 0. Define K ∈ Γ(THn) by [27]:

K(∂i, ∂j) =
δij

xn
∂n, K(∂i, ∂n) =

1
xn

∂i, K(∂n, ∂n) =
2
xn

∂n,

where ∂i =
∂

∂xi
for i, j = {1, . . . , n− 1}. Then, (Hn,∇ = K +∇0

, g) is a Hessian manifold of
constant Hessian curvature 4k.
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Next, we suppose that Nm = Hm is a statistical submanifold of Hn, with 0 < m < n. Then,
Nm is a totally geodesic submanifold of Hn with respect to the Levi–Civita connection.

5. Discussion

The curvature invariants are the main Riemannian invariants and the most natural
ones. They also play an important role in physics. The most studied curvature invariants are
the sectional, scalar, and Ricci curvatures. In submanifold theory, one fascinating problem
is to find the relation between intrinsic invariants and extrinsic invariants (in particular,
the squared mean curvature) of any submanifold. In this article, we used the normalized
scalar, the normalized normal scalar, and the squared mean curvatures to establish the
DDVV conjecture for the statistical immersion of an m-dimensional statistical manifold in a
Hessian manifold of constant Hessian curvature c. The main Theorems 1 and 2 can be easily
derived by the algebraic result of the following for the symmetric and trace-free operators
in [10]: Let N be an n-dimensional Riemannian submanifold of an (n + m)-dimensional
Riemannian space form N(c). For every set {B1, . . . , Bm} of symmetric (m×m)-matrices
with a trace of zero, the following inequality holds:

m

∑
r,s=1
||Br, Bs||2 ≤

( m

∑
r=1
||Br||2

)2

.

Finally, we provided new examples for a minimal statistical submanifold in a Hessian
manifold of constant Hessian curvature c. Therefore, in the development of this topic, a lot
of similar relationships for different kinds of invariants (of similar nature) for statistical
submanifolds in Hessian manifolds of constant Hessian curvature can be discussed.
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8. Wintgen, P. Sur l′inégalité de Chen-Willmore. C.R. Acad. Sci. Paris 1979, 288, 993–995.
9. DeSmet, P.J.; Dillen, F.; Verstraelen, L.; Vrancken, L. A pointwise inequality in submanifold theory. Arch. Math. (Brno) 1999, 35,

115–128.
10. Lu, Z. Normal scalar curvature conjecture and its applications. J. Funct. Anal. 2011, 261, 1284–1308. [CrossRef]
11. Ge, J.; Tang, Z. A proof of the DDVV conjecture and its equality case. Pac. J. Math. 2008, 237, 87–95. [CrossRef]

http://doi.org/10.3390/math10020176
http://dx.doi.org/10.1016/j.difgeo.2011.04.012
http://dx.doi.org/10.2969/jmsj/04740735
http://dx.doi.org/10.1007/s10455-015-9475-z
http://dx.doi.org/10.1016/j.laa.2016.02.021
http://dx.doi.org/10.1016/j.jfa.2011.05.002
http://dx.doi.org/10.2140/pjm.2008.237.87


Mathematics 2022, 10, 1727 10 of 10

12. Mihai, A.; Mihai, I. Curvature Invariants for Statistical Submanifolds of Hessian Manifolds of Constant Hessian Curvature.
Mathematics 2018, 44, 44. [CrossRef]

13. Mihai, A.; Mihai, I. The δ(2, 2)-Invariant on Statistical Submanifolds in Hessian Manifolds of Constant Hessian Curvature. Entropy
2020, 22, 16. [CrossRef] [PubMed]

14. Siddiqui, A.N.; Ahmad, K.; Ozel, C. Inequalities for Statistical Submanifolds in Hessian Manifolds of Constant Hessian Curvature.
In Geometric Science of Information; Nielsen, F., Barbaresco, F., Eds.; Lecture Notes in Computer Science; Springer: Cham,
Switzerland, 2019; Volume 11712.

15. Chen, B.-Y.; Mihai, A.; Mihai, I. A Chen First Inequality for Statistical Submanifolds in Hessian Manifolds of Constant Hessian
Curvature. Results Math. 2019, 74, 165. [CrossRef]

16. Siddiqui, A.N.; Shahid, M.H. On totally real statistical submanifolds. Filomat 2018, 32, 11. [CrossRef]
17. Chen, B.-Y. Recent Developments in Wintgen Inequality and Wintgen Ideal Submanifolds. Inter. Elec. J. Geom. 2021, 14, 6–45.

[CrossRef]
18. Mihai, I. On the generalized Wintgen inequality for Lagrangian submanifolds in complex space forms. Nonlinear Anal. 2014, 95,

714–720. [CrossRef]
19. Mihai, I. On the generalized Wintgen inequality for submanifolds in Sasakian space forms. In Riemannian Geometry and Applications;

Editura University: Bucharest, Romania, 2014; pp. 153–158.
20. Mihai, I. On the generalized Wintgen inequality for submanifolds in complex and Sasakian space forms. In Recent Advances in

the Geometry of Submanifolds-Dedicated to the Memory of Franki Dillen (1963–2013); Contemporary Mathematics Series; American
Mathematical Society: Providence, RI, USA, 2016; Volume 674, pp. 111–126.

21. Mihai, I. On the generalized Wintgen inequality for Legendrian submanifolds in Sasakian space forms. Tohoku Math. J. 2017, 69,
43–53. [CrossRef]

22. Murathan, C.; Sahin, B. A study of Wintgen like inequality for submanifolds in statistical warped product manifolds. J. Geom.
2018, 109, 30. [CrossRef]

23. Siddiqui, A.N.; Shahid, M.H.; Lee, J.W. On Ricci curvature of submanifolds in statistical manifolds of constant (quasi-constant)
curvature. AIMS Math. 2020, 5, 3495–3509. [CrossRef]

24. Vos, P.W. Fundamental equations for statistical submanifolds with applications to the Bartlett correction. Ann. Inst. Stat. Math.
1989, 41, 429–450. [CrossRef]

25. Aydin, M.E.; Mihai, A.; Mihai, I. Generalized Wintgen inequality for statistical submanifolds in statistical manifolds of constant
curvature. Bull. Math. Sci. 2017, 7, 155–166. [CrossRef]

26. Aydin, M.E.; Mihai, I. Wintgen Inequality for Statistical Surfaces. Math. Ineq. App. 2019, 22, 123–132. [CrossRef]
27. Satoh, N.; Furuhata, H.; Hasegawa, I.; Nakane, T.; Okuyama, Y.; Sato, K.; Shahid, M.H.; Siddiqui, A.N. Statistical submanifolds

from a viewpoint of the Euler inequality. Inf. Geom. 2020, 4, 189–213. [CrossRef]

http://dx.doi.org/10.3390/math6030044
http://dx.doi.org/10.3390/e22020164
http://www.ncbi.nlm.nih.gov/pubmed/33285939
http://dx.doi.org/10.1007/s00025-019-1091-y
http://dx.doi.org/10.2298/FIL1813473S
http://dx.doi.org/10.36890/iejg.838446
http://dx.doi.org/10.1016/j.na.2013.10.009
http://dx.doi.org/10.2748/tmj/1493172127
http://dx.doi.org/10.1007/s00022-018-0436-0
http://dx.doi.org/10.3934/math.2020227
http://dx.doi.org/10.1007/BF00050660
http://dx.doi.org/10.1007/s13373-016-0086-1
http://dx.doi.org/10.7153/mia-2019-22-09
http://dx.doi.org/10.1007/s41884-020-00032-4

	Introduction
	Preliminaries
	Generalized Wintgen Inequality
	Some Related Examples
	Discussion
	References

