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Abstract: A vertex subset D of G is a dominating set if every vertex in V(G) \ D is adjacent to a vertex
in D. A dominating set D is independent if G[D], the subgraph of G induced by D, contains no edge.
The domination number (G) of a graph G is the minimum cardinality of a dominating set of G,
and the independent domination number i(G) of G is the minimum cardinality of an independent
dominating set of G. A classical work related to the relationship between y(G) and i(G) of a graph
G was established in 1978 by Allan and Laskar. They proved that every K; 3-free graph G satisfies
7(G) = i(H). Hexagonal systems (2 connected planar graphs whose interior faces are all hexagons)
have been extensively studied as they are used to present bezenoid hydrocarbon structures which
play an important role in organic chemistry. The domination numbers of hexagonal systems have
been studied continuously since 2018 when Hutchinson et al. posted conjectures, generated from
a computer program called Conjecturing, related to the domination numbers of hexagonal systems.
Very recently in 2021, Bermudo et al. answered all of these conjectures. In this paper, we extend
these studies by considering the relationship between the domination number and the independent
domination number of hexagonal systems. Although every hexagonal system H with at least two
hexagons contains Kj 3 as an induced subgraph, we find many classes of hexagonal systems whose
domination number is equal to an independent domination number. However, we establish the
existence of a hexagonal system H such that y(H) < i(H) with the prescribed number of hexagons.

Keywords: domination; independent domination; hexagonal systems

1. Motivation

Let G = (V(G), E(G)) be a graph with the vertex set V(G) and edge set E(G). For two
vertices u,v € V(G), the distance between u and v is the length of a shortest path from
u to v. The open neighborhood N(v) of a vertex v in G is the set {u € V(G) | uv € E(G)}.
The degree of a vertex v is |N(v)|. A star Ky i is obtained from k + 1 vertices by joining one
vertex to all the other k vertices. For a set A C V(G), the subgraph of G induced by A is
denoted by G[A]. For a family F of graphs, a graph G is F-free if G does not contain F as
an induced subgraph for any F € F.

Aset D C V(G) is a dominating set of a graph G if every vertex vin V(G) \ D is adjacent
to a vertex in D. The domination number of G is the minimum cardinality of a dominating
set of G and is denoted by y(G). If D is a dominating set of G, then we write D > G.
A dominating set [ is independent if G[I] contains no edge. The independent domination
number of G is the minimum cardinality of an independent dominating set of G and is
denoted by i(G). A set D C V(G) is packing of G if N[u] N N[v] = @ for any two distinct
vertices u,v € D. The packing number of G is the maximum cardinality of a packing in G
and is denoted by p(G). Furthermore, a set D C V(G) is a packing-independent dominating
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set of G if D is both the packing and independent dominating set of G. It is well-known
that for any graph G:

p(G) < 7(G) <i(G).

Thus, if D is a packing-independent dominating set of G, then |D| = p(G) = i(G). As p(G)
is not always equal to i(G) for any graph G, the packing-independent dominating set of
G does not always exist either. However, if G has a packing-independent dominating
set, then:

A hexagonal system H is a finite 2-connected plane graph whose interior faces of H are
all mutually congruent regular hexagons. Two hexagons (faces) of H are adjacent if they
share a common edge. Hence, the exterior face of H is its perimeter which consists of sides
of hexagons that are not sharing. Observe that every vertex of H has a degree of 2 or
3. An internal vertex of H is a vertex which does not lie on the exterior face. In Figure 1,
the hexagon h is adjacent to the hexagon hy, but h; is not adjacent to the hexagon h3.
Furthermore, x1 and x; are the only two internal vertices of this hexagonal system. As we
know that every edge of a graph always has two end vertices, to simplify all our figures
from now, we may draw all the figures with edges (line segments) only. Two edges are
incidents of the two corresponding line segments’ ends at the same corner of a hexagon.
All the circular vertices in our figures are used to present the vertices in a dominating set or
a packing instead.

Figure 1. An example of a hexagonal system.

A hexagonal system is catacondensed if it does not possess any internal vertex, oth-
erwise, the hexagonal system is called pericondensed. Thus, every hexagon of a catacon-
densed hexagonal system is adjacent to at most three hexagons while every hexagon of
a pericondensed hexagonal system is adjacent to at most six hexagons. A hexagon h of
a catacondensed hexagonal system is branching if h is adjacent to three hexagons. More
examples of catacondensed and pericondensed hexagonal systems are given in Section 2.

Over the past few decades, benzenoid hydrocarbon CyHj have caught attentions of
both experimental and theoretical chemists as it has large scale in industrial applications.
This is the reason why structural properties of benzenoid species have been extensively
investigated. Interestingly, all structures of bezenoid hydrocarbons can be illustrated by
graphs. We ignore hydrogen atoms while each carbon atom is corresponding to a vertex.
Two vertices are adjacent if the two atoms are bonded. Since all fused rings of bezenoid
hydrocarbon are hexagon-like shapes, all the structures of these compounds are presented
by hexagonal systems. The domination numbers of hexagonal systems have been studied
continuously since 2018 when Hutchinson et al. [1] developed computer program called
Conjecturing from Fajtlowics’s dalmation heuristic to generate conjectures related to the
domination numbers of hexagonal systems. The authors in [1] have finished proving
some of their own conjectures obtaining from the program and posted some that they
could not. Very recently in 2021, Bermudo et al. [2] answered all of these conjectures.
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Bermudo et al. [2,3] further proved some more results related with domination numbers of
hexagonal systems as detailed in the following theorems:

Theorem 1 ([2]). Let H be a catacondensed hexagonal system containing n hexagons, a3 of which
are branching. If any two branching hexagons of H are not adjacent, then:

n+1+[%] < vy(H).

Proposition 1 ([3]). If H is a zigzag hexagonal system (the definition of this graph will be given in
Section 2) containing n hexagons, then:

y(H) =n+ "] +1

For more works in the literature that investigate the domination numbers of chemical
graphs, see [4,5] for example. For a paper that investigated the connection between the
domination number and RNA structures, see [6].

The study of domination and independent domination numbers of a graph was started
in 1978 by Allan and Laskar [7], which found the equality of these parameters when the
graphs do not contain K 3 as an induced subgraph. This motivated Topp and Volkmann [8]
to characterize the family F of 16 forbidden graphs for a graph G to satisfy the equation
7(G) = i(G), one of which is illustrated by Figure 2.

Figure 2. The graph F;.

That is, Topp and Volkmann [8] proved the following;:
Theorem 2. Ifa graph G is F-free, then v(G) = i(G).

Clearly, every hexagonal system H that has more than one hexagon contains K 3 and
Fy as induced subgraphs. Hence, by the results from Allan and Laskar [7] and from Topp
and Volkmann [8] in Theorem 2, we have that i(H) and (G) need not be the same value.
Thus, the question that is arisen is:

Question 1. Which classes of hexagonal systems H satisfy y(H) = i(H)?

In this paper, in spite of all hexagonal systems having at least two hexagons contain
Kj 3 and F; as induced subgraphs, we show that there are many classes of hexagonal systems
whose domination number is equal to the independent domination number. However, we
prove that for any n > 8, there exists a hexagonal system H with n hexagons such that
v(H) < i(H). For more studies on domination and independent domination numbers of a
graph, see [9-11] for example.

This paper is organized as follows. In Section 2, we provide definitions of many
classes of catacondensed and pericondensed hexagonal systems, which we will establish
domination and independent domination numbers of these graphs. In Section 3, we state
all the main results in this paper, where the proofs are given in Section 4. We finish this
paper with some conjectures in Section 5.

2. Catacondensed and Pericondensed Hexagonal Systems
2.1. Catacondensed Hexagonal Systems

In a catacondensed hexagonal system H, if a hexagon h is adjacent to three hexagons,
then / is called a branching hexagon of H. The number of branching hexagons of H is
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denoted by a3. An edge e is ey if both end vertices of e have a degree of two. The dual
tree DT(H) of H is the tree whose vertices are the hexagons of H and two vertices , I’ of
DT(H) are adjacent if and only if the two corresponding hexagons h, /' of H are adjacent.
Furthermore, H is said to be a chain if it has no branching hexagon (every hexagon is
adjacent to at most two hexagons). A hexagon / is a leaf if h is adjacent to exactly one
hexagon. In Figure 3, a catacondensed hexagonal system H has h; as a leaf and has h; as a
branching hexagon. The dual tree DT(H) is illustrated on the right.

[

Figure 3. A catacondensed hexagonal system H and its dual DT (H).

Clearly, a hexagonal chain has exactly two leaves. Thus, in a hexagonal chain containing
n hexagons hy, ..., h,, renaming all the hexagons if necessary, we may let /1; and h;, be the
two leaves while the hexagon F; is adjacent to the hexagons #;_1 and h; ;1 for2 <i <n —1.
Since a hexagonal chain C has no branching hexagon, its dual tree becomes the dual path
DP(C), whose vertices are hy, ..., h, such that hy, h, are the two vertices of degree one while
the vertex h; is adjacent to only the vertices h;_; and h; 1 for 2 <i < n — 1. Note that we
may construct the dual path DP(C) by adding a vertex h; to the middle of hexagon #; of C.
Then, we join vertices h;, h; 11 by drawing an edge (of the path) crossing the common edge
of hexagons #;, h; 1. The following definitions are defined when we move along the dual
path from hy to h,,. A hexagon h is linear (L) if (i) h is either hy or hy, or (ii) the two vertices
of degree two of h are on the different sides of the dual path DP(C). A hexagon  is left
angular (LA) if the two vertices of degree two of & are both on the right hand side of DP(C)
while £ is right angular (RA) if the two vertices of degree two of /i are both on the left hand
side of DP(C). Therefore, every hexagonal chain can be encoded by a sequence of L, LA
and RA. Figure 4 illustrates a hexagonal chainC =L —~ LA -~ RA —~LA - RA - L.

il

Figure 4. The dual path (left) and the code (right) of a hexagonal chain C.

A hexagonal chain C is linear if all hexagons of C are linear. ThatisC =L —L—---— L.
A hexagonal chain C is zigzagif C =L —-LA—-RA—-LA—-RA—---—LorC=L—-RA -
LA—RA—-LA---— L. Ahexagonal chain C is relaxed zigzagif C = L—LA—-L—RA—-L—
+++—LA-L-RA—-LorC=L—-LA-L-RA-L—----—RA—-L—-LA—-L. Figure5
illustrates a zigzag L — RA — LA — RA — LA — L (top left), a zigzag L - RA - LA —RA - L
(top right), a relaxed zigzag L — RA — L — LA — L — RA — L (bottom left), and a relaxed
zigzag L — RA — L — LA — L (bottom right). For a catacondensed hexagonal system H
having a leaf h, the graph H © h is obtained by removing all four vertices of degree two of
and all edges that are incident to each of these vertices from H. If i’ is the hexagon of H
that is adjacent to a leaf h, we simply write H © h © I’ rather than (H& h) & 1.
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SO0 OO0
S50 GO0

Figure 5. Examples of zigzag and relaxed zigzag hexagonal systems.

2.2. Pericondensed Hexagonal Systems

For pericondensed hexagonal systems, we focus on the following well-known classes.
The first class of pericondensed hexagonal systems was introduced by Klobucar and
Klobucar [12].

Hexagonal Grid Hy

We let H;, ;;, be a hexagonal grid such that there are n hexagons in a row and there are
m hexagons in a column. For 1 < i < | % |, the first hexagon of Row 2i share edges with the
first and the second hexagons of Row 2i — 1. It can be observed that Hy, ;; consists of m + 1
horizontal zigzag paths, which we may call Pj, ..., P, 1 from the bottom to the top of Hy s,
respectively. When i € {1, m + 1}, we may label all the vertices of P; as v;1,; 2, ..., Uj 2n+1
from the left to right of Hy, »,, respectively. When i € {2,...,m}, we may label all the vertices
of P; as v;1,0;2, ..., Vi 2n4+2 from the left to right of Hy, ;;, respectively. It can be observed
that, if n = 1, then H ,, is a zigzag hexagonal chain while H,, ; is a linear hexagonal chain.
Figure 6 illustrates Hg 4.

Y11 Vi3 Vis V1.7 Vio Yin V113

Viz2 Vi4 Vis Vig V110 V112
Figure 6. The hexagonal grid Hg 4.

The next class of pericondensed hexagonal systems was introduced in the classical
book of Gutman and Cyvin [13].

Prolate Rectangle Ry,

We let R, ,, be a prolate rectangle having 2m — 1 rows such that there are n hexagons
in Row 2i — 1 and there are n — 1 hexagons in Row 2i for 1 < i < m. The first hexagon
of Row 2i shares edges with the first and the second hexagons of Row 2i — 1. It is worth
noting that R, » has m rows of n hexagons and m — 1 rows of n — 1 hexagons. It can be
observed that R, ;; consists of 2m horizontal zigzag paths, which we may call Py, ..., P>y,
from the bottom to the top of Ry, respectively. For 1 < i < 2m, we may label all the
vertices of P; as v;1,0; >, ..., Vi pn41- Figure 7 illustrates Ry 3.
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Y11 V13 Vis V17 Vig

Vi2 Yia Vi Vig
Figure 7. The prolate rectangle Ry 3.

The last class of pericondensed hexagonal systems that we focus on in this paper was
introduced by Quadras et al. [14].

Pyrene PR,

For a natural number 7, a pyrene PR;, of dimension n consists of 2nn — 1 rows of linear
hexagonal systems Lo, Ly, ..., Ly,—1,L_1, ..., L_(n_l) such that Ly contains n hexagons and,
forevery1 <i <n—1,eachof L; and L_; contains n — i hexagons. Moreover, the first
hexagon of L; shares one edge with the first hexagon of L; 1 and shares one edge with the
second hexagon of L; ;. Similarly, the first hexagon of L_; shares one edge with the first
hexagon of L_(;_1) and shares one edge with the second hexagon of L_;_1). Examples
of the pyrenes of dimensions 4 and 5 are illustrated in Figure 8. It is worth noting that,
when nn = 1, a pyrene of dimension 1 is a hexagonal system containing exactly one hexagon.
We may name vertices of PR, as follows. When i > 0, the lower horizontal zigzag path
of L; is v;1,vi2, ..., Vi 2(n—i)+3- When i < 0, the upper horizontal zigzag path of L_; is
Uil 0—i2s s Ui 2(n—i)+3

PR,

PRs

Figure 8. Pyrenes PRy and PRs.

3. Main Results

In this section, we state all the main results of this paper, while the proofs are given in
Section 4. Our main results in the first subsection relate to the domination numbers and the
independent domination numbers of pericondensed hexagonal systems while those for
catacondensed hexagonal systems are stated in the second subsection.
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3.1. Pericondensed Hexagonal Systems

Theorem 3. For a hexagonal grid Hy, ,, with n hexagons in a row and m hexagons (m > 3) ina
column, it holds that:

Im(n+1) + ["2] + [2551] + 2, ifn and m are even

[E)m+ [22] + [25H] + 1, if n is odd and m is even
1(Hn,m) <

(M (n+1) + [22] +1, if n is even and m is odd

2787757 + [m2], if n and m are odd .

Furthermore, it holds that:

%m(nJrl) + [”‘T*z] + %], ifnand mareeven
[81m+ %], if n is odd and m is even
H >
p(Hum) > M (n 1), if n is even and m is odd
2[511%]1, if nand m are odd .

Theorem 4. For natural numbers n, m, a prolate rectangle Ry, , satisfies

Zm—lw'

p(Rum) = 7(Rum) = i(Rum) = (n+1)| =55

Theorem 5. For natural numbers n > 1, a pyrene PR,, satisfies:

(8)2+ (42)?, ifnis even
p(PRy) = v(PRy) =i(PRy) =
()2, ifnisodd .

3.2. Catacondensed Hexagonal Systems

Theorem 6. If H is a catacondensed hexagonal system containing n hexagons, then the following
assertions hold:

(a) If H is a linear hexagonal chain, then p(H) = yv(H) = i(H) =n+ 1.

(b)  If His a zigzag, then y(H) = i(H) = n+ || + 1.
(c) If His a relaxed zigzag, then p(H) = y(H) = i(H) =

From most of the above main results, it seems there are not many hexagonal systems
whose domination number is less than independent domination number. However, we
establish the existence of a hexagonal system H with n hexagons such that y(H) < i(H)
for any n > 8.

Let:

CH(n) : the class of catacondensed hexagonal systems H such that y(H) < i(H).

Theorem 7. Forany n > 8, CH(n) # @. That is, for any n > 8, there exists a catacondensed
hexagonal system H containing n hexagons such that y(H) < i(H).
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4. Proofs
4.1. Proof of Theorem 3

Proof. We will consider the number of cases according to m and # as odd or even and to m
modulo 4 and n modulo 3, wherem =k mod 4,k =0,1,2,3andn =t mod 3,t =0,1,2.

Case 1. n and m are even.
Casel.l.k=0andt=0,2.

We let:

L4,'+2 = {U4i+2/4]'+1 : ] S {0, 1,2,.., %}} foralli € {O, 1,2,3,.., %2 — l},

L4i+3 = {U4i+3,4]'+3 : ] S {O, 1,2,...,% — 1}} foralli € {O, 1,2,3,..., 2 — 1},‘

Ly = {v4i,4j+3 :j€{0,1,2,..,5 —1}} foralli € {1,2,3,..., §};

L4,'+1 = {ZJ4Z‘+1/4]‘+1 : ] < {0, 1,2,.., %}} foralli € {1, 2,3,.., m}.

Note that L ULz U+ U Lyt1| = 2[4][%]+ % = imn+ %, and these vertices
dominate all vertices in Hy, ;;, except some vertices in P, the first zigzag path, and some
vertices in the nth column.

Next, we let:

Ly = {v15i41:1 € {0,1,2,3,..., [251] — 1} ).

Thus, |L1| = [#1 and L; dominates all vertices in P;.

We need to define a set B; of one vertex to dominate the rest of vertices in the last
column. Let B; = {vj 22,12}, wherei € I = {k+2,k+6,k+10,k+14,.., m —2}. Itis clear
that |I] = [";2], so we need ["2] vertices to dominate the last nth column. See Figure 9
for an example of Hgg. It can be checked that (U;”:J{l L;) U (Uieg Bi) is an independent
dominating set of Hy, ;. Because |(UT:+11 L) U (Uicr Bi)| = tnm + 3 4+ [m227] + [2”;11, by
the minimality of i(Hy, )

2n+1 '| .

Figure 9. The hexagonal grid Hg g black vertices belong to L;, and white vertices belong to B;.

Casel2. k=0andt=1.

Note that, in this case, the vertex v1 5,41 is not dominated, so we need to add it to L;.
Therefore:

i(Hpm) < dm(n+1) + [2727] + [2557 + 1.
Casel1l.3.k=2and t =0.
In this case, we let:
Lyivo = {vsit24j43:j € {0,1,2,...,. 5 —1}} foralli € {0,1,2,3,..., }(m — 2)};
Lyir3 = {0siy3441 :j €{0,1,2,.., 5} } foralli € {0,1,2,3,.., ;(m —2)};
Ly = {vsigjt1:j €{0,1,2,..., 5} } foralli € {1,2,3,..., §(m — 2)};
Lyt = {U4i+1,4]'+3 ] € {O, 1,2,...,% — 1}} foralli € {1,2,3,..., %(m — 2)}
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Note that [LoU L3 U -+ ULy4q| = %mn + . Furthermore, L; is defined the same as
in Case 1.1. We only need to add the vertex v3 5,,11. Therefore:

i(Hpm) < gm(n+1) + [272] + 28517 41,
Caseld. k=2andt=1.
This case is the same as in Case 1.3, the vertices v1 7,41 and v3 2,11 are added. Thus:
i(Hpm) < gm(n+1) + [272] + [2851] 42,
Case1l.5.k=2and t =2.
This case is the same as in Case 1.3. We only need to add the vertex v; 2,,42. Therefore:
i(Hym) < gm(n+1) + [252] + [25H1] + 2.

Now, we will consider the packing number if # and m are even. Note that all ver-
tices that belong to Ly, L3, Ly, ..., Ly41 in all sub-cases are packing. Let L] = {v16j44,1 =
0,1,2,.., 5] —1}. Thus, |L]| = |5 ]. All vertices in L] are packing. Hence:

o(Hum) = gm(n+1) + [22] 4 | 4].
Case 2. n is odd and m is even.
Case21.k=0andt=1,2.

Let L1, Ly, Ly, ..., Ljy+1 be defined the same as in Case 1.1. In addition, we need to
define a set B; of one vertex to dominate the vertices in the last column, as in Case 1.1. See
Figure 10 for an example of Hg 19. So, we need [’”T_z] vertices. Therefore:

i(Hym) < m[5] + [mT_2—| + (%]

Figure 10. The hexagonal grid Hg 1.
Case22.k=0andt =0.
This case is the same as Case 2.1, except we need to remove the vertex v 7,42. Hence:
i(Hpm) < m(%] + fmT_21 + (%1 -1
Case23.k=2andt=0,2.

We let L1, Ly, L3, ..., L;; 1 be the same as in Case 1.3, and we define B the same as
in Case 2.1. Hence:
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Case24.ifk=2and t = 1.

This case is the same as Case 2.3. We only need to add the vertex v; 5,12, Hence:
i(Hum) < m[5]+ "53] + [255] + 1.

Now, we will consider the packing number if n is odd and m is even. Note that all
vertices that belong to Ly, L3, Ly, ..., L;;4+1 in all sub-cases are packing. Define L] as defined
previously. Thus:

p(Hn,m) > ml—%-l + L%J
Case 3. n is even and m is odd.
Case 3.1. k = 1.

We let:

Lyit1 = {0siy1443:j €{0,1,2,.., 5 —1}} foralli € {0,1,2,3,.., 3 (m —1)};

Ly = {vgi4j13:j €{=0,1,2,..., 5 —1}} foralli € {1,2,3,.., ;(m - 1)};

Lyjvo = {vsis24j01 :j € {0,1,2,..., 5} } foralli € {0,1,2,3,.., ;(m — 1)};

L4i+3 = {U4i+3,4j+1 : ] S {O, 1,2,.., %}} andi € {0, 1,2,3,.., %(H’l — 5)}

For an example, see Figure 11 of Hgg. Define a set B; the same as in Case 1.1, and we
need to add the vertex v; 5,,+1. Then:

(UMM L) U (Uier Bl + Hozona | = [31(n+1) + [252] +1.

Therefore:

i(Hn,m) < Tl[%1 +3(mT72“ +1

Figure 11. The hexagonal grid Hgg.

Case 3.2. k = 3.

We let:

Lyiv1 = {vsiy14+1 :j € {0,1,2,..., 5} } foralli € {0,1,2,3,..., ;(m — 3)};
Ly = {04141 :j €{0,1,2,..., 5} } foralli € {0,1,2,3,.., ;(m+ 1)};

Lyjvo = {vsis4j13:j € {0,1,2,..., 5 — 1} } foralli € {1,2,3,..., }(m = 3)};
L4i+3 = {U4i+3,4]'+3 ] c {0, 1,2,...,% — 1}} foralli € {1,2,3,..., %(m — 3)}
Thus:

(U L) U (Uier Bl = [51(n +1) + [ 7521

Therefore:

i(Hpm) < [51(n+1)+ [%41



Mathematics 2022, 10, 67

11 0f 22

Now, we will consider the packing number if 7 is even and m is odd. Note that all
vertices that belong to Ly, Ly, L3, L, ..., L;;4+1 in all sub-cases are packing. Therefore:

p(Hum) > [F1(n+1).
Now, we will consider the last case.
Case 4. n is odd and m is odd.

Fork =1and k =3, welet Ly, Ly, L3, Ly, ..., L +1 as in Case 3.1 and Case 3.2, respec-
tively, and we also define the set B; as in Case 2.1. See Figure 12 for an example of Hyg.
This follows that:

i(Hum) < [(UZE L) U (Uier Bi)| = 2[ 51751+ [2].

Figure 12. The hexagonal grid Hy .

Now, we will consider the packing number if n and and m are odd. All vertices that
belong to Ly, Ly, L3, Ly, ..., Ly, 41 in all sub-cases are packing. Hence:

o(Hum) > 2(%1 ['31

O

4.2. Proof of Theorem 4

Proof. Let R, be a prolate rectangle having 2m — 1 rows. We will consider two cases
depending on the parity of .

Case 1. n is odd

When m is odd, we let:

Lyiv1 = {vsis1443 1§ €{0,1,2,..,3(n —1)}} foralli € {0,1,2,3,..., (m — 1)};
Lyivo = {vsis24j01 :j €{0,1,2,...,3(n —1)}} foralli € {0,1,2,3,..., 5(m — 1)};
Lyivs = {0sis34j+1 :j €{0,1,2,...,3(n—1)}} foralli € {0,1,2,3,..., 5(m — 4)};
Ly = {04i4j43:j €{0,1,2,.., 3(n—1)}} foralli € {1,2,3,..., 5(m — 1)}.

For an example, see Figure 13 of Ry 5.
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Figure 13. The hexagonal grid Ry 5.
When m is even, we let:
Lyiv1 = {vait14j41 :j € {0,1,2,.., 5(n —1)}} foralli € {0,1,2,3,..., 3 (m — 2)};
Lyio = {0si424j43:j €{0,1,2,.., 5(n —1)}} foralli € {0,1,2,3, .., 5(m —2)};
Lyivs = {vsis34j3 1§ €{0,1,2,...,3(n—1)}} foralli € {0,1,2,3, ..., 5(m — 2)};

Ly = {041"4]'_;'_1 ] S {0, 12,.., %(I’Z — 1)}} foralli € {1,2,3,..., ﬂ}'

It can be observed that Ly U L, U L3 U - - - U Ly, is a packing-independent dominating
set of Ry. Since |L1 ULy U L3 U ... U Ly, | = 2[3][2%717, we have the following:

p(Rum) = i(Rum) = 2[5] [zmz;q
Case 2. n is even.

When m is odd, we let:

Lyiv1 = {vsis1443:j € {0,1,2,..., 5 — 1} } foralli € {0,1,2,3,..., 3(m — 1)};
L4i+2 = {U4i+2,4]'+1 ] c {O, 1,2,.., %}} foralli € {0, 1,2,3,.., %(m — 1)},
Lyiva = {vsis34j+1 :j €{0,1,2,..., 5} } foralli € {0,1,2,3,..., 3 (m — 4)};

Ly = {04143 :j € {0,1,2,..., 5 —1}} foralli € {1,2,3,..., 5(m — 1)}.

When m is even, we let:

Lyiv1 = {vsiy14+1 :j € {0,1,2,..., 5} } foralli € {0,1,2,3,..., 5(m —2)};
Lyivo = {vait24j43:j € {0,1,2,...,. 5 = 1}} foralli € {0,1,2,3,..., 3(m — 2)};
Ly = {0siy34j43:j €{0,1,2,...,. 5 —1}} foralli € {0,1,2,3,.., 3 (m — 2)};
Ly = {'041',4]‘+1 : ] € {0, 12,.., %}} foralli € {1,2,3,..., m}

See Figure 14 for an example of Hg 4.

3

Figure 14. The hexagonal grid Rg 4.
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It can be observed that Ly U L, U L3 U - - - U Ly, is a packing-independent dominating
set Of Ry . Since [L1 ULy ULz U...U Loy, | = 2[ 472217 4 [22-1], we have the following:

- p(Rum) = i(Rum) = 2[5 ] (21"2;1] + [%1

4.3. Proof of Theorem 5

Proof. Let PR, be a pyrene of dimension n. We will consider two cases according to
whether 7 is even or odd.

Case 1. n is even.

We let:

52i+1 = {02i+1,4j+3 ] S {O, 1,2,...,% — (l + 1)}} foralli € {O, 1,2,3,...,% — 1},

521' = {021',4]'-}-2 ] S {0, 1,2,...,% — l}} foralli € {0, 1,2,3,.., %},

S_it1) = {v_@it1)4j+3:1 €1{0,1,2,..., 5 — (i+1)}}foralli € {1,2,3,.., 5 —1};
S_ 1= {071,4]#1 ] € {0, 12,.., %}},

S_H = {U_zi,4]'+2 ] € {0, 1,2,...,% — l}} foralli € {0, 1,2,3,.., %}

For an example, see Figure 15 of PRg.

Figure 15. Pyrene PRg.

Note the following:

1S2i41 U S2i US_(2i41) US—2i US_1] = 2(Spi1 U Spif +1

) g
_ i(2n2+4n+4) - (g)2+ (”;2)2.

ThesetS_,US_,41U---US_1US5 U---US, is a packing-independent dominating
set of PR,,. Therefore:

0(PRy) = i(PR,) = ()2 + (£2)2,
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Case 2. 1 is odd.

We let:

Spiv1 = {21412 € {0,1,2,.., =) foralli € {0,1,2,3,..., 251 };

Sy = {v2i4j43 17 € {0,1,2,..., G Y foralli € {0,1,2,3, .., 51 };

S_(ais1) = {0_(ais1yaie2 1 € 10,1,2,., =G Y ) foralli € {0,1,2,3,..., 171 };

S 0= {0 2igj12:j €{0,1,2,.., = F )} foralli € {0,1,2,3, ..., 51 ).
For an example, see Figure 16 of PRs.
Note the following:

1S2i41 U S2i US_(511) US_pi| = 2(S0i1USyi| = g(n* +4n+3)+ 3(n? —1) = 3(n+1)%

ThesetS_,US_,41U---US_1US5 U---US, is a packing-independent dominating
set of PR;,. Therefore:

p(PR,) =i(PR,) = $(n+1)2.

Figure 16. Pyrene PRs.

4.4. Proof of Theorem 6

Proof.
(a) First, we may name all the vertices of the upper zigzag path L, from left to right
as follows:

U2,1,02,2/ -, U2,2n4+1
and name all vertices of the lower zigzag path from left to right as:

011,912/ -+, 01,2n+1-
Then, we let:
{vl,l+4i :0<L i < %} U {02,3+4i :0< i < % - 1}, if nis even,
D =
. i —1 . i —1 : :
{01’1_,_41' 0K < HT} U {02,3-‘,-41' HIEG RS nT}, if nis odd .

All vertices in the set D are illustrated in Figure 17. Clearly, D is a packing-independent
dominating set.
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90808 ®

Figure 17. A set D which is a packing-independent dominating set.

Therefore,
n+1<p(H) <v(H) <i(H)<n+1.

This proves (a).

(b) We may assume without loss of generality that a zigzag H starts in hexagonal order
hy—hy—---—hyasL—LA—RA—--.— L. We will prove that there exists an independent
dominating set D of H, such that |D| = n + L%j + 1. We prove by induction on 7, the
number of hexagons of H. Since the inductive step will be distinguished according to the
remainder after divining n by 5, we have n = 1, ..., 5 for our base case.

It can be observed by Figure 18 that, when 1 < n < 5, the zigzag H has an independent
dominating set containing n + | “£! | 4 1 vertices. By Proposition 1, we have:

n+1
5

n—l—l

n+| |+1=v(H)<i(H)<n+|

|+1

which implies that y(H) = i(H) = n+ [*£!] + 1. This proves the base case. Next,
we assume that there exists an independent dominating set D’ of H' such that |D’| =
n' + L%J + 1 for any zigzag H' having 5 < n’ < n hexagons. We may let n = 5k + r for
some natural numbers k and non-negative integer 0 < r < 5. Thus, we distinguish 5 cases.

St
D SO

Figure 18. Independent dominating sets whenn =1, ...,5

Casel.r = 4.

Consider H' = H & hy. Thus, n(H') = 5k 4 3. By inductive hypothesis, there exists an
independent dominating set D’ of H which is as follows:

ID!| = (5k+3) + [ S2 11 — 6k + 4.

We let D = D' U {x,y}, where x,y € V(h;) are shown in Figure 19 either left or
right. Clearly, D is an independent dominating set of H. Thus, i(H) < |D| = 6k + 6.
By Proposition 1, we have that y(H) = n+ | | +1 = (5k+4) + L%j +1=6k+6.
Therefore:

6k +6 = y(H) < i(H) < 6k +6,

implying that i(H) = y(H) = n+ |} | + 1. This proves Case 1.
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Figure 19. Vertices x, y that are added into the set D’ to obtain D.

Case2.r=0.

Consider H' = H & hy © hy. Thus, n(H') = 5k — 2. By inductive hypothesis, there
exists an independent dominating set D’ of H' which is as follows:

ID!| = (5k—2) + | S=2H ) 41— 6k —2.

Welet D = D' U{x,y,z}, where x,y,z € V(hy) are shown in Figure 20 (left). Clearly,
D is an independent dominating set of H. Thus, i(H) < |D| = 6k + 1. By Proposition 1, we
have that y(H) = n + L”THJ +1=>5k+ LSI‘THJ + 1 = 6k + 1. Therefore:

6k+1=y(H)<i(H) <6k+1,
implying that i(H) = v(H) = n+ | “£!] + 1. This proves Case 2.

Figure 20. Vertices that are added into the set D’ to obtain D.

Case3.r = 1.
Consider H' = H © hy; © hp © hs. Thus, n(H') = 5k — 2. By inductive hypothesis,
there exists an independent dominating set D’ of H' which is as follows:

ID'| = (5k—2) + [ O2H ) 41— 6k —2.

Welet D = D' U{x,y,z,w}, where x,y,z,w € V(h;) are shown in Figure 20 (right).
Clearly, D is an independent dominating set of H. Thus, i(H) < |D| = 6k + 2. By
Proposition 1, we have that y(H) = n+ 21| +1 = (5k+1) + L%j +1=6k+2.
Therefore:

6k+2=y(H) <i(H) <6k+2,
implying that i(H) = y(H) = n+ |} | + 1. This proves Case 3.
Case4.r = 2.

Consider H = HSh & - - - © hy. Thus, n(H') = 5k — 2. By inductive hypothesis,

there exists an independent dominating set D’ of H' which is as follows:
ID!| = (5k—2) + B2 41— 6k —2.

We let D = D' U{x,y,z,w,u}, where x,y,z,w,u € V(hy) are shown in Figure 21.
Clearly, D is an independent dominating set of H. Thus, i(H) < |D| = 6k +3. By
Proposition 1, we have that y(H) = n + |2} | +1 = (5k +2) + L%j +1=6k+3.
Therefore:

6k+3=y(H) <i(H) <6k+3,

implying that i(H) = y(H) = n + | %1 | + 1. This proves Case 4.
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Figure 21. Vertices x, y, z, w, u that are added into the set D’ to obtain D.

Case5.r =3
Consider HH = HO hy © - -+ © hs. Thus, n(H') = 5k — 2. By inductive hypothesis,
there exists an independent dominating set D’ of H' which is as follows:

ID| = (5k—2) + B2 11 — 6k —2.

Welet D = D' U{x,y,z,w,u,v}, where x,y,z,w,u,v € V(hy) are shown in Figure 22.
Clearly, D is an independent dominating set of H. Thus, i(H) < |D| = 6k + 4. By Proposi-
tion 1, we have that y(H) = n+ [ £ +1 = (5k+3) + [%J +1 = 6k + 4. Therefore:

6k +4 = y(H) < i(H) < 6k +4,

implying that i(H) = y(H) = n + |1 | + 1. This proves Case 5 and completes the proof
of (b).

Figure 22. Vertices x,y,z, w, u, v that are added into the set D’ to obtain D.

(c) For a relaxed zigzag, we call a pair of vertices in the same hexagon diagonal if the
distance between these two vertices is three. It is obvious that a packing-independent
dominating set of this graph is obtained from the union of sets of diagonal vertices of all
hexagons, each pair of diagonal vertices of consecutive hexagons share a common vertex.
Figure 23 shows examples of packing-independent dominating sets of relaxed zigzags.
Thus, p(H) = i(H) = yv(H) = n+ 1. This proves (c) and completes the proof of our
theorem. [

(a) E S (b) é

Figure 23. Packing-independent dominating sets of relaxed zigzags (a,b).

4.5. Proof of Theorem 7

Proof. To prove this theorem, we may need to construct some hexagonal systems as follows.
The centipede C(n) is constructed from two vertices t1, t; and a linear chain of n hexagons
whose last hexagon has two vertices #], t; on the opposite corners of vertices of degree
three. Then, join #; and t, to ] and #}, respectively. The centipede C(4) is illustrated by
Figure 24. The vertices t; and f; are called the tentacles of C(n). It can be checked that:

7(C(n)) = i(C(n)) = n+2. )

Note that we can find an i-set of C(n) containing either t; or t,.
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Figure 24. The centipede C(4).

Next, a hockey stick S(n) of n hexagons is a hexagonal chain with L —LA—L—L —
-+—LorL—RA—L—L~—---— L. The graphs $(n),$(n) are obtained by removing a
vertex of degree two of the angular hexagon of S(n). Furthermore, the graph S(n) can be
obtained by removing both two vertices of degree two of the angular hexagon. The graphs
S(6),5(6),5(6), and S(6) are illustrated by Figure 25. It is obvious that:

i(S(n)) = 1(S(n)) = i(S(n)) = 7(S(n )) i($)
=7(8) =i(S(n)) =(S(n)) =n+1 2

as their packing-independent dominating sets are the sets of the vertices in Figure 25 for
example. Then, a big-bat hockey stick B(n + 5) is a catacondensed hexagonal system which
is obtained from S(#) by identifying the e » edge of the angular hexagon with an e; , edge
of a linear hexagonal chain of 3 hexagons. Then, we identify two e, > edges of the other end
of this linear hexagonal chain with two hexagons. Figure 26 illustrates the big-bat hockey
stick B(11). Clearly, B(n + 5) has n 4 5 hexagons, two of which are branching.

L

Figure 25. The graphs S(6 6) (c), and S(6) (d), respectively.

Figure 26. The big-bat hockey stick B(11).

By Theorem 1, we have that y(B(n+5)) > n+6+ [5] = n+7. For the sake of
convenience, we name the batting part, the part which is not S(n), of B(n 4 5) by Figure 27.
It is worth noting that z5 and ws are the two vertices which are in S(n). By (2), there exists
a y-set D of S(n) with n 4 1 vertices. Clearly, D U {u, v, x,y, z3, w3} is a dominating set of
B(n+5). Thus, y(B(n +5)) < n+7 implying that y(B(n +5)) =n+7.
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Figure 27. The batting part of B(n + 5).

Next, we will show that i(B(n +5)) = n + 8. By (2), there exists an independent
dominating set I of S(n) with n 4 1 vertices. Clearly, [{zs, ws} N I| < 1. If [{z5, w5} N I| =0
or ws € I, then I U{u,v,x,y,2p, 24, w3} is an independent dominating set of B(n + 5).
If zs € I, then I U {u, v, x,y, wp, wy,z3} is an independent dominating set of B(n +5). In all
cases, i(B(n+5)) <n+8.

Now, it remains to show thati(B(n +5)) > n + 8. Let B be the batting part of B(n +5),
as detailed in Figure 27. Furthermore, let I be an i-set of B(n + 5). It can be checked that:

[INV(B)| >7. 3)

Because |I N {z5, ws}| < 1, we may distinguish three cases.

Case 1. IN{z5,ws} = @.

Inthiscase, 1 < [{zg, ws} NI| <2.1fz4 € I, thenzs ¢ I and the part S(n) — z5 becomes
S(n). I wy € I, then ws ¢ I and the part S(n) — ws becomes S(n). If z4, wy € I, then the
part S(n) — z5 — ws becomes S(n). In all the cases, by (2), [IN (V(S(n)) \ {z5,ws})| =n+1.
Thus, by (3), we have that:

[ =[I0V(B)[+[IN(V(S(n))\ {z5, ws})| = n+8.
This proves Case 1.

Case 2. z5 € L.

In this case, we let S’ = S(n) — N|[zs]. The graph S’ is illustrated by Figure 28b.
It can be observed by Figure 28¢ that there is a packing-independent dominating set of
S' containing n + 1 vertices. Hence, i(S') = n + 1. Because I is an independent set,
IN NJz5] = @. This implies that I N V(S') is an independent dominating set of S’. By the
minimality of i(S"), we have that [NV (S')| > i(S’) = n + 1. Hence, by (3), we have:

| =|INV(B)|+|INV(S)| >n+8.
This proves Case 2.

(@) (b) (o)

Figure 28. The vertex z5 in S(n) (a), the graph S’ (b), and a packing-independent dominating set of
the resulting graph (c), respectively.
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Case 3. ws € L.

In this case, we let S’ = S(n) — N[ws]. The graph S’ is illustrated by Figure 29b.
We may partition the graph S’ into A1, the hexagon which is adjacent to the vertex ¢ and
Ay, the centipede C(n — 3) whose one tentacle (t; says) is adjacent to c. Clearly, whether or
not ¢ € I, we have that:

[INV(A7)| >2

because [ > A;. Furthermore, if ¢ € I, then t; ¢ I. We see that A, —t; = C(n —3) — t; is
a linear hexagonal system L joining with one other vertex, the tentacle t,. Theorem 6 (a)
implies that:

[INV(A2)| =|IN(V(A) —{t1})| >i(L)=(n—-3)+1=n-2.
Hence, by (3), we have:

Il = |INV(B)|+ [INV(S)]
=INVB)|+|IN(V(A))U{c}UV(A2))| >7+2+1+(n—2)=n+8.

Finally, we may assume that ¢ ¢ I, then, by (1) and the minimality of i(A):
INV(A)| >i(A) =(n—3)+2=n—-1.
Therefore:
[INV(S)|=[INV(A)|+|INV(A)| >n+1.
Similarly, by (3), we have:
1| = |INV(B)| +[INV(S')| > n+8.

This proves Case 3. Hence, i(B(n +5)) = n + 8, and this completes the proof of the
theorem. O

:
5%

Figure 29. The vertex ws in S(n) (a), the graph S/, the vertex ¢, and the subgraphs A; and A; (b),

Wy

respectively.

5. Discussion and Conjectures

In Theorem 3, although we cannot find the exact values of the domination and indepen-
dent domination numbers of a hexagonal grid H;, ., we believe that these two parameters
of Hy, ,, are equal. Thus, our first conjecture is:
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Conjecture 1. Let Hy, , be a hexagonal grid. Then «y(Hym) = i(Hpm)-

For catacondensed hexagonal systems, we establish the construction of the big bat
hockey stick B(n + 5), which y(B(n+5)) < i(B(n+5)). It is easy to see that B(n +5)
contains a branching hexagon. We may guess that a branching hexagon plays an important
role to make any hexagonal system H satisfy v(H) < i(H). This is not always true, as we
can find hexagonal chains Hj and Hj, illustrated in Figure 30, whose domination number
is less than the independent domination number.

(b)

Figure 30. The hexagonal chains H; (a) and H, (b) of 8 hexagons which y(Hy) = y(Hz) = 10 <
11 = i(Hy) = i(Hy).

We believe that the induced subgraphs of catacondensed hexagonal systems that make
domination number and independent domination number different values are these Hy, H>
and B(8), the big bat hockey stick with 8 hexagons. Hence, we conjecture that:

Conjecture 2. Let F = {H;y, Hy, B(8)} and H a catacondensed hexagonal system. If H is F-free,
then v(H) = i(H).
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