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Abstract: The use of multimedia has often been suggested as a teaching tool in foreign language 
teaching and learning. In foreign language education, exciting new multimedia applications have 
appeared over the last years, especially for young learners, but many of these do not seem to 
produce the desired effect in language development. This article looks into the theories of 
dual-coding (DCT) and multimedia learning (CTML) as the theoretical basis for the development of 
more effective digital tools with the use of films and subtitling. Bilingual dual-coding is also 
presented as a means of indirect access from one language to another and the different types of 
subtitling are explored regarding their effectiveness, especially in the field of short-term and 
long-term vocabulary recall and development. Finally, the article looks into some new alternative 
audiovisual tools that actively engage learners with films and subtitling, tailored towards 
vocabulary learning. 
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1. Introduction 

Over the last decades, technological advances have reformed the modern world. Along those 
lines, educational technologies promised to revolutionize the learning environment with new 
techniques introducing a wide range of tools, from computer-based systems to using films in the 
classroom. In 1922, Thomas Edison himself said that “the motion picture is destined to revolutionize 
our educational system and that in a few years it will supplant ...the use of textbooks” [1]. However, 
over the following years, the use of films in the classroom was rare, if any at all. Over the years, most 
computer-assisted tools did not produce the desired effects teachers had dreamt of [1]. In Greece, 
specifically, despite the fact that technology has been introduced in most schools by now, teachers 
are still skeptical about its regular use [2,3]. Computers in the Greek state schools are mostly used by 
teachers for low-level academic goals, such as searching the internet for information or preparing 
teaching plans, rather than as cognitive tools [4], mainly because of the lack of effective cognitive 
tools that teachers are confident in using in the classroom [5]. It seems that new educational 
technologies cannot achieve extraordinary results on their own and it is necessary to develop new 
tools for the language classroom that stem from research-based theories of how students learn [6]. 
Fortunately, developments in cognitive psychology offer a solid starting point for composing such 
theories and researchers should focus on developing technological tools which incorporate activities 
that facilitate cognitive processes [7]. For the development of such tools, it is essential to determine 
the principles of how technology, and multimedia specifically, can be used to promote student 
learning in line with those theories. 

2. The Dual-Coding Theory 
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The dual-coding theory (DCT) is a general cognition theory that has been directly applied to 
literacy and language learning. The theory was proposed by Allan Paivio in 1971 and explains the 
powerful effects of mental imagery on the mind and memory. In his theory, Paivio originally 
accounted for verbal and nonverbal influences in memory, but researchers soon started applying it 
in other areas of cognition [8–10]. According to this theory, a person can learn new materials using 
verbal associations or visual imagery but the combination of both is more successful in learning [11]. 
The dual-coding theory states that the brain uses both visual and verbal information to represent 
information [12], but this information is processed differently along two distinct channels in the 
human mind, creating different representations for information that each channel processes. The 
existing two coding systems are the verbal system and the nonverbal/visual system. These two 
coding systems interact, and this interaction results in better recall [10,13]. The verbal system stores 
linguistic information/units (such as text, sound, or even motor experience such as sign language) in 
sequential units called “logogens.” The non-verbal/visual system processes visual information/units 
(such as symbols, pictures, or videos) and keeps them in units called “imagens.” The terms 
“logogen” and “imagen” refer respectively to representational units of verbal and nonverbal 
information that produce already existing mental words and images and can function unconsciously 
to improve cognitive performance [14]. According to Paivio [9] and Clark and Paivio [15], there are 
three different processing levels that take place within or between verbal and nonverbal/visual 
systems: representational, referential, and associative processing. The two systems are linked 
together through referential connections (Figure 1).  

Representational processing is the activation of a verbal or visual representation by a stimulus 
which may be a word or a picture; —that is, a word will activate a verbal representation, and a 
picture will activate a visual representation respectively. Processing begins with the direct activation 
of imagens and logogens from stimulus patterns, a kind of “template matching process involved in 
stimulus recognition” [14]. 

Referential processing is the activation of either system by the other one, that is, images or 
objects activate words, and vice versa. Referential processing is the special kind of associative 
mutualism that involves cross-system activation of logogens by activated imagens or vice versa. 
Referential associations between logogens and imagens permit objects to be named and names to 
activate images that represent world knowledge. Referential processing occurs in a wide range of 
domains including language acquisition, education, technology, and creative thinking [14]. It occurs 
early in language acquisition when children begin to learn names of objects, and soon extends to 
learning grammar, which initially depends on experiencing correlated relations between language 
and object structures [16]. 

Associative processing refers to the activation of additional information in representational or 
referential systems. At this level, the associative connections between words (i.e., linguistic units) in 
the verbal system and images in the visual system are activated.  
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Figure 1. The dual-coding theory (DCT) model of multimodal logogen and imagen units, 
connections, and implied processes [14]. 

Verbal and visual codes, which correspond to these verbal and non-verbal representations 
respectively, are used to organize incoming information that can be acted upon, stored, and 
retrieved for subsequent use. Both visual and verbal codes can be used when recalling information 
[12]. 

What is also notable is that DCT applies to both verbal and nonverbal knowledge even when 
language is the object of study [17] where what is learned continually develops as a result of new 
experiences. It also offers some outstanding insight into vocabulary learning. It purports that 
nonverbal and verbal codes, because they are functionally independent, may have increasingly 
positive effects on recall. When foreign language learners associate new words with sounds or 
images in both modes at the same time, they are likely to learn the words better and retain them 
more easily than when they use only one mode [10]. According to Reiber [18] “use of pictures and 
illustrations associated with unknown words are effective instructional devices that are superior to 
words alone for memory tasks and will help L2) learners remember the words sooner and retain 
them longer” (p. 141). With the term L2, we refer to any language learners have acquired apart from 
their mother tongue (L1). The effectiveness of the dual association of verbal and visual modes might 
stem from the fact that “when one memory trace is lost, the other remains and is accessible” 
probably because “pictures are more likely to activate the image-to-word referential connections” 
[19]. Consequently, the dual-coding theory is best applied to L2 vocabulary learning environments 
where text, audio, and video can be used. In other words, multimedia environments where learners 
are exposed to multiple modalities of presentation including printed texts, sounds, pictures, and/or 
videos make for a language-learning environment with a significant effect on vocabulary learning 
[13,20].  

Undoubtedly, there are certain limitations to the effectiveness of DCT. According to the 
concreteness effect, abstract ideas are difficult to image so they are least likely to be dually coded 
[15]. “Concrete language is remembered better than abstract language in a wide variety of tasks” [21] 
because concrete words can be both processed as images as well as words, whereas, most of the 
times, abstract material can only be verbally processed. However, despite the cases where 
associations between words and images cannot be formed—hence making the recall of items 
significantly more difficult—DCT is still valid over a wide range of cases and empirical studies 
indicate it can be used to improve memory [11]. Finally, one possibility that dual-coding theory does 
not consider is that cognition might be assisted by something other than words and images. More 
research needs to be done in this domain to determine if words and images are the only way we 
remember items since the theory might not hold true if another form of codes were discovered [22].  

3. The Bilingual Dual-Coding Theory 

While Paivio’s [8] original theory refers to one language, Paivio—Desrochers’s [23] work 
extends the theory to two or more languages. In the bilingual DCT, there are now two independent 
verbal systems which are linked to a common imagery system. In this case, researchers have 
developed several assumptions regarding how independent and/or interconnected these three 
systems are. Obviously, studies using the bilingual dual-coding need to focus both on the 
imagery–verbal connections, as well as on the L1–L2 connections.  

Assumptions mostly relevant to language learning are as follows [24]:  

1. The image systems function independently from the two verbal systems, which is what the 
original monolingual dual-coding theory supports.  

2. The three systems are interconnected at the referential level and as a result, the imagery system 
can influence the verbal system and vice versa.  

3. The two verbal systems are referentially connected to the imagery system, which allows them 
to be partly shared and partly independent, with two major implications (a) there is a variable 
degree of referential overlap between languages, depending on the specific pair of languages 
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each time and (b) the fact that the imagery system becomes a means of indirect access from one 
language to the other.  

4. Bilinguals have access to two verbal systems which are independent, however, also 
interconnected to a certain degree, which means that a change in the language input may 
result in code-switching. 

What is of the essence here is that when students call upon lexical items that have already been 
learned in one verbal system, when coding them into another verbal system, this results in enriching 
those lexical items and giving them new meaning. This is similar to the traditional process of 
vocabulary acquisition, but now the words are made into translation equivalents. Figure 2 presents a 
simplified picture of the process: 

 

 

Figure 2. Sharing meanings between two languages through code-switching (adapted from Soh, 
2010). 

As a theory, bilingual DCT is a relatively young cognition theory as compared to its origin, and 
more research is required to test its validity. More studies on the L1–L2 link are necessary to 
investigate the connections between the two verbal systems. One of the first obvious constraints of 
this theory is when what an L2 learner has learned in L1 is not available in his L2, or vice versa 
(when a learner is attempting to learn something in L2 which is not available in L1). In which cases, 
the theory cannot apply since there is no L1–L2 link. But when the link does exist, then the respective 
effect can be positive (help) or negative (hindrance). It rests upon research to discover the conditions 
or factors which lead to either of the two outcomes. 

4. The Cognitive Theory of Multimedia Learning 

The cognitive theory of multimedia learning (CTML) looks into how people learn from 
multimedia presentations [25–28]. This theory is based on Wittrock’s [29] generative theory and 
Paivio’s [9] dual-coding theory. However, it goes beyond these two theories to give the learner the 
role of “knowledge constructor who actively selects and connects pieces of visual and verbal 
knowledge” [28]. The theory supports the idea that learners build meaningful connections between 
words and pictures and process them actively in long-term memory [27,28]. The main difference 
between CTML and DCT is that the learner assumes a more active role in knowledge construction 
within the CTML framework. 

Mayer’s [25,27] CTML tries to explain the process of learning based on the following three 
assumptions:  

1. Dual channels: As in dual-coding theory, there are two separate channels that process 
information from sensory memory, namely the auditory/verbal and the visual/pictorial 
channel. The auditory/verbal channel processes information in the form of spoken words, 
narrations, or sounds via the ears; and the visual/pictorial channel processes information in the 
form of pictures, graphs, videos/animation, etc., received through the eyes.  

2. Limited capacity: As in the cognitive load theory, the information that learners can process in 
their working memory, in each channel at any one time, is not unlimited; therefore, when a 
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learning task demands more cognitive processing than the capacity of a learner’s processing 
system, then cognitive overload occurs. Sounds are stored in a verbal mental model and 
images are stored in a visual mental model, as Mayer [25] explains, “when an illustration or 
animation is presented, the learner is able to hold only a few images in the visual channel of 
working memory at any one time, reflecting portions of the presented material” (p. 49). The 
same is also true when learners are presented with a narration in that they can only hold a few 
words in the verbal channel of working memory at any one time [25].  

3. Active processing: learning based on the CTML is an active process where the learners select 
and organize words and images, and then integrate them together with prior knowledge 
drawn from their long-term memory which is brought back into their short-term memory to 
facilitate processing. The integration of new information into the learner’s existing knowledge 
may include all or some of the following cognitive processes:  

• selecting relevant words for processing in verbal working memory,  
• selecting relevant images for processing in visual working memory,  
• organizing selected words into a verbal model,  
• organizing selected images into a pictorial model, and  
• integrating the verbal and pictorial representations with each other and with relevant prior 

knowledge activated from long-term memory. [25] 

Figure 3 illustrates how learners learn L2 vocabulary in a multimedia-based setting. 

 
Figure 3. Mayer’s cognitive theory of multimedia learning (2014, p. 52). 

According to Figure 3, words and pictures, as the two multimedia presentation modes, come to 
the sensory memory from the outside world through the ears and eyes. Written words and pictures 
are kept in the visual sensory memory (the green box), and spoken words and sounds are held in the 
auditory sensory memory (the blue box) for a short while. Learners select materials by paying 
attention to certain words and images. When the relevant materials have been selected, structural 
relations are built among the elements in the working memory. The information is then transferred 
further into the working memory where materials are temporarily held and manipulated. Working 
memory, therefore, consists of two sides: the left side, which represents “the raw material” such as 
“visual images of pictures and sound images of words”; and the right side, which represents “the 
knowledge constructed in working memory” such as “pictorial and verbal models and the links 
between them” [25]. The last box on the right side of Figure 3 shows long-term memory, which can 
hold large amounts of information over long periods of time. However, in order for the materials to 
stay in long-term memory, they should be actively moved back and forth from long-term memory to 
working memory [25,27]. In this way, knowledge in the long-term memory is activated and brought 
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into working memory if there is a connection between any new materials and the learners’ prior 
knowledge [25]. 

Two concepts that are central to the cognitive theory of multimedia learning are the multimedia 
principle and the contiguity principle. 

The multimedia principle: The multimedia principle suggests, just like the DCT, that learners 
can learn more effectively if they are presented with words and pictures rather than words alone [25]. 
However, the multimedia principle goes further than DCT as it is not limited to words and pictures 
alone but refers to a broader term encompassing different forms of visual and verbal representations 
when presented together [30,31]. Visual components of the multimedia instruction include 
illustrations, pictures, graphs and charts, photographs, and especially videos and animations [31]. 
The verbal components are texts, spoken words/sounds, and narrations [25]. The use of both words 
and pictures allows the brain to process more information in working memory [32] and can be 
recalled from long-term memory when required. 

The temporal contiguity principle. This principle describes the potential extraneous overload 
of multimedia materials. It suggests that learners can learn more deeply from learning tools when 
the text, audio, pictures, and video/animation are presented simultaneously rather than successively 
or sequentially [33]. According to CTML, “learners must have corresponding words and images in 
working memory at the same time in order to make connections between them” [34], meaning 
simultaneous presentation is expected to enhance learning more than successive and/or separate 
presentation [35].  

Apart from the two principles explained above, there are more concepts which have been 
further developed into principles of CTML and that should be used when designing instructional 
multimedia.  

A comprehensive list of those principles is presented in Table 1, according to Mayer’s 
categorization [36]. The principles listed in this table have been extensively tested [34] and have been 
used to guide the design of educational materials [37,38] and to predict learning results [26]. 

Table 1. Categorization of the cognitive theory of multimedia learning (CTML) principles (as cited in 
Koscianski and Farago Zanotto, 2014). 

Principle Category Description 

Coherence effect 

Reduction of 
extraneous load 

The material presented to the student should avoid 
including information that is not part of the contents 

being studied. 

Signaling effect 
A presentation should give clues to students to guide 

their attention towards the main points, by emphasizing 
or repeating information. 

Redundancy 
effect 

The narrated text should not be accompanied by written 
text since this can distract students from observing 

pictorial information. 

Spatial Contiguity 
effect 

The close placement between texts and pictures reduces 
the effort of students to inspect the material and favors 

learning. 

Temporal 
Contiguity effect 

The presentation of verbal and non-verbal pieces of 
information should occur simultaneously instead of 

sequentially. 

Segmenting effect 
Management of 

essential 
processing 

The presentation of information should use separable 
units whenever possible, instead of fusing several 

concepts into complex texts and pictures. 
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Pre-Training 
effect 

The introductory material at the beginning of a 
presentation may reduce the cognitive load associated 

with complex information that forms the core of the 
learning material. 

Modality effect 
When pictorial and verbal information is combined, the 
use of narrated (spoken) text is preferable over written 

text. 

Multimedia effect 
Fostering 
generative 
processing 

Explanations with text and pictures are more efficient 
than those presenting information using only one of 

these possibilities.  

Personalization 
effect 

The presentation of material should preferably make 
students feel part of the narration, for example, using the 

second person instead of the third person conjugation. 

The theoretical constructs of dual-coding (DCT), bilingual DCT, and cognitive theory of 
multimedia learning (CTML) imply that learning in a multimedia learning environment is best 
facilitated when the new information is presented through both verbal and visual representational 
modes rather than just a single mode [9,25]. For optimal learning results, the chances of overloading 
a learners’ cognitive system should be minimized by displaying both verbal and visual materials 
simultaneously rather than successively [33]. In view of the above, research into L2 vocabulary 
learning has recently turned into films as an authentic source of multimedia materials and the use of 
subtitles as a teaching tool. 

5. Teaching Vocabulary through Multimedia; Film Subtitles as a Tool 

Vocabulary knowledge plays a prominent role in learning a foreign language [39]. Over the 
years, there have been debates on the most effective ways for developing learners’ vocabulary 
knowledge and several theories point us to one or another direction for best results. While many 
researchers believe incidental learning is slow and random, they also support that it can supplement 
the “contextual” types of word knowledge [40]. In their study, Huang and Yang [41] stressed the 
significance of incidental vocabulary learning as the main source of learner-centered vocabulary 
acquisition in authentic situations. On the other hand, there are several empirical studies which 
favor intentional acquisition over incidental acquisition [42], even though, when it comes to 
determining the effectiveness of specific methods within the context of intentional vocabulary 
learning, limited research exists [43].  

Despite the debate over the issue of incidental vs. intentional vocabulary acquisition, one thing 
all researchers agree on is that a key element of fluent language use is the ability of the user to 
automatically recognize words in listening and/or reading, as well as being able to easily recall 
words when speaking or writing. Words cannot be used if they are not known; therefore, the 
acquisition of a large vocabulary and the automatic retrieval of this vocabulary are key elements in 
learning a foreign language [44]. Another important issue is that vocabulary tends to be forgotten if 
it is not used through the right methods that will provide learners with language inputs in a genuine 
target language environment which leads to its acquisition. In this regard, the increasing access to 
different multimedia and technology resources facilitates spontaneous vocabulary acquisition for 
the contemporary age learners. In particular, films with subtitles can be a valuable tool in bringing 
students closer to authentic real-life vocabulary.  

Ever since Karen Price’s ground-breaking work in 1983, consequent studies have found several 
benefits of using subtitled movies by confirming that subtitles indeed improve vocabulary learning 
[45]. Films are one of the most prominent examples of multimedia tools for the foreign language 
classroom, especially with the addition of subtitles or captions. Images leave double and therefore 
stronger traces in our brain because written and spoken words only get coded once, whereas images 
of words get coded twice, first visually, then verbally [46]. Using captions or subtitles enables the 
learner to access more working memory capacity [47] and, additionally, since the materials (captions 



Educ. Sci. 2019, 9, 210 8 of 13 

or subtitles and audio text) appear almost simultaneously, there is reduced risk of overloading the 
learners’ cognitive capacity [33]. Therefore, captions or subtitles are more likely to contribute to 
better word recall and incidental vocabulary acquisition [48].  

Moreover, films can be beneficial even to weaker or more elementary students because despite 
the fact that “authentic videos can be challenging for the average student; the language can be 
understood with the help of subtitles, either by having them already visible on the screen or by 
creating them” [49]. Αs audiovisual materials, films can provide engaging context involving action, 
not just still images, and several authors have described the specific features that make video a 
powerful medium for learning, such as “abstracting information, narrative visualization, recognition, 
and identification by the student” [50]. Films as authentic audiovisual materials are not 
form-focused and they promote visual information in a real context, natural language at normal 
conversational speed, and different accents from various ages, genders, and socio-cultural 
backgrounds [51]. Furthermore, in one of the first studies about the effectiveness of subtitling, Price 
[52] as cited in Rokni and Ataee [53] concluded that subtitling resulted in comprehending a great 
deal of cultural background, linguistic aspects, and social behaviors. 

The potential of subtitles as a teaching tool has become apparent over the years; however, more 
investigation is necessary so that we can determine what types of subtitling are more suitable for 
each of the learners’ needs and skills development, as it seems that different types of subtitling can 
enhance different areas of learning a foreign language. Baltova [54] supports that subtitled 
audiovisual materials enhance vocabulary learning and improve content comprehension even when 
learners are relatively inexperienced. According to some researchers, subtitles may bridge the gap 
between reading and listening skills [55–60]. Bravo [61] found subtitles beneficial with regards to 
reading comprehension and other scholars support that subtitling may enhance vocabulary recall 
[62,63]. 

In film subtitling, the most common types are as follows: 

1. L2 audio with L1 subtitles (standard subtitling), 
2. L2 audio with L2 subtitles (captions or bimodal subtitling), 
3. L2 audio without subtitles (no subtitling), 
4. L1 audio with L2 subtitles (reserved subtitles). 

Research is more extensive in the first three, but more empirical results are being presented 
over the last years on the last one. We will mainly focus on the first three and their effectiveness in 
foreign language vocabulary learning. 

With respect to vocabulary, research in the field of foreign language acquisition indicates that 
exposure to subtitled films as comprehensible input generally enhances the acquisition of 
vocabulary [45,64–68] be it incidental or intentional; and also taking into consideration other factors, 
such as repetition of viewings [69], the quality of subtitles segmentation [70], or even the students’ 
own cultural backgrounds [71]. 

In experiments comparing standard subtitling with no subtitling, several researchers have 
found that standard subtitles are beneficial for vocabulary acquisition [64,72,73]. In the experiment 
of Aidinlou and Moradinejad, the control group (no subtitles) did better in short-term retention, but 
the experimental group outperformed the control group in long-term retention, which indicates the 
superiority of learning vocabulary through watching subtitled videos in long-term retention of 
vocabulary. In an empirical study in Algeria [64], findings indicate that using subtitled films clearly 
enhance the learning of new vocabulary. In the case study of Rokni and Ataee [53] subtitles led to the 
students’ improved speaking ability, which presupposes an improvement in vocabulary retrieval. 
Finally, Hsien’s study [73] of 107 students of English as a foreign language (EFL) in Taiwan looked 
into three types of subtitling: standard, bimodal, and reversed, and concluded that using standard 
and bimodal subtitling as well as making use of different multimedia have a positive effect on 
students’ listening and vocabulary abilities; with standard subtitling being more effective than 
bimodal subtitling. 

Taking a closer look at studies on captions (intralingual subtitles), Hirose and Kamei [74], as 
well as Zanon [75] contend that text in the form of subtitles draw learners’ attention to a speech that 
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would otherwise be lost and, thus, limits the level of insecurity and anxiety of learners when 
watching a film in terms of unknown vocabulary. Baltova [54], based on her empirical study, 
supports captions as a means of enhancing L2 learners’ understanding of vocabulary and authentic 
texts, while Zarei [75] indicates captions as the most effective type of subtitling for vocabulary recall. 
Further support also comes from Sadiku’s recent work [45] whose results indicate that captions 
facilitate better vocabulary acquisition for short- and long-term memory, specifically when they are 
shown to students in an intentional learning environment, for example, with the assistance and 
instructions from a teacher. More research findings support captions as a factor that facilitates 
comprehension and memory [76] and more specifically vocabulary recall [62,77,78]. In the same vein, 
Goldman and Goldman [79] favor captions as especially beneficial for slow readers. 

As for reversed subtitling, there has been some research recently that indicates this type as more 
beneficial for improvement in L2 general comprehension or listening skills [59,76,78,80,81]. Danan 
(1992), specifically, attributed the success of reversed subtitling to translation facilitating language 
encoding. What was most interesting in her work was the fact that although her study involved two 
languages (English and French), the focus was not on the L1–L2 connections, but on how the features 
of the two languages might enhance learning. So far, there are not many empirical studies that 
compare captions and reversed subtitles while focusing on short-term or long-term vocabulary 
retention. 

6. Interactive Uses of Subtitling as a Multimedia Tool 

In recent years, there has been increasing interest in the field of multimedia and audiovisual 
technology in education. Technology media can assist learners in acquiring vocabulary incidentally 
or intentionally [41], especially using films as a tool. An example is the recent David Wilkinson and 
Ognjen Apic’s “Language Learning with Netflix” [82] “which is a Chrome extension that lets you 
watch shows with two subtitles on at the same time so you can visually pair translations with 
dialogue and learn some new vocabulary in the process.” The vocabulary-highlighting tool changes 
the color of words depending on their frequency and can be adjusted to match the viewer’s 
vocabulary level. There’s also a tool for producing a pop-up dictionary, and when you click on the 
words you can hear them. Many recent studies report more encouraging results on digital tools, 
particularly in film subtitling, and their pedagogical benefits. Nevertheless, more research is 
necessary to determine the types of subtitles that enhance specific cognitive skills. From the studies 
presented in this paper, it seems that standard subtitles tend to facilitate general comprehension [83], 
reversed subtitles improve language encoding [78], whereas captions enhance vocabulary recall and 
long-term retention [45]. However, it should be questioned whether this is the only use that subtitles 
may have in the foreign language classroom. Attempts have been made by scholars to overcome the 
shortcoming of students’ passive film-watching; be it with or without subtitles, and engage them 
more actively with subtitling. Canning-Wilson [84] suggests that “images contextualized in video 
[…] can help to reinforce language learning, provided the learner can see immediate meaning in 
terms of vocabulary recognition” and one of the best ways of “assuring this immediacy of meaning 
is with the help of subtitles”, which is may be further enhanced when subtitles are not used 
passively for example when students create the subtitles themselves. A case in point is ‘Smart 
Subtitles’ of Kovacs and Miller [83] which are interactive subtitles aiming at vocabulary learning. 
‘Smart Subtitles’ have appealing features for students, such as vocabulary definitions on hover, and 
dialog-based video navigation. Another example of a more interactive use of subtitles is the SvL 
project (Learning via Subtitles) [85] which is a tool developed by the Laboratory of Educational 
Material of the Hellenic Open University, simulating a professional activity, that of film subtitling, 
mainly for students in translation courses. Multimedia is the core of the activity in this case and 
provides hands-on experience and result. The software seems a promising tool where films/videos 
are combined with subtitles in a more engaging activity. Finally, Zanon [86] suggested a multimedia 
platform where film clips are loaded by the teacher, who also decides on various parameters and 
degrees of support (e.g., whether students are given the corresponding script transcripts, vocabulary 
assistance, etc.) and subtitle type (standard, bimodal, and/or reversed). Students actively engage in 
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subtitling the clips; an activity which could easily be applied in a classroom environment or in any 
distance learning program. 

7. Conclusions 

Acquiring new vocabulary is crucial in language learning, especially in improving students’ 
communication skills. Despite the fact that researchers agree on the importance of vocabulary 
acquisition in second language acquisition (SLA), the question of long-term vocabulary 
development has still not been fully researched [87]. Cognitive theories, such as the dual-coding 
theory and the cognitive theory of multimedia learning offer a sound basis for the development of 
educational multimedia tools; but further research is necessary to continue exploring the issue of 
vocabulary acquisition with the use of subtitling. It seems that experimental findings point to 
different types of subtitling enhancing specific areas of students’ skills and vocabulary recall, 
however, on many occasions the findings of those studies are contradictory, or too general, and 
serve more as indicators rather than evidence. This may be because most studies involve a small 
number of participants (<50) and empirical methodologies and participants’ characteristics are so 
different that they do not offer comparable groups among the studies. Broadly speaking, however, 
findings so far indicate that standard subtitles could enhance general comprehension and short-term 
vocabulary recall and bimodal subtitles could improve long-term vocabulary acquisition and 
listening skills, whereas reversed subtitles could be beneficial to general comprehension and 
language encoding. Finally, what should also be stressed is the need for research in activities where 
subtitles are not passively used, but where learners are actively involved with them. Audiovisual 
digital technology offers a vast spectrum of possibilities in our pursuit of more sophisticated tools 
involving subtitles as an engaging medium for language development. 
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