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Abstract: We are facing the rapid development of educational technology and social robots tested in
classrooms. Research has identified teachers’ caution and concerns about these robots’ social skills.
Pre-service education is critical for forming beliefs and preparing teachers for the future classroom
and innovations in educational technology. In the present study, exploratory factor analysis is applied
to examine pre-service teachers’ concerns about social robots’ instructional integration in the role of
social agents interacting with children. We apply a concerns scale encompassing the instructional and
socio-emotional concerns regarding robots’ instructional integration in the classroom environment.
In this study, the scale, which was developed in Slovenia, is examined in the Russian cultural
context. Based on the concerns scale, exploratory factor analysis identifies a one-factor solution
with five statements (of a six-item factor) shared with the Slovene sample, adding three statements
focusing on the importance of the teacher’s role. Russian pre-service teachers share concerns with
Slovene pre-service teachers and further highlight the authenticity of unique human relationships
and interactions. Slovenian pre-service teachers are more focused on children’s social skills and
well-being, while Russian participants give special attention to the teacher’s role and value and
believe that it would be wrong to place the robot in a classroom for such a purpose. They do not
consider the robot’s human-like interaction skills sufficient for it to be assigned the role of a social
agent and interaction partner in the classroom. The inappropriateness of the robot for pedagogical
interactions and relationships is the basis of all their concerns. The Kruskal–Wallis test identified the
moderate magnitude of the difference between the groups (ε2 = 0.07–0.12), with Russian pre-service
teachers presenting the strongest reluctance towards authenticity-imbued social robots in pedagogical
roles. The authors emphasize the need to clearly state stakeholders (roboticists, teachers, children,
parents) in the research design and their roles in the evaluation of robot implementation.

Keywords: child; learning; teaching; pre-service teachers; social robot; robot educational technology;
robot–child interaction; concerns scale

1. Introduction

We are facing the rapid development of educational technology, and artificial in-
telligence is opening up important issues regarding the teacher’s role and technology’s
influence on the learning process and on learners [1]. Robotic technology is being intro-
duced as a teaching aid or to conduct more instructional tasks, or to teach/interact on the
teacher’s behalf. Testing robots in classrooms necessitate that teachers plan robot-based
lessons with an appropriate level of robot interaction.
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Robotic educational technology is being tested in classrooms, and scientists have
invested considerable effort in developing robots with human-like interaction capabilities
over the last two decades [2]. These robots’ human-like appearance and interactions make
them appear familiar to their human user, helping the robot to enter more easily into
interpersonal relationships, which have hitherto been the unconditional and undisputed
domain of the human–human interaction scheme. If a robot conforms to human appearance
and behaviour, human–robot communication will presumably be optimised in many
contexts [3].

The entry of human-like machines with human-like interactions into human relation-
ships affects those relationships, and the long-term impact on interpersonal relationships
is unclear. As Kahn et al. [3] explain, humanlike robots will affect people socially and
morally. Current generations are the first in human history to grow up in an environment
gradually becoming saturated with robots [4]. We have not experienced this yet. Šabanović
notes that robots will mould our lives, and our interactions with them will enable them to
be socially upgraded. Gawdat [5] elaborates on how we educate and teach robots in our
everyday interactions with them. When designing artificial intelligence, developers need to
develop a deep understanding of human learning, and social robots help us to learn about
human learning [6]. Artificial intelligence has been recognised as a tool for investigating
and analysing the human learning process and making it more visible [7].

We define social robots as follows: “Social robots are physically embodied autonomous
robotic technology, equipped with AI and social skills, developed to become a human-
equivalent partner in social relationships, capable of interacting in a human-like and
situation- and role-appropriate manner” [1] (p. 63).

2. Literature Review
2.1. The Use of Social Robots in the Educational Context

Robots have been used in education in the past, for example, in the teaching of
programming and robotics to students [6,8]. No human image or human interaction was
needed with these robots. Today social robots are introduced in classrooms. They are
intended to be used in all curriculum subjects [2,9]. They are not limited to the role of a
tool [10] but are being developed to become a social agent and vehicles for human-like
interaction with humans [10,11] with the robot autonomy ranging from teleoperation to
the fully autonomous systems which is in focus of this article [12]. In the early stages of
the development of social robot technology for education, scientists were initially more
focused on the development and testing of robots [13] for the preschool level. Later, the
focus shifted to elementary school [2].

For current use in a learning environment, robots require a lot of preparation, support,
and adaptation of the physical and interaction environment to their needs [12,14]. Social
robots in current educational contexts are designed for individualised learning to support
students in learning at their own pace [2], and not for groups of students performing two-
way group interaction. Robot technology is developing very fast, and artificial intelligence
has great potential for application in education [6,8,14,15]; however, a social robot is not
sufficiently designed for successful large-scale implementation in classrooms [16].

Most research on this topic focuses on the robot artefact rather than on the learning
process and the student. Therefore, usability testing is still adapting learning situations
tailored for social robot integration, rather than robot testing in authentic classroom situa-
tions to improve learning processes and outcomes. The predominant question concerns
determining where using robotics makes sense and providing support for the technological
development of new robotics technologies. Little attention is given to in-depth analysis of
the implications (both positive and negative) of using social robotic technology in education
and training and identifying the different impacts they may have on users. Teachers do
not have a clear idea of what social robots could be used for [17]. Hrastinski et al. [18] and
Istenič et al. [19] add that it is not clear to education professionals why social robots should
be used in the classroom and why they should have the appearance of a human being.
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2.2. Acceptance

Social robots are not just a radical technological innovation [20]; they are also a radical
social innovation and as such are difficult for humans to accept and embrace in human
social spaces. People find it difficult to understand highly developed technological artefacts
that integrate human-like social capabilities. Therefore, development often occurs without
adequate debate on the implications of technological innovations for target user groups
(e.g., students) and without explicitly defined social choices [4]. Important robotics topics
should not be left solely to roboticists, as integrating robots into society involves and refers
to solving social problems of a non-technical nature.

Robot developers are well aware that robots will only be successful in the roles for
which they are designed if humans accept them. This is even more the case for social robots,
which often have to deal with the issue of their acceptance in the very personal or private
nature sphere of human beings. For this reason, much of the research on social robots is
concerned with the issue of acceptance: what the robot should look like and what the robot’s
gestures, behaviour, voice, etc. should be like. In human–robot studies, the main focus has
been on developing and refining a robot that is not rejected by humans. In the case of robots
that solve a problem for a human, or relieve a human of dangerous and dirty work [21,22],
we can assume that humans will be more neutral in judging the usefulness of the robot, but
they may still have concerns. However, when it comes to social robots performing social
roles, people are more reluctant to accept robot social behaviour [23]. Among social robot
implementation purposes have been identified also teacher shortages [24,25]. Research
studies examine a variety of functions that social robots could perform in instruction
supporting either teachers or students [2]. Current research does not provide a clear picture
of what the long-term consequences of social robot integration may be and “How will man
shape the robot and how will the robot shape man” [4,5].

In some cases, it may be clear that a robot is going to make our job easier. But in many
cases, roboticists have yet to figure out where and how to place certain robots and create
the need for social robots. The comparative advantages of a robot over a human have
not yet been satisfactorily explained. Currently, roboticists are focusing on the vision and
technical constraints involved when developing new social artefacts that can be integrated
in diverse societal areas, which it seems will happen shortly. Do we have an overall idea
of the functioning of these robots in the human social sphere and the implications of their
integration into human society? Education professionals have to initiate an in-depth debate
on the issues of robot integration.

Today, humans are confronted with this new technology and many solutions are
offered commercially. It is predicted that in the future, man and robot will complement
each other and coexist [4]. At a societal level, we need to have a broad debate about how
robots and humans can co-exist, and what are the implications and influences of robots
in a society. Šabanović [4] explains that many roboticists conceptualize the social change
of integrating robots into human society in terms of linear technological determinism:
advancements in the field of robotic technology will be a step to bring human society
forward. Assuming that technological advances are a condition for change in the future
course of human history, robots are destined to change our lifestyles, and researchers are
trying to fit them into our existing lifestyles [4]. However, there is no clear picture of the
society that is supposed to result from this process of integrating robots. In education, the
role of educational technology is to equip younger generations with skills and follow the
advancement of society through the progress of technology.

We are being pushed into the robot age. It is also being brought about by employing
education. Education has a formative objective in supporting the upbringing of members
of human society. Education professionals have to focus primarily on the learner [26,27].
Education professionals perceive social robots as just another digital technology in the class-
room, as a machine following a script rather than as an interaction partner [17,19,28]. It is im-
portant to establish whether students perceive these robots that way and whether they will
perceive them that way in the future. Based on the literature, Flensborg Damholdt et al. [29]
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conclude that interacting with a physically embodied robot in a social space has a different
effect on people than interacting with a screen application or video of the robot.

Future generations will be born and grow up in an environment saturated with
robots [5,11,30]. In the future environment, robots will learn quickly with the capacity to
incorporate constant technological improvements, including the social skills required to
interact with humans [5]. The efforts of robotics researchers aim to persuade people to
accept social robots with social roles in society, in what Kahn et al. [3] call the “I–Thou”
relationship, in which people treat the robot as if it were a person, rather than what they call
the “I–It” (I–This” relationship), in which people treat the robot like a machine. Turkle [30]
pointed to the missing link in the I–You relationship: the authenticity of the relationship.

2.3. Elementary School Teachers’ Perception of Their Profession and the Role of Technology
in Education

Educational technology forms an instructional environment with social robots tested
in classrooms [2]. Teachers experience their role in a very different way from roboticists,
who tend to prepare a social robot to perform teachers’ roles. The teacher is focused on the
children, on their all-round growth, and on helping them find a place in society according
to the child’s aspirations, abilities, and character. For the roboticist, the focus is on scientific
progress that will lead to social development and prosperity. For the teacher, the focus is
on a properly educated, nurtured, and socialised child.

The teacher focuses on the learner as a whole. This includes affective concern for
the child’s well-being. The teacher supports the student in building self-confidence and a
sense of identity. The teacher stimulates the child’s aspirations and motivates him or her to
persevere in developing their personal and cognitive abilities.

Children spend much of their day with teachers in a world in which “most roles are
affectively neutral, and the positive affectivity of the teacher’s role increases in impor-
tance” [26] (p. 26). In this context, the teacher builds an authentic relationship of trust
with the child. The teacher becomes a role model for the child, motivating, inspiring, and
encouraging him or her. The teacher’s role is much more than mechanically transmitting
knowledge. The teacher tends to be involved as a whole person [26] with personal in-
tegrity, involving their own values and principles in the relationship with the student [27],
especially at the pre-primary and primary level.

It is not possible to specify all the tasks a teacher performs and how to perform them.
Therefore, the teacher has a great deal of discretion in the conduct of their work. Because
each child is a world themselves, the teacher cannot rely on the certainty of, for example,
certain technical procedures [26]. In the classroom, in addition to teaching the content, the
teacher promotes the corresponding (1) relational virtues (related to one’s relationship with
others, including aspects such as generosity, honesty, trust, and sincerity); (2) performance
virtues (related to the performance of tasks, and encompassing responsibility, perseverance,
effort, etc.); (3) intellectual virtues (values related to the understanding of reality, such as
truth and prudence) [26,27,30]. In this context, the teacher sees teacher’s role more as a
concern for the preservation of human identity and the virtue of being human.

2.4. Reflections on Child–Robot Interaction (CRI)

Educational goal is the cognitive and moral development of students [31] which is a
complex process manifested on several levels of teaching and learning. So far, the main
purpose of surveying teachers about robot-assisted lessons has been to find out if they
would be willing to accept a robot in the classroom and to find out how robots could be used
in the classroom [32]. These findings should be integrated into the further development
of robots. The crux of the matter is to facilitate discussion with education professionals
regarding whether they have a real need for the use of a robot and to specify such robots’
circumstances of use, purposes, benefits, and limitations. Discussions are needed to find out
whether there is a need for authenticity-imbued social robots or whether authenticity is best
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reserved for teachers. Teachers and pre-service teachers need to be asked if they envision a
future with robot teachers as the only teachers in a face-to-face classroom environment.

A great deal of educational technology resides in perceptions and training readi-
ness [33] and robotic research shows similarly. Even if users of technology perceive the
benefits of social robots, they may not be ready to leverage social robots for optimum bene-
fit. The use of technology is not socially and interactively neutral. Robots’ performances
in social interaction and relationships are an important issue [17–19,34]. Education profes-
sionals focus on the robots’ social and interactional capabilities when they consider the
implementation of robots in the school environment and the interaction between students
and robots. Teachers are much less worried about their own technical skills with regard to
robot use [17,19].

As education professionals consider CRI with a focus on their students at the lower
levels of education, the issue of relational authenticity in emotional exchanges with social
robots is at the forefront [19,28,32]. There are profound doubts that a social robot could
authentically perform human roles [19,28,32].

2.5. Authenticity Problem

Social robots are suggestive, but they are not relationally authentic [20]. The perception
of the unauthenticity of their relationships can be a barrier to using social robots as relational
partners with students [28]. Participants in a study by Diep et al. [28] stated that robots
cannot be used to replace humans in tasks that require emotion and communication. They
further explained that because social robots lack history, emotion, and sophistication, they
cannot authentically assume the role of a human.

This problem of authenticity in robots’ relationships was emphasised by the partici-
pating pre-service teachers in the studies conducted by Istenič et al. [19,32], who presented
a holistic view of pre-service teachers’ concerns for their students. The participants em-
phasized the importance of authentic human emotions, empathy, social bonds, facial
expressions, and verbal and non-verbal communication. They stated the belief that authen-
tic human contact, communication, and relationships in the classroom are irreplaceable.
They pointed out that a robot is incapable of having genuine relationships with students,
acknowledging that children need to be raised and educated. They do not consider it
appropriate for a robot to perform teachers’ socially intelligent role in the classroom. Their
views are in agreement with the study by Smakman et al. [35,36], which indicated that
robots are not suitable for socialising and bonding. Furthermore, they believe that the
social robot partner is not suitable for caring for, raising, and comforting a child; socialising
the child into human society; and teaching the child about their culture, behaviour, life
and emotions [19]. Diep et al. [28] also found that teachers were convinced that the robots
did not provide enough comfort for the students. In addition, participants in a study by
Istenič et al. [19] claimed that robots cannot help children understand what it means to be
alive, to adapt, and to interact in a social context. In particular, participating pre-service
teachers reported problems with the robots’ lack of social skills, which were highlighted by
participants in several related studies. Kennedy et al. [17] identified a lack of social skills
in robots, while Diep et al. [28] and Serholt et al. [34] identified a lack of emotions and an
inability to recognize an interaction partner’s emotions. In addition to feeling that the social
skills of the robot could not reach sufficiently high capacity, participants in Istenič et al.’s
study [19] warned about the lack of authenticity of the robots’ emotions and children’s
awareness of this authenticity problem. They believe that it would be wrong to place a
robot in a classroom for such a purpose and agree with Turkle [30] that when we speak
of the empathy of a robot, the robot only exhibits behaviours that would be considered
empathic if performed by a human, whereas a robot is not capable of empathising as such.

Istenič et al. [19,32] study shows that participants’ reflections clearly express pre-
service teachers’ belief in the uniqueness of human nature [37,38]. Human uniqueness is a
socially learned and culturally specific sense of being human that is unique to humans and
distinguishes humans from non-humans [39]. The study by Istenič et al. [19,32] indicates
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that participants’ belief in the uniqueness of human nature is based on the uniqueness of
human emotions, bonds, and relationships [19], which following the participants in a study
by Smakman et al. [35,36], that robots are not suitable for socialisation and bonding.

Istenič et al. [19,32] study indicates that participants fear that a child’s interpersonal
relationships will be substituted with a relationship with the robot, that the child may
develop an unhealthy attachment to the robot, and that the robot will become the child’s role
model. Current research shows that humans can develop emotional bonds and attachments
to social robots, as a reasonable level of human–machine social interaction is now technically
possible [18]. For example, Kanda et al. [40] report that children developed a friendly
relationship with the robot known as Robovie during two months of interaction with it.
However, it remains unclear whether human–robot attachment can reach levels similar to
those of human–human attachment [41].

Serholt et al. [34] show that teachers believe children could begin to mimic robots,
adopt new ways of speaking, and therefore struggle to understand human facial expres-
sions, resulting in confusion and affecting their emotional intelligence. They fear that
children will become dehumanised by interacting with robots. Additional concerns of edu-
cation professionals include the robot’s lack of authentic emotional exchange with students,
the lack of human interaction, the lack of the ability to perform face-to-face interactions
with humans, and the lack of the ability to perform communication tasks [28]. Turkle [30]
raises concerns about relational artefacts’ authenticity. Merriam-Webster Dictionary [42]
defines authentic as “worthy of acceptance or belief as conforming to or based on fact” as
well as “conforming to an original to reproduce essential features”. For the purpose of this
study, a robot in an educational role can be considered authentic if it can perform its role
comprehensively and at the same level as a teacher so that the child’s well-being and overall
cognitive and personal development are not compromised by the child–robot interaction.
At present, the focus is on student-centred concerns that were raised in the study by Istenič
et al. [19] in a sample of pre-service teachers. Merriam-Webster Dictionary [43] defines
concern as a “matter that causes feelings of unease, uncertainty, or apprehension”. For the
purpose of this study, we define a concern as a limiting condition, situation, or relationship
which represents an obstacle that causes a state of mental discomfort and uncertainty and
calls for caution. More broadly, in our context, a concern is a situation in which participants
feel that a robot is not appropriate in a school setting, meaning they are concerned about
introducing a robot into this setting.

There is a lack of studies examining teachers’ and pre-service teachers’ views and
concerns when focusing on the learner in robot-assisted instruction. The instrument
designed within the Slovene sample of pre-service teachers was applied in this study to
disentangle views to slowly extract the concerns that recur across cultural contexts and
require attention in future research. The study aims to explore which concerns are present
among Russian pre-service teachers and whether pre-service teachers from in the Russian
cultural context share concerns with their Slovenian counterparts. HRI studies have shown
the potential for cross-cultural differences in human–robot perception and attitudes [44].
Based on the instrument designed in the study in Slovenia [19,45], the goal of the study
presented in this article is to examine if Russian pre-service teachers share the concerns of
students from the Slovene cultural environment.

Our research question is as follows: What are Russian pre-service teachers’ concerns
regarding social robot instruction integration and do they share concerns with Slovene
pre-service teachers?

3. Methods
3.1. Research Design, Participants and Procedures

The survey was conducted in 2021 at Kazan Federal University in Kazan. The conve-
nience sample consisted of 124 pre-service classroom teachers. About 20% of all students
at Kazan Federal University are future teachers. Of the participants, 123 (99.2%) were
female and 1 (0.8%) was male. The participants had a mean age of 19.38, SD 1.84, ranging
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from 18 to 35 years. A total of 82 (66.1%) participants were attending the first-year courses,
21 (16.9%) were in their second year, 16 (12.9%) were in their third year, and 5 (4%) were in
their fourth year. There is a strong female bias in our sample, as in other research involving
social robots and education professionals [17,34,46–48].

Only a small share of 10 (8.1%) of the participants have already seen social robots;
60 (48.4) have never seen social robots in real life, stating, “I’ve only seen them in media
like television and newspapers”, 50 (40.3%) have never seen them before, and 4 (3.2%) have
used them before.

Before the intervention, participants were informed about the study, that their partici-
pation was voluntary, and that neither participation nor nonparticipation would affect their
grades. They provided written consent.

The participants were shown the presentation of the characteristics of social robots.
Afterwards, they viewed seven videos of social robots in pre-primary and elementary
school settings. The benefits of an on-screen presentation of a robot in research stud-
ies have been discussed [32]. Studies about teachers’ attitudes, opinions, and views on
the topic established that a video intervention presenting social robots on the screen is
appropriate [34,48,49]. After viewing the video material, the participants completed an
online questionnaire. The data collection was individual and not guided.

3.2. Instrument and Data Analysis

The instrument was applied in the study to disentangle views and to slowly identify
which concerns recur across cultural contexts and will require attention in future research.
For this reason, even with small samples, as is the case in this paper, we have taken the
position to capture as much data as possible in the EFA, so as not to lose valuable and scarce
basic data for further processing. We applied the scale with 27 items and data processing
identified a set of latent variables underlying the variables actually observed or measured
in the sample of Russian participants.

The instruments applied in the study were the concerns scale, which comprises
27 items, and a 5-point Likert scale. The instrument was designed in the Slovene con-
text [19,45] in two stages. In the first stage in 2019, study participants openly wrote about
their reflections on the presence of social robots in a classroom. The open reflections were
coded and categorised into a concerns scale composed of 27 items [19]. The scale consists of
27 items (Appendix A): the authenticity of the robot’s human-like appearance and identity,
human contact and emotions, empathy, its understanding of the child’s feelings, and its
ability to comfort the child and support their socio-emotional development; the authentic-
ity of the robot’s communication and education; child socialisation, human and teacher
substitution; teacher interaction; the robot being a role model for a child and the ability to
evoke a genuine emotional attachment to the robot; the robot’s ability to attract students’
attention; the robot’s impact on kids’ behaviour and communication; whether children
focus on the robotic technology during learning activities instead of being focused on the
learning activity; the robot’s inability to resolve interpersonal problems in the classroom;
the disruptive impact of robotic technology on upbringing and education; technology
attachment; the possibility that the robot may be intimidating to children; and participants’
opinion on whether or not robots should be banned in elementary schools.

In the second stage, in 2021, the testing of the scale was performed on a sample of
132 Slovene pre-service teachers [45]. Two factors with good reliability were identified:
“Lack of social skills” (Cronbach α = 0.904) in line with Kennedy, Lemaignan, and Bel-
paeme [17] and “Inadequacy of robots to promote students’ development” (Cronbach’s
α = 0.867). The reliability of the whole concerns scale (including all 27 items) established a
Cronbach’s α = 0.945, which is considered very good [50].

This paper presents the results of an exploratory factor analysis of the concerns scale
in the Russian sample. The concerns scale was translated from the Slovene language
into the Russian language by the authors and evaluated for clarity by two experts and
seven students.
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The data were analysed using the SPSS 28.0 statistical package. Principal axis factoring
was performed to assess the construct validity of the concerns Likert-type scale to determine
the underlying factor structure that exists in our set of variables. The reliability was
established by calculating Cronbach’s alpha. Basic descriptive statistics are presented,
including the mean scores, standard deviation, minimum, and maximum. To examine
concerns between the Russian and Slovene samples, the Kruskal–Wallis test was applied to
determine pairwise group differences. The Slovene data used were from a study conducted
in 2023 [45]. An effect size was applied to determine how meaningful the differences in the
Epsilon square (ε2) are.

4. Results
4.1. Principal Axis Factoring and Reliability Analysis of the Instruments

Exploratory factor analysis, the principal axis factoring method, was applied to exam-
ine the dimensionality of the 27 items from the concerns scale in a sample of 124 participants.
First, data were screened to determine their appropriateness for principal axis factoring.
According to Field [51], the value of the Kaiser–Meyer–Olkin test of sampling adequacy in
our dataset (KMO = 0.905) indicates a high sampling adequacy. The p-value for Bartlet’s
test of sphericity (χ2 (28) = 579.196, p < 0.001) indicates the correlations between items are
sufficiently large for principal components. Our determinant (0.008) indicates that our
data were suitable for the analysis. Based on the results of principal axis factoring with
Oblimin rotation, we concluded that a one-factor solution containing 8 out of 27 items
from the original concerns scale obtained from a sample of 124 participants presented a
sufficient measurement construct [52] (Table 1). The sample size and number of scale items
are heavily discussed topics [51]. In educational research, a sample size of 150 has been
mentioned for the initial structure exploration [53].

Table 1. Principal axis factoring and descriptive statistics of the concerns saturating factor: “Reluc-
tance towards authenticity-imbued social robots”.

Variables Factor
Loading Mean Standard

Deviation
Minimum–
Maximum

Robots should not replace teachers’ work and interaction with children. 0.845 3.80 0.988 1–5

Children need teachers for their socio-emotional development. 0.807 3.92 0.832 1–5

The teacher understands the children’s emotions and can comfort them,
which the robot cannot do. 0.801 3.69 0.921 1–5

A robot cannot replace a human. 0.772 4.03 0.874 2–5

Robots cannot replace genuine teacher–child contact, as a child needs a
person who will actually understand, help, and encourage him or her. 0.754 3.87 0.883 1–5

Since a child finds a person in their life as a role model, it would be
wrong to attach to a robot in a similar way. 0.609 3.61 0.908 1–5

A teacher’s word is valuable and robots cannot substitute it. 0.681 3.65 0.973 1–5

Children spend too much time with electronic devices, so it is necessary
to encourage other activities, such as spending time in nature. 0.702 3.70 0.971 1–5

Total 3.78 0.988 1–5

Note: N = 124; KMO = 0.905. Extraction method: principal axis factoring; rotation method: Oblimin rotation;
p-value for Bartlet’s test of sphericity (χ2 (28) = 579.196, p < 0.001); determinant = 0.008. Cronbach’s alpha = 0.913.

The one-factor solution indicating the robot’s inappropriateness for bonding, relation-
ships, and educational functions is named “Reluctance toward authenticity-imbued social
robots” and explains 67.70% of the variance of the scale. Slovenian pre-service teachers are
more focused on social skills and the child’s well-being, while the Russian factor solution
highlights the teacher’s role and value. The one-factor solution integrated five items from
the Slovene six-item scale, with the first factor being “Lack of social skills” [45]. Omitted
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was one item: Compared to a robot, a teacher can act quickly when problems occur, such as
fights between children. In addition, three items were included which were not present in
the Slovene two-factor solution: Since children often consider a person in their life as a role
model, it would be wrong for them to form a similar attachment to a robot; a teacher’s word
is valuable and robots cannot substitute it; children spend too much time with electronic
devices, so it is necessary to encourage other activities, such as spending time in nature.

Russian pre-service teachers are concerned about whether the authenticity-imbued
social robots are appropriate and claim that authenticity is best left to teachers. They
are reluctant to envision a future with robot teachers. The reliability of the factor was
established by calculating Cronbach’s alpha. Cronbach’s alpha for factor “Reluctance
towards authenticity-imbued social robots” with eight items (0.913) indicates high [50]
reliability. The descriptive statistics for the extracted factor and single items of the extracted
factor have been calculated. On average, participants express agreement with the factor
“Reluctance towards authenticity-imbued social robots” (mean = 3.78, SD = 0.73, Min = 1;
Max = 5). To determine which concerns were particularly strong among our participants,
a single-item analysis for a single-factor solution, i.e., “Reluctance towards authenticity-
imbued social robots”, was used (Table 1).

4.2. Kruskal–Wallis Test

For the items, which constitute the factor presenting Russian concerns, the Kruskal–
Wallis test was performed to compare Russian and Slovene concerns and their level of
agreement. The results show statistically significant differences between the two groups.
However, the magnitude of the difference between the groups is moderate, as shown by
the effect size (ε2) values ranging from 0.07 to 0.12 (Table 2). Russian participants have a
higher level of agreement with regard to the importance of a teacher.

Table 2. Descriptives for factor solution items and Kruskal–Wallis test results.

Concern UNI Mean SD Min Max χ2 df p ε2

Since a child finds a person in their life as a role model, it would be
wrong to attach to a robot in a similar way.

1 4.11 0.95 2 5
18.05 1 <0.001 0.07

2 3.61 0.91 1 5

Children spend too much time with electronic devices, so it is
necessary to encourage other activities, such as spending time
in nature.

1 4.22 0.93 1 5
20.71 1 <0.001 0.08

2 3.70 0.97 1 5

A robot cannot replace a human.
1 4.45 0.80 2 5

18.26 1 <0.001 0.07
2 4.03 0.87 2 5

Robots should not replace the teacher’s work and interaction
with children.

1 4.42 0.80 2 5
29.06 1 <0.001 0.11

2 3.80 0.99 1 5

A teacher’s word is valuable and robots cannot substitute it.
1 4.26 0.83 2 5

28.03 1 <0.001 0.11
2 3.65 0.97 1 5

Robots cannot replace genuine teacher–child contact, as a child
needs a person who will actually understand, help, and encourage
him or her.

1 4.33 0.86 2 5
20.68 1 <0.001 0.08

2 3.87 0.88 1 5

The teacher understands children’s emotions and can comfort them
which robot is unable to perform.

1 4.32 0.79 2 5
30.96 1 <0.001 0.12

2 3.69 0.92 1 5

Children need teachers for their socio-emotional development.
1 4.36 0.79 2 5

21.10 1 <0.001 0.08
2 3.92 0.83 1 5

UNI: 1—Slovene participants; 2—Russian participants. Kruskal–Wallis test p-value ≤ 0.05. Epsilon square (ε2)
values interpretation: 0.00 < 0.01—negligible; 0.01 < 0.04—weak; 0.04 < 0.16—moderate; 0.16 < 0.36—relatively
strong; 0.36 < 0.64—strong; 0.64 < 1.00—very strong.
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5. Discussion

Participants, on average, expressed a high level of agreement with all of the concerns
about the robot’s lack of ability to perform social skills and form authentic attachments,
which indicates that the authenticity problem is especially important in a CRI. On average
(mean = 4.03; SD = 0.87), participants assigned the highest importance to the fact that robot
cannot replace a human being. This was also the only item where none of the participants
chose value 1, i.e., strongly disagree. Those who disagreed only chose value 2, i.e., disagree.
This item can be interpreted in different ways, for example: (a) it would not be appropriate
in an educational context for a robot to replace a human; (b) the specificity of the educational
context is such that a robot cannot adequately replace a human; (c) in general, it is not
appropriate for robots to replace humans in human roles. Given that (a) our one-factor
solution is already saturated by the item stating that robots should not replace teachers’
work and interaction with children, and (b) the fact that the main concerns expressed
by those involved are rooted in their learner-centred approach, we tend to interpret that
the participants do not consider robots in general, and in particular in the pedagogical
process, to be an adequate substitute for humans. Our findings indicate that they see
the robot as inappropriate for performing typically human tasks. In the future, research
needs to delineate exactly what teachers are concerned about when it comes to human
replacement, or possibly teacher replacement, by robots [25]. Are they concerned regarding
their jobs, sharing work with a robot, the quality of the pedagogical process, or the welfare
of the learner?

All other items also have values which tend, on average, towards four (agree): robots
should not replace teachers’ work and interaction with children; children need teachers
for their socio-emotional development; the teacher understands the child’s feelings and
can comfort them, a task which the robot is unable to perform; a robot cannot replace a
human; robots cannot replace genuine teacher contact with children; and a child needs a
person who will understand, help, and encourage them. In the Slovene sample [45], these
five concerns, together with the item stating that compared to a robot, a teacher can act
quickly when problems occur, such as fights between children, saturate the factor “Lack of
social skills” with a very high mean M = 4.37 (SD = 0.66). The Russian one-factor solution
expresses a mean value of agreement (M = 3.78, SD = 0.98).

The item stating that robots should not replace teachers’ work and interaction with
children (mean = 4.42; SD = 0.80) is in line with previous research [28,45,54]. Respondents
in the study conducted by Diep et al. [28] have a strong belief in the importance of human
interaction, which a robot cannot fulfil in the same way as a human being.

Comparing the Russian pre-service teachers’ results with those of the Slovene pre-
service teachers surveyed in the same year reveals three main issues:

First, while Rosanda and Istenič [45] extracted two factors (the lack of social skills and
the inadequacy of robots for enhancing student development) for the sample of Slovene
students, the study of Russian students showed that a one-factor solution is appropriate,
with a factor named “Reluctance towards authenticity-imbued social robots”.

Second: The single-factor solution of the Russian sample, named “Reluctance towards
authenticity-imbued social robots” includes five out of six statements from the first Slovene
factor, the robots’ lack of social skills [45]. Thus, statements indicating the perception that
the robot does not have sufficient social skills to act as a social agent with an assigned
pedagogical role in the classroom were also highlighted by the Russian participants. Such a
position is thus consistent with (a) the positions of two generations of Slovene pre-service
teachers from studies conducted in 2019 [19] and 2021 [45]; (b) the views of 35 British
educational experts on using robots in schools [17]; (c) the views of 6 special educators
suggesting robots are unsuitable for tasks involving emotional and communication needs
Diep et al. [28], and (d) the views of 18 Dutch primary teachers emphasising the importance
of human contact for children [48].

The view that children need teachers for their socio-emotional development is strongly
held by Slovene and Russian pre-service teachers. Similarly Dutch teachers [48] (believe
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that emotional development cannot be taught by a robot. Humans, not robots, should teach
social skills, according to participants in a study by Smakman et al. [35,36].

Similar to the Slovene [45] and Russian pre-service teachers, teachers from England,
Scotland, Portugal, and Sweden stated they would find it worrying if robots were to replace
human–human interactions [54]. Participating teachers from Sweden, Portugal, and the
United Kingdom in the study of Serholt et al. [34] believe that in educational settings,
children interacting with robots would lead to the dehumanisation of children.

Third: In addition, the Russian participants focused on three statements that were not
extracted in the Slovene sample in 2021 [45]. Two of these emphasize the authenticity of the
teacher’s role compared to the educational role of the robot, namely, the statement that since
children often see people in their lives as role models, it would be wrong for them to form a
similar attachment to a robot, and statement that a teacher’s word is valuable, and a robot
cannot replace it. This is in line with a study by Smakman et al. [35,36] which indicated
that robots are not suitable for socialising and bonding. It highlights the essence of the
teacher’s profession and the teacher as a role model for the child, motivating, inspiring,
and encouraging them, especially at the pre-primary and primary level [26].

The third statement emphasises the digitalisation of childhood: children spend too
much time with electronic devices, so it is necessary to encourage other activities, such as
spending time in nature, to draw attention to the problem of technology addiction. This is
in line with previous research, in which educators fear that robots could represent a source
of distraction for students [17] and could take these children away from the field of human
relationships, as CRI could change their communication preferences [48]. Consequently,
as children grow, they will seek constant contact with technology and may prioritize
technology over interpersonal relationships [19].

Our results show that the Russian pre-service teachers, similar to the Slovene pre-
service teachers, consider robots to be inadequate in terms of social skills, as an attachment
figure, and when it comes to providing the human aspects of teaching. They believe
that simply because a robot is not human, it is inherently unsuitable for working with
children. Only a human has, according to our participants, the true socio-emotional skills
and interactions necessary to work with children in the classroom. In addition, Russian
pre-service teachers highlight the teacher’s role and value. Their concerns are in line with
Sharkey’s [22] concerns in her conceptual learner-centred study. Based on her findings,
the difference in focus between roboticists and teachers could be identified. Roboticists
pay attention to the technological progress driving the development of society [4], while
teachers focus on the well-being of children. The authors of this study hold a belief that
improvements in robots’ technical and/or interactive capabilities cannot bridge such a gap
between two completely different conceptions of the role of humans, technology, well-being,
and society. On the contrary, such improvements could widen the gap.

The Kruskal–Wallis test identified the moderate magnitude of the difference between
the Russian and Slovene participants (ε2 = 0.07–0.12), with Russian pre-service teach-
ers presenting the strongest reluctance towards authenticity-imbued social robots in a
pedagogical role.

Authenticity and Human Uniqueness

From the perspective of authenticity, the eight statements that saturate the extracted
factor in the Russian sample of this study are related to the unauthenticity of the relationship
between the robot and the child. In the opinion of the participants of this study, the
integration of robots would cause dehumanisation, as a robot cannot be considered an
adequate teacher substitute when it comes to meeting a child’s need for communication
and interaction. The teacher understands the child’s emotions and can comfort them,
which the robot cannot do. Therefore, children need their teachers for their socio-emotional
development. Robots cannot replace a teacher’s human contact with children. A child
requires a person who can truly understand them and provide help and encouragement.
Therefore, a teacher can be a real role model for a child, and it would be wrong if this role
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model were a robot. Such an attachment to technology is inappropriate in the eyes of the
participants of this study. Furthermore, all of the previous seven points are absorbed in
the item stating that a robot cannot replace a human. Our participants express a strong
conviction that the human being is unique and, therefore, cannot be imitated authentically
by a robot.

In this study, we identified that the participants believe that education is based on
human relationships, in which there is no place for a social robot as an interaction partner.
When it comes to the relationship with a child in the classroom, they assign the robot
only the place of a machine. A robot cannot be considered a social agent in pedagogical
relationships. The participants believe a genuine relationship with a child is the basis for
education, that a robot cannot establish. Improving the social skills of a robot relationship
artefact is not an option.

We conclude that the Russian pre-service teachers in our sample disagree about
appropriateness of authenticity-imbued social robots as child-interaction partners. Social
robot in the relationship with the child is a kind of relational deception of the child and as
such is not appropriate for an educational environment.

6. Conclusions, Limitations and Future Directions

Humans have traditionally reserved feelings such as trust, caring, empathy, nurturing,
and love for relationships in which all parties are capable of feeling them, that is, for
relationships where all parties are human and capable of reciprocation [30]. These areas are
now being entered by social robots [11]. Robots’ integration depends on the acceptance
from the participants. Child acceptance studies suggest that children will accept them, at
least initially [49,54–57]. Although not much research has been conducted among teachers,
the results show that they have mixed feelings about robots interacting with children in
the classroom [19]. The results of such studies are difficult to compare. In this regard,
Bartneck et al. [58] point out the problem of the comparability of studies that use different
measurement instruments. In addition, the results have been obtained from different
types of samples, which does not allow for generalisation. The results of different studies
indicate several issues that need to be studied in depth concerning the use of robots in
children’s lives.

The concerns of our participants are largely in line with the previous studies. We find
that some concerns tend to emerge repeatedly across different studies when researching
teachers. To ensure the reliability and comparability of the results of the different analyses
of perceptions, cognitions, considerations, and attitudes towards social robots, it will be
necessary to define the target focus of the research. The authors of this paper identify some
main areas of focus, which are presented below.

The robot artefact is the focus in several surveys. Teachers are asked to assess what
a robot would need to be equipped with to function in the classroom. Teachers therefore
tend to think about variants suitable for the robot to achieve the goal of, e.g., performing
a conversational style. The goal is to further the development of skills that will allow
such robots to be suitable for working with students. From a pedagogical point of view,
technical proficiency is not enough. For a robot supporting students’ learning, pedagogy
and instructional models are needed.

The focus is on the teacher and where and how the robot could be used in the classroom.
In these contexts, education professionals are usually thinking about where a robot with a
certain set of characteristics could be used. Interestingly, the question of why they should
use it at all, or whether they need it, is a less frequent topic of discussion. We think it
would be useful to find out why it makes sense to use social robots when working with
students (in a sense of a pedagogical approach) and not where and how to successfully
use social robots when working with students (in a technical sense). Also, the fact that
a teacher thinks that they will be successful in using a robot and that they could use it
in the classroom, for example, to stimulate student motivation, is not sufficient from a
pedagogical point of view when evaluating the robot’s performance in the classroom.
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The important goal is to assess the readiness of the teacher to integrate the robot into
the learning process. In this context, it is necessary to ask specifically what aspects of the
learner the robotic technology is helping to develop: the cognitive, affective, or all-round
progress of the learner, and also to assess any undesirable side effects.

These robots are placed in a society as a whole, where students will one day take part
as adult citizens. As Šabanović [4] explains, exposing children to robots will have an impact
not only on the robots, but also on the children. There are still many unanswered questions
in this area. For example, what values, especially in the field of humanities and society, will
the robot convey (directly and through subliminal messages and gestures)? We will have to
decide what kind of members of society we expect to be raised and educated by robots.

We believe that only the results of studies with the same focus can be rigorously
comparable. We will only be able to talk about the acceptance, efficiency, and concerns
related to robots in education when we compare the results of both learner-centred and
declared learner-centred studies.

It would also be important to find out whether the pre-service teachers realistically
expect robots to be introduced in schools while they are working. We will have to see if
the results differ between the groups of teachers who have not yet reached the stage of
expecting this possibility and the pre-service and in-service teachers who have a realistic
expectation of using social robot technology in the future.

Similar to studies on social robots, we applied a convenience sample. Research in the
field of social robots in classrooms integrates small convenience samples [19]. To generalise
and confirm our findings, studies with random sampling need to be carried out. Perceptions
of robots may be culturally conditioned. Therefore, after research in Slovenia [19,45], this
study conducted in a Russian sample was followed by a sample in China obtained by the
same research team. Cultural contexts influence teachers’ readiness and approaches to
integrate educational technology. In future research, we aim to contribute to the realm
of technological advancements in education, addressing the complex topic of integrating
robotic educational agents into classroom settings.
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Appendix A. Concerns Scale

Items 5 Totaly
Disagree 4 Agree 3 Neutral 2 Disagree 1 Totaly

Disagree

1
Robots will be very popular and effective at learning in the
beginning, but eventually, like any new thing, they would become
part of everyday life and no longer be interesting.

2 Children could misunderstand a robot, not as a person, but as a toy,
and therefore not take it seriously

3
Using a robot would contribute to poorer socialization, as people
would get used to communicating with an inanimate being and lose
touch with reality

4 Genuine human contact is more important and teaches and
educates children more than a robot could perform.

5 I don’t see a robot in an independent role (e.g., a teacher) because
robot has no empathy for people.

6 A robot cannot establish human contacts and emotions.

7 Emotions cannot be learned through a robot.

8 Since children often consider a person in their life as a role model, it
would be wrong for them to form a similar attachment to a robot.

9
Children spend too much time with electronic devices, so it is
necessary to encourage other activities, such as spending time
in nature.

10 A robot cannot replace a human.

11

Children would be more motivated to learn with robots because
they are interesting, but it is however better if children are taught by
teachers and parents and robots are used for play in which
children learn.

12
Children will not listen to a robot for a long time. They will be more
interested in watching robot’s structure and everything else, rather
than listening to what it is saying.

13 Robots should not replace teacher’s work and interaction
with children.

14 Compared to a robot, a teacher can act quickly when problems
occur, such as fights between children.

15 A teacher’s word is valuable and robots cannot substitute it.

16 Robots can inhibit the development of empathy.

17
Robots cannot replace genuine teacher-child contact as a child needs
a person who will actually understand, help and encourage him
or her.

18 The teacher understands the children’s emotions and can comfort
them which robot is unable to perform.

19 I don’t feel good if a robot replaces a human. Technology is already
almost too much present in our daily lives today.

20
The robot does not belong in primary schools because children of
this age have to learn the basics of life, not to encounter things of
modern technology immediately.

21 I don’t see the need why should robot be shaped as a human being.

22 Children need teachers for their socio-emotional development.

23 Robots are a socially disruptive technology that can change the
entire current course of upbringing and education.

24 Children could become emotionally attached to robots after a while,
which could become a problem.

25 I don’t beleive it is possible for humans and machines to
communicate with (and thereby educate) each ather.

26 Children will be surprised by robot’s presence, some scared.

27 Children need human learning because if they listen to robots, they
would behave and communicate like robots.
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