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Abstract: From 2010 to 2015, our school of education used the Performance Assessment for Califor-
nia Teachers (PACT), a summative assessment designed to assess preservice teacher competence.
Candidate portfolios were uploaded to an evaluation portal, and trained evaluators assigned a final
score of Pass or Fail to the work samples. Three consensus estimates of inter-rater reliability of 181
candidate portfolios that were either double- or triple-scored were computed. Two chance-corrected
estimates of inter-rater reliability (Cohen’s kappa and Gwet’s AC1) and percent agreement were
computed and calculated within five content areas: elementary math, secondary history/social
science, math, science, and English language arts. An initial Pass or Fail score was not more likely to
be followed by either a Pass or Fail score given by a subsequent evaluator. Inter-rater reliability was
interpreted as being low across all content areas that were examined. None of the percent agreement
coefficients attained the minimum standard of 0.700 for consensus agreement. Increasing research
access to proprietary double-scored data would lead to an increased understanding of, and perhaps
improvement in, teacher performance assessments.

Keywords: inter-rater reliability; preservice teacher performance assessment; PACT; edTPA; Cohen’s
kappa; Gwet’s AC1; chance-corrected agreement coefficients; consensus estimates; percent agreement;
Pass/Fail

1. Introduction

Successful classroom teachers demonstrate a broad range of competencies and can
have positive, life-long effects on their students. On an ongoing basis, preservice teacher
competence is assessed within teacher preparation programs. To hold schools of education
more accountable for the quality of teacher graduates, standardized teacher performance
assessments were developed to also measure the skills and abilities associated with ef-
fective teaching. Performance assessments of teacher candidates is one possible way to
increase the likelihood of placing skilled and competent teachers in K-12 classrooms. To be
recommended for a preliminary teaching credential in California, teacher candidates must
pass a state-approved teacher performance assessment (TPA).

In the current study, the inter-rater reliability (IRR) of Pass/Fail scores from the Perfor-
mance Assessment for California Teachers (PACT) was examined, which is a standardized
performance test of several content areas. The PACT, which is no longer used at our school
of education, evolved into the edTPA [1–7], which is used nationally at several institutions,
including our own. Both the PACT and edTPA originated at the Stanford Center for Assess-
ment, Learning and Equity (SCALE) and share the same architecture [7] (p. 22). A major
difference between the two TPAs is that the PACT was locally scored, whereas the edTPA
is not.

Teacher performance assessments require candidates to construct their responses
rather than select responses as in a true–false or multiple choice test. Even though evaluators
are trained to fairly evaluate constructed response tests such as a teacher performance
assessment, there will still be some subjectivity on the part of the evaluators. Because of the
complexity of evaluating a multi-dimensional teacher performance portfolio across several
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tasks and components, rater variance in assessments has been noted by many researchers
(e.g., [6,8–10]). Rating teacher performance assessments can be time-consuming, and a
rater on a certain day may be tired. Some raters are more biased than others or have
more difficulty discerning scale score differences than others. Some raters can be harsh,
lenient, or overly inconsistent [8]. For example, depending on which rater was assigned to
assess a candidate’s portfolio, or even on which day, one candidate could receive a stricter
rater and not pass the performance assessment, whereas another candidate could receive
a more lenient rater and pass the performance assessment. Because human judgment
is involved, the main source of error in candidate scores in TPAs is typically from the
rater [6] (p. 13). Eckes [8] noted that “rater variability is a general, notorious problem of
rater-mediated assessments” (p. 93). Anderson et al. [9] noted that “Overall, raters differed
substantially in their average ratings” (p. 30). Thus, rater variability seems more likely than
rater homogeneity.

One way to try to increase reliability in rating is to train the evaluators to use scoring
rubrics and to learn the distinction between scale scores (as was the case with the PACT). If
it is consistently found that there is high inter-rater agreement, raters may be considered to
be interchangeable, and the rating procedure can be streamlined and made more efficient
with fewer rather than more raters doing the bulk of the ratings. If, however, low inter-rater
agreement is observed, then the raters are not interchangeable. Maybe the test or the
rubrics need to be altered (because of confusion about the rubrics), or raters could be more
extensively trained. However, even with additional training, raters will tend to retain their
scoring propensities. For example, Eckes [8] noted: “rater training that aims at achieving
homogeneity within a given group of raters regarding their degree of severity or leniency,
is, as a rule, highly unlikely to meet with success” (p. 93). See also [10].

Both reliability and validity are paramount to establish in high-stakes tests such as
teacher performance assessments. Without reliability, a test cannot be valid [11]. “If we
aren’t measuring something consistently, we cannot use that measurement to make an
appropriate decision about the examinee” [11] (p. 2). In the current study, one form of
reliability, inter-rater reliability (IRR), was examined, which is the extent to which different
observers agree on what they are evaluating [2].

I wanted to examine the IRR in our candidates’ edTPA data, but when double-scored
data were requested, access was not provided because the data are proprietary to Pearson
Inc. In a prior study [12], IRR was assessed in the PACT during the last academic year (2014)
of its use at our school. In the current study, the sample size has been expanded by over
nine times, and the sample includes PACT data that were collected during the duration of
its use at our institution, from 2010 to 2015, before its replacement by the edTPA. Because
of the high-stakes nature of the TPA (receiving or not receiving your credential), examining
IRR data was important for several reasons: (a) IRR data in TPAs have been reported as
percent agreement without correction for chance agreement, and (b) double-scored data are
not frequently reported and are even harder to obtain now that they are often proprietary
to corporations such as Pearson [12].

Consensus Estimates of IRR

There are several methods that can be used to compute consensus estimates of IRR.
Zhao et al. [13] discussed these many methods, including percent agreement, and noted
the many paradoxes and abnormalities of the methods, ultimately calling for a new-and-
improved agreement statistic to be developed. This ideal agreement coefficient is not
currently available. With these limitations in mind, I chose three ways of examining inter-
rater agreement (I use “agreement” interchangeably with “reliability”) in the present study:
Cohen’s k, Gwet’s AC1, and percent agreement.

I used two chance-corrected agreement coefficients: Cohen’s kappa (k) and Gwet’s
AC1. Kappa ranges from −1 to 1 (perfect nonagreement to perfect agreement) with chance
agreement removed [14]. Kappa is a widely used measure of IRR, but it has known
deficiencies, referred to as paradoxes [15,16]. One paradox is when there is high agreement
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between raters but the coefficient is low. I observed this in my own data. For example, the
percent agreement between two raters was 0.833, even though the computation of k was
0. As shown in Table 19.12 of Zhao et al. [13] (p. 473), kappa is considered to be a more
conservative measure of IRR than other coefficients.

I also chose to use Gwet’s AC1 (like k, it also ranges from −1 to 1) as it is a relatively
paradox-resistant agreement coefficient [16,17]. As shown in Table 19.10 of Zhao et al. [13]
(pp. 469–470), it seems to have less paradoxes or abnormalities than other agreement
statistics, and in Table 19.12 of Zhao [13] (p. 473), it is listed at the more liberal end of
agreement coefficients. In my own work, I have observed that AC1 is often larger than
the corresponding kappa. In the above example where the percent agreement between
two raters was 0.833 and k was 0, AC1 was 0.803. Including both k and AC1 will increase
the precision of the IRR estimate. Finally, percent agreement, a measure of IRR that is not
corrected for chance agreement, was computed. Of the three consensus estimates of IRR,
percent agreement was expected to be the largest.

In most prior studies, IRR was determined by examining the individual rubric scores
of an assessment (e.g., [6]). In the PACT, after evaluators assigned rubric scores, they gave a
final score of Pass or Fail. It was this designation that was ultimately used to decide whether
a teacher candidate passed or failed the PACT. In the current study, TPA data collected
from 2010 to 2015 from a school of education at a large, private, west coast university were
examined. Consensus estimates of the IRR of double- or triple-scored PACTs that were
given final scores of Pass or Fail were computed. This study, therefore, is an examination of
the PACT as an overall measure of teacher performance. The research question addressed
in this study was as follows: What is the magnitude of the IRR based on final scores of
Pass or Fail in a sample of PACTs from our teacher preparation program by content area as
assessed by two chance-corrected agreement coefficients and percent agreement?

2. Methods

The PACT assesses teacher candidates’ abilities on five tasks: Planning, Instruction,
Assessment, Reflection, and Academic Language [18]. Each of these five tasks includes two
or three criteria (see Table 1), which are each scored on a 4-point ordinal scale, with 1 = Fail,
2 = Basic or Pass, 3 = Proficient, and 4 = Advanced. These ordinal scores are derived from
the evaluation of two types of evidence in PACT submissions: artifacts (evidence that
candidates submit to show teacher competence, e.g., lesson plans, videos, student work
samples) and commentaries (written responses to standardized questions that provide
context and rationales for the artifacts submitted) [12].

Table 1. Performance Assessment for California Teachers (PACT) tasks and criteria.

Task Criteria

Planning
1. Establishing a balanced instructional focus;
2. Making content accessible;
3. Designing assessments;

Instruction 4. Engaging students in learning;
5. Monitoring student learning during instruction;

Assessment
6. Analyzing student work from an assessment;
7. Using assessment to inform teaching;
8. Using feedback to promote student learning;

Reflection 9. Monitoring student progress;
10. Reflecting on learning;

Academic Language a 11. Understanding language demands and resources;
12. Developing students’ academic language repertoire.

a Assessed throughout the teacher performance event.

During their time in a school of education at a large, private university in California,
teacher candidates assembled a performance portfolio for the PACT. It took a substantial
time commitment to assemble the evidence of their teaching prowess for the PACT [19,20].
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This portfolio was uploaded by the candidates to an evaluation portal. Based on the content
area of the candidate, the PACT coordinator would then assign an evaluator to evaluate the
teaching event.

2.1. PACT Evaluator Training, Calibration, and Scoring

The evaluators consisted of full- and part-time school of education faculty members,
K-12 administrators, and K-12 classroom teachers and were subject matter experts within
their area of expertise. The evaluators underwent a 2-day training program to learn how to
score the PACT and meet calibration standards. After initial training, the evaluators were
required to attend annual re-calibration events. For more details about PACT evaluator
training and calibration, please see [12].

The evaluators were trained to carry out the following:

1. Start with a review of the background information provided by the candidate and review
the PACT tasks in order—Planning, Instruction, Assessment, and Reflection— while
addressing the use of Academic Language throughout.

2. Identify evidence that met the criteria of a rating of “2” first (basic novice teacher
competency), and then determine if the evidence was above or below this mark.

3. Score the evidence submitted by the candidate without inferring what the candidate
might have been thinking or intending.

4. Assess PACTs using the rubrics only, take notes as they assess, refer consistently to a
scoring aid document to provide a more in-depth explanation of rubric scores, and
recognize their own biases [12].

The Pass/Fail rate of the PACT was examined to comply with state guidelines. Briefly,
failing PACTs were double-scored, and 15% of passing PACTs were randomly selected to
be double-scored. More information about the procedures involved with double-scoring
initially passing or failing PACTs can be found in [12].

2.2. Passing or Failing PACTs

In addition to each candidate being individually scored on a 4-point ordinal scale
on the 12 criteria (see Table 1; [12]), a final score of Pass or Fail was determined for each
candidate based on the following rule: A candidate passed the PACT if they passed all five
tasks (Planning, Instruction, Assessment, Reflection, and Academic Language), i.e., they
had no more than one fail score (“1”) on any task AND had no more than two failing scores
(“1” s) across all five tasks. Otherwise, candidates failed the PACT.

Examples of failing PACTs are shown in Table 2. Candidate 1 failed because three “1”s
were assigned across the 12 criteria. Candidate 2 failed because they failed the Planning
task. Candidate 3 failed because they failed the Instruction task and also had three “1”s
across all five tasks.

Table 2. Examples of failed PACTs.

Cand. P1 P2 P3 I4 I5 A6 A7 A8 R9 R10 AL11 AL12

1 2 2 1 2 2 2 2 2 2 1 2 1
2 1 1 2 2 2 2 2 3 2 2 2 2
3 2 1 2 1 1 3 2 2 2 2 2 2

Note. Cand = Candidate, P1 = Planning Criterion 1, P2 = Planning Criterion 2, P3 = Planning Criterion 3,
I4 = Instruction Criterion 4, I5 = Instruction Criterion 5, A6 = Assessment Criterion 6, A7 = Assessment Criterion
7, A8 = Assessment Criterion 8, R9 = Reflection Criterion 9, R10 = Reflection Criterion 10, AL11 = Academic
Language Criterion 11, AL12 = Academic Language Criterion 12.

Because the final decision of whether a candidate passed or failed the PACT deter-
mined eligibility for licensure, these are the data examined in this study.



Educ. Sci. 2024, 14, 300 5 of 12

2.3. IRR Calculation

Consensus agreement occurs when evaluators agree on how the various levels of
a rubric score have been applied to observed phenomena [21]. In the present study, a
standard that consensus estimates “should be 70% or greater” [21] was used. Consensus
agreement was examined in three ways. First, Cohen’s kappa coefficient of agreement,
k, [14] was computed, which ranges from −1 to 1 and is calculated as the proportion of
agreement with chance agreement excluded. Table 3 shows the range of kappa and one
way of interpreting its magnitude [22].

Table 3. Cohen’s kappa (k) and corresponding magnitude [22], with author’s modifications.

k

−1 to <0 0 to 0.20 >0.20 to 0.40 >0.40 to 0.60 >0.60 to 0.80 >0.80 to 1
Poor Slight Fair Moderate Substantial Almost perfect

Second, IRR was estimated using the unweighted chance-corrected Gwet’s agreement
coefficient, AC1. AC1 is considered to be a paradox-resistant agreement coefficient [16], and
like k, it ranges from −1 to 1. Third, percent agreement was computed. It is instructive to
see the three agreement measures side by side to see the effect of chance correction in k and
AC1. Using percent agreement alone does not adjust for chance agreement and therefore
inflates the agreement estimate. Percent agreement is presented as a proportion to be more
readily comparable to the chance-corrected agreement coefficients.

To compute IRR, data were formatted as shown in Table 4. The table shows Pass/Fail
entries for three candidates, each evaluated by two or three evaluators (evaluators 5 and
6 for candidate 131, evaluators 4 and 5 for candidate 132, and evaluators 1, 4, and 5 for
candidate 133).

Table 4. Data example showing scores for three candidates from two or three evaluators. Math
content area.

Candidate Eval1 Eval2 Eval3 Eval4 Eval5 Eval6 Eval7 Eval8

131 F P
132 P F
133 P P F

Note. Eval = Evaluator, P = Pass, F = Fail.

For each content area, a candidate by evaluator matrix was uploaded and analyzed
in agreestat360.com [23]. This program computed Conger’s kappa [16,24,25] (p. 30), a
generalization of Cohen’s kappa, when more than two raters assessed the PACTs; Gwet’s
AC1; and percent agreement (as well as other agreement methods not reported in this study).
The two chance-corrected methods and percent agreement were unweighted because the
score categories were nominal (Pass or Fail). Also computed were the standard errors of
the agreement methods, as well as the corresponding 95% confidence intervals.

It is one thing to compute an IRR estimate and another to interpret its magnitude. In
agreestat360.com [23], a benchmarking method takes into consideration the standard error
of the estimate [16]. For example, if two estimates were 0.360 but the first had a standard
error of 0.28 and the second had a standard error of 0.04, the first estimate has less precision,
and the corresponding 95% CI could show it spanning 0. Therefore, the first estimate
would be benchmarked (and interpreted) as having a lower benchmark magnitude than
the second, more precise estimate. I used the Landis–Koch cumulative benchmark method
with a 0.95 critical threshold to interpret the magnitude of the coefficient estimate.

From 2010 to 2015 (the duration for which the PACT was used at our institution),
1542 candidate PACTs were evaluated. During this time, PACT submissions from 181
candidates that were either double- (n = 144) or triple-scored (n = 37) were used in the
IRR calculations. Five content areas, each with their own rater pools, were examined for
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IRR: elementary math (22 evaluators, 47 candidates), single-subject history/social science
(14 evaluators, 71 candidates), math (8 evaluators, 23 candidates), science (8 evaluators,
21 candidates), and English language arts (11 evaluators, 19 candidates). These are the data
presented in this study. In the current study, 16 candidates (out of 181) were used in the
computations of a prior study [12], but different methods were used to assess IRR. This
study received IRB approval.

3. Results

After the evaluators assigned individual scores (ordinal four-point scale) to each of
the 12 criteria (Table 1), the evaluator assigned a final score of Pass or Fail for the PACT (see
Section 2, Methods). IRR estimates were based on the double- or triple-scored Pass/Fail
data. The distribution of the final score of Pass or Fail, by content area, is shown in
Table 5. There were roughly twice as many Fail scores assigned compared to the amount of
Pass scores assigned, except English language arts, which had about 1.2 times more Fails
than Passes.

Table 5. Distribution of Pass and Fail scores by content area.

Content Area Candidates Pass Fail

Elementary math 47 34 66
History/Social

science 71 56 105

Math 23 17 35
Science 21 15 29

English language arts 19 19 23

The IRR estimates for these double- or triple-scored Pass/Fail data are presented in
Table 6 and Figure 1. Table 6 shows, for each content area, the number of candidates and
evaluators, the IRR method and coefficient, corresponding standard error, 95% confidence
intervals, and the Landis–Koch cumulative benchmark method of interpretation.

Table 6. Inter-rater reliabilities (unweighted Conger’s kappa, Gwet’s AC1, and percent [propor-
tion] agreement), with corresponding standard errors, 95% confidence intervals, and Landis–Kock
benchmark magnitude interpretations, by content area.

Content Area Cands Evaluators Method Coefficient Standard
Error 95% CI Landis–Koch

Elem math 47 22
Conger’s Kappa 0.110 0.135 (−0.162, 0.382) Poor

AC1 0.234 0.148 (−0.064, 0.532) Poor
Percent Agreement 0.574 0.069 (0.437, 0.712) Moderate

History/SS 71 14
Conger’s Kappa −0.072 0.096 (−0.264, 0.120) Poor

AC1 0.120 0.124 (−0.127, 0.367) Poor
Percent Agreement 0.507 0.053 (0.402, 0.612) Moderate

Math 23 8
Conger’s Kappa −0.351 0.151 (−0.664, −0.039) Poor

AC1 0.061 0.232 (−0.419, 0.541) Poor
Percent Agreement 0.464 0.095 (0.266, 0.662) Fair

Science 21 8
Conger’s Kappa 0.309 0.194 (−0.096, 0.715) Poor

AC1 0.371 0.212 (−0.071, 0.814) Slight
Percent Agreement 0.651 0.102 (0.439, 0.863) Moderate

ELA 19 11
Conger’s Kappa 0.360 0.208 (−0.076, 0.796) Slight

AC1 0.370 0.200 (−0.049, 0.790) Slight
Percent Agreement 0.684 0.100 (0.474, 0.895) Moderate

Note. Elem = elementary, Cands = candidates, CI = confidence interval, ELA = English language arts.
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The results of Table 6 are displayed by content area in Figure 1.
As can be seen in Table 6 and Figure 1, the chance-corrected agreement coefficients

are all lower than the percent agreement, as expected. The data also show the expected
pattern of the AC1 agreement coefficient, which is larger (more “liberal”) across all five
content areas than the corresponding Conger’s kappa. Conger’s kappa ranged across the
five content areas with a low of −0.351 in math to a high of 0.360 in English language arts.
Because of the large standard error for English language arts (0.208) (and resulting large
95% CI, spanning 0), the cumulative probability Landis–Koch designation was “Slight”.
For all other content areas, Conger’s kappa was designated as “Poor”.

For the AC1 method, the chance-corrected coefficients ranged from 0.061 for math to
0.371 in science. Again, because of the large standard errors (and, subsequently, large CIs),
the Landis–Koch interpretation for the magnitudes was “Poor” for all content areas except
for science and English language arts, which were “Slight”. Thus, the chance-corrected
coefficients (k and AC1) were all consistently “Poor” or “Slight” in magnitude across all the
content areas.

Finally, for the non-chance-corrected percent agreement method, the proportions
ranged from 0.464 for math to 0.684 for English language arts. These proportions had
smaller standard errors than the corresponding chance-corrected coefficients and were
designated by the Landis–Koch cumulative benchmark estimation method as being mostly
“Moderate” in size, with “Fair” for math. None of the percent agreements attained the
suggested minimal standard of 0.700 for acceptable reliability [21].

The double- or triple-scored data (N = 181) were further analyzed to see if candidates
who received an initial Pass (or Fail) were more likely to receive a subsequent rating of
either Pass or Fail. Table 7 shows the 2 × 2 contingency table for these data. Fisher’s exact
test (2-tailed) showed that an association between the initial and subsequent ratings was
not significant, p = 0.182, indicating that an initial score of Pass or Fail given by the initial
evaluator was not more likely to be followed by a score of either Pass or Fail given by a
subsequent evaluator.
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Table 7. Initial rating (Pass or Fail) of double- or triple-scored PACTs followed by a subsequent rating
(Pass or Fail).

Subsequent Rating

Initial Rating Pass Fail Total

Pass 16 7 23
Fail 85 73 158

Total 101 80 181

Based on the 1542 portfolios that were examined in the present study, about 92% of the
candidates initially passed the PACT, whereas about 8% of the candidates initially failed
the PACT. Of course, the candidates who initially failed the PACT could re-submit either
the entire PACT or sections of the PACT to see if they could ultimately pass.

4. Discussion

Based on the ultimate decision as to whether a candidate passed or failed (the “Final
Score”), low consensus estimates of IRR were found on a teacher performance assessment
for preservice teachers. Across all five content areas (elementary math, single-subject
history/social science, math, science, and English language arts) examined in this study,
IRRs, as determined by chance-corrected agreement coefficients, were found to be poor
(mostly) or slight. These results were corroborated by the more conservative kappa and
the more liberal AC1. Non-chance-corrected percent agreement was interpreted as being
mostly moderate and never attained the standard for acceptable reliability (0.700) [21].

Low estimates of IRR observed on the PACT suggest that the scores contain a large
amount of measurement error [12,16,26], which was noted for the agreement coefficients
in Table 6. The low IRR estimates could have resulted from “difficulty in observing or
quantifying the construct of interest” [26] (p. 26). For example, in data collected in a
prior study [12], trained evaluators stated in interviews that they had difficulty evaluating
the rubrics in the Academic Language task (see also [27]). Evidence to suggest that the
evaluators strayed from training protocol by, for example, not evaluating the PACT in the
proper order, and frequently did not make use of an evaluation aid to help them discern the
difference between rubric levels was also presented. In the present study, even though IRR
was assessed on the final Pass/Fail scores that were ultimately assigned, these Pass/Fail
scores were determined by a strict rule from the rubric-level scores (see Section 2, Methods).
It is possible that the low consensus estimates of IRR observed in the present study resulted
from a combination of these observations.

“The main source of error in edTPA scores [is] the rater” [6] (p. 17). “Rater variability is
a general, notorious problem of rater-mediated assessments” [8] (p. 93). See also [9] (p. 30).
As mentioned in the Introduction, variables such as rater strictness, or leniency, or bias
have been hard to change [8]. Methods such as Rasch modeling [8] have been developed to
try to account for issues of rater variability. About 88% of the TPAs in the present study
were evaluated by a single rater. Low consensus estimates of IRR, however, demonstrate
that the evaluators are not interchangeable.

Other studies have reported low IRR on teacher performance assessments. Most of
these studies examined the individual rubric scores of the TPA, as opposed to using the
methodology in the present study, where IRR was based on the final Pass/Fail scores that
were ultimately used in licensure decisions. Relatively few studies of the IRR of TPAs
were found in a literature search. Riggs et al. [28] computed IRR using the intraclass
correlation coefficient (ICC) for the California Teaching Performance Assessment (CalTPA)
and concluded that IRR was “inadequate” (p. 24).

In contrast to the results of Riggs et al. [28], Bhatnagar et al. [29] examined the IRR of
the Observation of Field Practice (OFP) performance assessment, which consisted of four
areas—professional knowledge, instructional delivery, assessment of and for learning, and
learning environment—with 12 rubric items. Candidates were assessed on a 4-point scale:
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4 = advanced, 3 = proficient, 2 = developing, and 1 = insufficient. IRR was computed using
the intraclass correlation coefficient (ICC) from the average ratings of 42 instructors who
evaluated six candidates. The ICC was 0.753, indicating a “good level of agreement”.

In an early IRR study of the PACT, Pecheone and Chung [18] reported percent agree-
ment for two pilot studies. Percent agreement was based on exact plus adjacent agreement,
a more liberal measure than exact agreement, and was reported as 90–91%. However,
Stemler [21] noted that on a rating scale with a limited number of points, which was true
for the PACT, “(e.g., a 1–4 scale). . . then nearly all points will be adjacent, and it would be
surprising to find agreement lower than 90%”.

Porter and Jelinek [30] examined the IRR of the PACT using Cohen’s kappa as well
as percent agreement. Overall, they reported a kappa of 0.35, which they interpreted as a
“fair” strength of agreement. They also reported the exact agreement among evaluators
as 66%. In a prior study by Lyness et al. [12], we reported low inter-rater reliability on
data collected during the 2014 academic year from our school of education. For each of the
19 candidates, pairwise agreement was computed on the ordinal four-point rubric scores,
and the magnitude of the mean weighted kappa (0.17) was interpreted as being low.

Derham and DiPerna [31] reported that 30 preservice education students’ digital
portfolios were assessed and IRR was computed using Cohen’s kappa. Two raters indepen-
dently rated the teacher performance portfolios. The portfolios consisted of 11 components
(the PACT consisted of 12 components), and each component was rated on a four-point scor-
ing rubric (the PACT also had a four-point scoring rubric). The median kappa coefficient
across the pairs of ratings was 0.14 and was similar to the results reported in [12].

In an IRR study of 136 preservice music teachers, Hash [32] estimated an exact mean
unweighted kappa = 0.25. The estimated IRR was based on the average of kappas, ranging
from 0.07 to 0.51 (“slight” to “moderate”), from 15 individual rubric scores. These estimates
were “substantially below those reported” by edTPA. Hash asked the question whether his
estimates were perhaps overly conservative because they were unweighted and suggested
the possible use of a weighted Cohen’s kappa (the rubrics are ordinal) to be used for a
proper analysis, as well as by edTPA. Gitomer et al. [6] also estimated IRR, average k = 0.231,
and they observed, like Hash [32], that their computed kappa was lower than the kappa
data reported in the edTPA.

It is worth noting that another measure of IRR was mentioned in the most recent
edTPA report [33], namely, the intraclass correlation coefficient (ICC). The ICC estimates
in the edTPA data (p. 10) for the same content areas examined in this current study were
0.65 for elementary math, 0.58 for history/social studies, 0.65 for math, 0.65 for science,
and 0.59 for English language arts. In a reference provided in the edTPA report [34], these
ICCs could be interpreted as being “moderate”. None of these data surpassed the minimal
level for ICC deemed to be acceptable (0.800) in Graham et al. [35].

The edTPA sums the scores across the rubrics, and a cut score is determined by each
state for passing or failing. It would be instructive to be able to determine the Pass/Fail
results for the double-scored edTPA portfolios submitted from our school and compute
IRR as was computed in the present study to compare results. Unfortunately, these data
are proprietary to Pearson Inc., so such comparisons cannot be made.

Finally, I reviewed the international literature for teacher performance assessments
of preservice teachers. Outside of the United States, most of the published research on
TPAs is from Australia (e.g., [36–40]). Two TPAs mentioned were the Graduate Teacher
Performance Assessment (GTPA) and the Assessment for Graduate Teaching (AfGT). Issues
of reliability and concerns about outsourced scoring were discussed, but I was unable to
find any data on IRR, possibly because the adoption of TPAs in Australia only took place
relatively recently.

4.1. Study Limitations

Five study limitations were identified. First, limitations of Cohen’s kappa were noted
(e.g., [15]). These limitations of Cohen’s kappa, however, were likely overcome by using
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Gwet’s AC1 paradox-resistant agreement coefficient, which is not subject to the paradoxical
problems that the kappa statistic is vulnerable to [15–17]. Limitations of AC1 are also
noted in Zhao’s [13] paper. Because k is considered to be a more conservative IRR estimate
and AC1 is considered to be a more liberal estimate, both chance-corrected agreement
coefficients were used to obtain a broader picture of IRR in the present study. Second, the
current study had a partially crossed design (i.e., not fully crossed) because all candidates
within content areas were not rated by all the same evaluators. Fully crossed designs yield
more accurate IRR estimates due to them having smaller standard errors than partially
crossed designs [16] (pp. 17, 179). Third, regarding nominal ratings, “the small number of
values that raters can assign to subjects increases the possibility of an agreement happening
by pure chance” [16] (p. 26). Fourth, because not all of the candidates were randomly
selected and the evaluators were not randomly selected, the generalizability of the findings
of this study may be somewhat limited. Fifth, when the data were collected for Table 7
(see Section 3, Results), it was noted that the number of initial passing PACTs that were
double-scored were under sampled. Only about 2% of the passing PACTs, instead of the
goal of 15%, were included in the double scoring. This may have occurred because of
time and personnel constraints. It is possible that with additional sampling, different
results might have been observed in the present study. A reviewer pointed out that if more
of the initially passed scores were sampled and included, more Pass–Pass observations
would have been included in the IRR calculations. Therefore, the current IRR estimates are
probably underestimated. However, “this doesn’t negate the fact that for those who are
prevented from teaching on the basis of the test, the scores are very unreliable”.

4.2. Summary and Suggestions

In the present study, based on preservice TPAs being designated as Pass or Fail,
mostly low consensus estimates of IRR were observed in the PACT for all five content
areas that were examined. As pressure increases on schools of education to be held more
accountable for producing high-quality teacher graduates, performance assessments should
be held equally accountable. Accountability in teacher performance assessments would
include greater transparency so that independent researchers could have access to double-
scored data, because currently, we have to rely on the integrity of the testing companies
to report a summary of these data. Increased transparency [2,6] from testing companies
such as Pearson Inc. would likely lead to an increased understanding of, and improvement
in, TPAs.

It is an issue worthy of discussion [2,5,6,41] whether the low to moderate IRR results
reported here and in prior studies, including the edTPA report [33] (see Table on p. 10),
should or should not be considered to be adequate for making high-stakes decisions such
as granting licensure to a teacher candidate.

Funding: This research received no external funding.

Institutional Review Board Statement: The study was conducted according to the guidelines of
the Declaration of Helsinki and approved by the Institutional Review Board of the University of
Southern California (protocol code UP-23-00343 on 4/6/2023).

Informed Consent Statement: Not applicable.

Data Availability Statement: The data from which estimates of inter-rater reliability were computed
are available upon request.

Acknowledgments: Thanks to Rand Wilcox for statistical consultation, Judith Mitchell for her careful
editing and feedback, and Fred Freking.

Conflicts of Interest: The author declares no conflicts of interest.



Educ. Sci. 2024, 14, 300 11 of 12

References
1. Reagan, E.M.; Schram, T.; McCurdy, K.; Chang, T.; Evans, C.M. Politics of policy: Assessing the implementation, impact, and

evolution of the performance assessment for California teachers (PACT) and edTPA. Educ. Policy Anal. Arch. 2016, 24, 9. [CrossRef]
2. Lalley, J.P. Reliability and validity of edTPA. In Teacher Performance Assessment and Accountability Reforms: The Impacts of edTPA on

Teaching and Schools; Carter, J.H., Lochte, H.A., Eds.; Palgrave MacMillan: New York, NY, USA, 2017; pp. 47–78.
3. Austin, J.R.; Berg, M.H. A within-program analysis of edTPA score reliability, validity, and utility. Bull. Counc. Res. Music. Educ.

2020, 226, 46–65. [CrossRef]
4. Musselwhite, D.J.; Wesolowski, B.C. Evaluating the psychometric qualities of the edTPA in the context of pre-service music

teachers. Res. Stud. Music. Educ. 2021, 43, 39–58. [CrossRef]
5. Parkes, K.A.; Powell, S.R. Is the edTPA the right choice for evaluating teacher readiness? Arts Educ. Policy Rev. 2015, 116, 103–113.

[CrossRef]
6. Gitomer, D.H.; Martinez, J.F.; Battey, D.; Hyland, N.E. Assessing the assessment: Evidence of reliability and validity in the edTPA.

Am. Educ. Res. J. 2021, 58, 3–31. [CrossRef]
7. Stanford Center for Assessment, Learning and Equity (SCALE). Educative Assessment and Meaningful Support: 2014 edTPA

Administrative Report; Stanford Center for Assessment, Learning and Equity: Palo Alto, CA, USA, 2015.
8. Eckes, T. Introduction to Many-Facet Rasch Measurement. Analyzing and Evaluating Rater-Mediated Assessments, 2nd ed.; Peter Lang:

Frankfurt, Germany, 2015.
9. Anderson, D.; Irvin, S.; Alonzo, J.; Tindal, G.A. Gauging item alignment through online systems while controlling for rater effects.

Educ. Meas. Issues Pract. 2015, 34, 22–33. [CrossRef]
10. Pufpaff, L.A.; Clarke, L.; Jones, R.E. The effects of rater training on inter-rater agreement. Mid-West. Educ. Res. 2015, 27, 117–141.
11. McClellan, C.A. Constructed-response scoring—Doing it right. R D Connect. 2010, 13, 1–7.
12. Lyness, S.A.; Peterson, K.; Yates, K. Low inter-rater reliability of a high stakes performance assessment of teacher candidates.

Educ. Sci. 2021, 11, 648. [CrossRef]
13. Zhao, X.; Liu, J.S.; Deng, K. Assumptions behind intercoder reliability indices. In Communication Yearbook 36; Salmon, C.T., Ed.;

Routledge: New York, NY, USA, 2013; pp. 419–480.
14. Cohen, J. A coefficient of agreement for nominal scales. Educ. Psychol. Meas. 1960, 20, 37–46. [CrossRef]
15. Feinstein, A.R.; Cicchetti, D.V. High agreement but low kappa: I. The problems of two paradoxes. J. Clin. Epidemiol. 1990, 43,

543–549. [CrossRef] [PubMed]
16. Gwet, K.L. Handbook of Inter-Rater Reliability. The Definitive Guide to Measuring the Extent of Agreement among Raters, 5th ed.;

Analysis of Categorical Ratings; Advanced Analytics: Gaithersburg, MD, USA, 2021; Volume 1.
17. Wongpakaran, N.; Wongpakaran, T.; Wedding, D.; Gwet, K.L. A comparison of Cohen’s Kappa and Gwet’s AC1 when calculating

inter-rater reliability coefficients: A study conducted with personality disorder samples. BMC Med. Res. Methodol. 2013, 13, 61.
[CrossRef] [PubMed]

18. Pecheone, R.L.; Chung, R.R. Evidence in teacher education: The performance assessment for California teachers (PACT). J. Teach.
Educ. 2006, 57, 22–36. [CrossRef]

19. Okhremtchouk, I.; Seiki, S.; Gilliland, B.; Ateh, C.; Wallace, M.; Kato, A. Voices of pre-service teachers: Perspective on the
performance assessment for California teachers (PACT). Issues Teach. Educ. 2009, 18, 39–62.

20. Okhremtchouk, I.S.; Newell, P.A.; Rosa, R. Assessing pre-service teachers prior to certification: Perspectives on the Performance
Assessment for California Teachers (PACT). Educ. Policy Anal. Arch. 2013, 21, 1–27. [CrossRef]

21. Stemler, S.E. A comparison of consensus, consistency, and measurement approaches to estimating interrater reliability. Pract.
Assess. Res. Eval. 2004, 9, 4. Available online: https://scholarworks.umass.edu/pare/vol9/iss1/4 (accessed on 9 March 2024).

22. Landis, J.R.; Koch, G.G. The measurement of observer agreement for categorical data. Biometrics 1977, 33, 159–174. [CrossRef]
[PubMed]

23. Agreestat Software [Computer software]. Available online: https://agreestat360.com (accessed on 9 March 2024).
24. Conger, A.J. Integration and generalization of kappas for multiple raters. Psychol. Bull. 1980, 88, 322–328. [CrossRef]
25. Gwet, K.L. Computing inter-rater reliability and its variance in the presence of high agreement. Br. J. Math. Stat. Psychol. 2008, 61,

29–48. [CrossRef]
26. Hallgren, K.A. Computing inter-rater reliability for observational data: An overview and tutorial. Tutor. Quant. Methods Psychol.

2012, 8, 23–34. [CrossRef]
27. Duckor, B.; Castellano, K.E.; Tellez, K.; Wihardini, D.; Wilson, M. Examining the internal structure evidence for the performance

assessment for California teachers: A validation study of the elementary literacy teaching event for tier 1 teacher licensure.
J. Teach. Educ. 2014, 65, 402–420. [CrossRef]

28. Riggs, M.L.; Verdi, M.P.; Arlin, P.K. A local evaluation of the reliability, validity, and procedural adequacy of the teacher
performance assessment exam for teaching credential candidates. Issues Teach. Educ. 2009, 18, 13–38.

29. Bhatnagar, R.; Tanguay, C.L.; Sullivan, C.; Many, J.E. Observation of field practice rubric: Establishing content validity and
reliability. GA. Educ. Res. 2021, 18, 1. [CrossRef]

30. Porter, J.M.; Jelinek, D. Evaluating inter-rater reliability of a national assessment model for teacher performance. Int. J. Educ.
Policies 2011, 5, 74–87.

https://doi.org/10.14507/epaa.24.2176
https://doi.org/10.5406/bulcouresmusedu.226.0046
https://doi.org/10.1177/1321103X19872232
https://doi.org/10.1080/10632913.2014.944964
https://doi.org/10.3102/0002831219890608
https://doi.org/10.1111/emip.12038
https://doi.org/10.3390/educsci11100648
https://doi.org/10.1177/001316446002000104
https://doi.org/10.1016/0895-4356(90)90158-L
https://www.ncbi.nlm.nih.gov/pubmed/2348207
https://doi.org/10.1186/1471-2288-13-61
https://www.ncbi.nlm.nih.gov/pubmed/23627889
https://doi.org/10.1177/0022487105284045
https://doi.org/10.14507/epaa.v21n56.2013
https://scholarworks.umass.edu/pare/vol9/iss1/4
https://doi.org/10.2307/2529310
https://www.ncbi.nlm.nih.gov/pubmed/843571
https://agreestat360.com
https://doi.org/10.1037/0033-2909.88.2.322
https://doi.org/10.1348/000711006X126600
https://doi.org/10.20982/tqmp.08.1.p023
https://doi.org/10.1177/0022487114542517
https://doi.org/10.20429/ger.2021.180201


Educ. Sci. 2024, 14, 300 12 of 12

31. Derham, C.; Diperna, J. Digital professional portfolios of preservice teaching: An initial study of score reliability and validity.
J. Technol. Teach. Educ. 2007, 15, 363–381.

32. Hash, P.M. Reliability and construct validity of the edTPA for music education. J. Music. Teach. Educ. 2021, 30, 84–98. [CrossRef]
33. Stanford Center for Assessment, Learning and Equity (SCALE). Educative Assessment and Meaningful Support: 2020 edTPA

Administrative Report; Stanford Center for Assessment, Learning and Equity: Palo Alto, CA, USA, 2023.
34. Koo, T.K.; Li, M.Y. A guideline of selecting and reporting intraclass correlation coefficients for reliability research. J. Chiropr. Med.

2016, 15, 155–163. [CrossRef] [PubMed]
35. Graham, M.; Milanowski, A.; Miller, J. Measuring and Promoting Inter-Rater Agreement of Teacher and Principal Performance Ratings;

Center for Educator Compensation Reform: Washington, DC, USA, 2012.
36. Adie, L.; Wyatt-Smith, C. Fidelity of summative performance assessment in initial teacher education: The intersection of

standardisation and authenticity. Asia Pac. J. Teach. Educ. 2020, 48, 267–286. [CrossRef]
37. Bird, J.; Charteris, J. Teacher performance assessments in the early childhood sector: Wicked problems of regulation. Asia Pac. J.

Teach. Educ. 2020, 49, 503–516. [CrossRef]
38. Brett, P.D.; Parks, M. Demonstrating ‘Impact’: Insights from the Work of Preservice Teachers Completing a Graduate Teacher

Performance Assessment. Aust. J. Teach. Educ. 2022, 47, 49–65. [CrossRef]
39. Keamy, R.K.; Selkrig, M. Interrupting practice traditions: Using readers’ theatre to show the impact of a nationally mandated

assessment task on initial teacher educators’ work. Teach. Educ. 2022, 33, 419–433. [CrossRef]
40. Stacey, M.; Talbot, D.; Buchanan, J.; Mayer, D. The development of an Australian teacher performance assessment: Lessons from

the international literature. Asia Pac. J. Teach. Educ. 2020, 48, 508–519. [CrossRef]
41. Powell, S.R.; Parkes, K.A. Teacher evaluation and performativity: The edTPA as a fabrication. Arts Educ. Policy Rev. 2020, 121,

131–140. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1177/10570837211007859
https://doi.org/10.1016/j.jcm.2016.02.012
https://www.ncbi.nlm.nih.gov/pubmed/27330520
https://doi.org/10.1080/1359866X.2019.1606892
https://doi.org/10.1080/1359866X.2020.1843596
https://doi.org/10.14221/ajte.2022v47n1.4
https://doi.org/10.1080/10476210.2021.1951198
https://doi.org/10.1080/1359866X.2019.1669137
https://doi.org/10.1080/10632913.2019.1656126

	Introduction 
	Methods 
	PACT Evaluator Training, Calibration, and Scoring 
	Passing or Failing PACTs 
	IRR Calculation 

	Results 
	Discussion 
	Study Limitations 
	Summary and Suggestions 

	References

