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Abstract: In the digital age, the integration of technology in education is gaining attention. However,
there is limited evidence of its use in promoting historical thinking. Students need to develop critical
thinking skills to address post-truth and fake news, enabling them to question sources, evaluate
biases, and consider credibility. With the advancement of artificial intelligence (AI), historical thinking
becomes even more crucial, as chatbots appear capable of analysing, synthesizing, interpreting, and
writing similarly to humans. This makes it more difficult to distinguish between human and AI-
generated resources. This mixed study explores the potential of AI in developing an argumentative
historical text compared to future teachers. After 103 preservice teachers were instructed in historical
thinking, they assessed a text written by a human and an AI-written text without knowing their
authors. The obtained results indicate that participants assessed the AI text better based on historical
thinking skills. Conversely, when asked about the capability of AI to develop a similar text, they
emphasized its impossibility due to the belief that AI is incapable of expressing personal opinions
and reflecting. This highlights the importance of instructing them in the correct use and possibilities
of AI for future historical teaching.
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1. Introduction

The integration of technology into the field of education has gained significant atten-
tion and its use has become regular in the classroom [1]. Today’s students in primary and
secondary education levels are considered digital natives, as technology plays a funda-
mental role in their daily lives. In this context, where information is instantly accessible
and technology is part of our routines, it becomes fundamental for students to leverage
their critical thinking skills and be cognizant of the era of post-truth and the prevalence of
fake news [2,3]. The possibility of encountering fake news forces students to question the
sources, analyse the information they come across, and consider its reliability.

In order to face this reality, students need to develop the necessary skills for it. This
makes the implementation of methodologies that promote their development essential. Re-
garding this idea, in history teaching, there is currently a pedagogical trend that encourages
the development of historical thinking. This promotes the improvement of critical thinking
and reflective capacity [4,5], which should be applied when stumbling upon a resource of
any kind. Nonetheless, the new advances carried out in the field of conversational artificial
intelligence (hereinafter, AI) make it even more difficult. Chatbots are now more capable of
writing texts almost as a human being would [6], which complements their ability to cope
with huge amounts of information [7]. Consequently, now, both teachers and students must
face the fact that there is a tool that can be used to generate new information that may not
necessarily be accurate [8]. However, apart from the aspects mentioned, it should be noted
that conversational AI can also help teachers in their tasks and can foster the student’s
learning process [9,10], so it can be a helpful tool when used properly.
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Due to the dangers and the advantages raised, the present study focuses on the
challenge in identifying the potential of AI to develop an argumentative commentary text
in contrast to future teachers, considering the dimensions of historical thinking. To this end,
future teachers assessed a text written by another student and a text written by a chatbot
and reflected on the experience after finding one of them belonged to the conversational
AI ChatGPT.

1.1. Technology and Conversational AI in Education

Technology is one of the main bases of the 21st century and plays a crucial role
in the lives of individuals today [11]. It is present in various aspects of life, including
education. Emerging technologies have brought forth new possibilities in the teaching
and learning process, as well as tools to potentiate this process. Thus, the incorporation of
active methodologies and the generation and diffusion of knowledge have found an ally
in new technologies. The importance that technology has gained in the educational field
can be seen in the inclusion of digital competencies in the curricula of many countries, as
well as in how teachers are continuously encouraged to incorporate it in the classroom [12].
Therefore, transforming students into digitally competent individuals has become a priority
in the education system. Such is its importance that international frameworks such as
Digital Competence of Educators (DigCompEdu) address the need for future teachers to
acquire this competence [13]. Moreover, the Educause Horizon Report [14], when talking
about the implementation of technology, also mentions the possibility of incorporating AI
in education now.

The realization of the importance and possibilities of technology in education has led
to its introduction in the classroom. As has been the case with other types of emerging
technologies, the introduction of AI in the field of education has generated debate since
its beginnings and a diversity of opinions and perspectives. As early as the 1980s, there
were authors who defended its usefulness in education [15,16] as well as its entry into this
field as something inevitable [17]. The term artificial intelligence was coined by McCarthy in
the 1950s when he conjectured that human intelligence could be simulated by a machine.
Winston, who indicates that there are many definitions for this concept, narrows down
the definition and states that AI is “the study of the computations that make it possible to
perceive, reason and act” [18] (p. 5). In the same way, Rouhiainen [19] also mentions the
difficulty on defining the term and explains that AI concerns the technological systems that
learn from data to make decisions and perform tasks mimicking humanlike intelligence.
Thus, the permanent evolution of these systems, which continue to progress to this day,
can be perceived.

There are many technological tools whose functioning is based on artificial intelligence.
Among them, we find chatbots, which are programs whose function is to simulate a
conversation with the user [20], similarly to how an interaction between people would occur,
and which recently have shown great advancement in generating humanlike speech. To
achieve this, there are different models that regulate language processing and its generation.
Currently, one of the most prominent models is the generative pretrained transformer (GPT).
When talking about processing information, a generative model goes beyond working
with the given information and generates new data [21]. Similarly, the GPT model also
generates new data. To be able to do so, it undergoes a process based on an autonomous
training phase with unlabelled information, and another supervised training phase that
focuses on improving the performance of specific tasks [22,23]. Ultimately, it generates
speech that is very close to that of a human being [6]. The most updated version of this
model is employed by the ChatGPT chatbot developed by the company OpenAI [24]. The
constant evolution of models such as GPT and conversational AI systems such as ChatGPT
involves the development of tools capable of providing immediate responses to almost any
question and completing complex tasks. This leads to the immediate generation of various
types of text in which the chatbot’s language usage closely resembles that of a person [7].
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The introduction of AI in the educational field affects various aspects such as teaching
methods, the role of the teacher, and the teaching–learning process [25]. Focusing on
chatbots, the literature review conducted by Okonkwo and Ade-Ibijola [26] shows that,
in most cases, they are used to improve the teaching–learning process, in which AI has
already provided very positive effects [27]. In this regard, studies such as those by Lin
and Chang [28], Murad et al. [29], and Troussas et al. [30] suggest that the introduction of
conversational AI in the classroom contributes to improving interest in learning, academic
outcome, and the development of certain cognitive skills. Thus, there are already research
studies exploring the possibilities of this type of AI to generate learning guidance in which
the chatbot acts as a support for knowledge improvement [31,32]. Some of them also focus
on the use of chatbots as support for educational activities such as answering students’
questions [10], helping to understand class content such as programming concepts [31],
and assessment [33]. Additionally, they could also assist in administrative tasks, which
would reduce the amount of time teachers need to spend on such tasks and allow them to
invest more time in their students [9].

However, according to Okonkwo and Ade-Ibijola [26], further research is still needed
to expand the framework for the proper introduction of chatbots in the educational field,
as well as to continue studying the functionality of these type of tools. Such technological
resources are constantly evolving, and therefore, as can be seen in what has been explained
previously, their possibilities of usage and their effects may change. Moreover, in order
to ensure a proper introduction of AI in education, it is important for teachers to first
understand its potential and capabilities so they can get the most out of them. Therefore, it
is necessary to assess their knowledge of chatbots, which inevitably involves understanding
to what extent they are familiar with their main characteristic: generating humanlike
discourse. In this regard, in recent years, some studies have focused on analysing the ability
of conversational AI systems to generate textual productions as a human would, as well as
the capability of humans to distinguish between AI-written texts and human-written texts
(e.g., [34–36]). Some of them identify patterns that can help people differentiate between
how AI and humans write. These patterns are usually related to aspects such as the use of
personal pronouns, expressing feelings, and utilising rude expressions, which may identify
a human’s writing style [36]. However, according to the studies mentioned before, those
patterns seem to not be enough, since some people show difficulties when attributing
authorship of the texts to the chatbot or the human and do it wrong despite them.

Besides the necessity of further research [26] and the difficulties that people face now
when differentiating texts written by humans and AI [37], it should be noted that the effects
of conversational AI have not been studied in some educational areas. To the knowledge of
the authors, there is no evidence of its use and the analysis of its effects in the teaching of
history. Consequently, investigating the didactical possibilities of chatbots in the history
classroom is required.

1.2. Technology, AI, and History Teaching: Promoting Higher-Order Skills and Historical Thinking

Even though the use of technology-mediated active methodologies has been widely
studied in education, there is limited evidence in the field of history teaching [38]. There are
some studies that analyse the consequences of using technological tools such as websites,
applications, virtual reality, or video games in the teaching of history (e.g., [1]) and the
perception of the teachers and preservice teachers about it (e.g., [39]). Despite this, as stated
previously, research production in this field is less frequent.

Regarding the rise of those active methodologies, a pedagogical trend that establishes
that studying history should go beyond the memorization of data and theoretical contents
and dates and focus on historical thinking emerges [40]. This methodology follows a
common practice of historians, in which the analysis, the interpretation, and the recon-
struction of evidence from the past take place [41]. This methodology, when applied to
history learning, makes students put themselves in the historian’s shoes and replicate the
process, which also gives importance to the procedural content that helps to understand
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the past, thereby gaining a better understanding of the present [42]. In other words, by
applying historical thinking, students engage in analysis, contextualization, research, and
critical reflection, enhancing important cognitive skills. To develop historical thinking,
students are encouraged to work with sources that can be subject to analysis and enable
this reconstruction of the past. In doing so, they work on second-order concepts such as
causality, processes of change and continuity, and relevance [41]. At the same time, they
develop skills such as critical thinking, creativity, and reflective capacity [4,5]. This not only
optimizes the learning of some concepts and events but also helps students acquire the
necessary skills for the 21st century [38]. According to the definition of liquid modernity by
Bauman [43], we are in a time in which everything is constantly changing, characterized by
instability and individualism. Post-truth has also become one of the threats we must face
today [44], along with fake news, widely spread by new technologies. Therefore, knowing
how to think critically and reflectively, analyse and contrast information, and distinguish
reliable sources becomes necessary to understand what happens in the society we are part
of and to navigate within it. However, at this point, AI’s ability to write similarly to a
person [6,7] can make this task more complex.

Thus, and in accordance with what has been stated before about the benefits that AI
has demonstrated in the teaching and learning process, it may contribute to the implemen-
tation of active methodologies such as historical thinking. Through historical thinking,
different skills such as critical thinking as well as a deeper understanding of historical
contexts and concepts such as processes of continuity and change are promoted [5,41].
Regarding the qualities and abilities of chatbots recently developed, such as ChatGPT, it
seems reasonable to think that AI could serve as a guide for this process. However, this
needs to be studied, and for a proper implementation of chatbots, first, students should
know both their benefits and their dangers, and teachers should become familiar with the
capabilities and functionality of conversational AI systems. In order to reach this as well
as to know the extent to which chatbots can be a tool for improving historical thinking
and the writing of historical argumentative texts, one of the first steps should be to anal-
yse AI’s ability to produce historical argumentative texts. The writing skills they have
developed, in addition to the access they have to a vast quantity of data nowadays, might
help learners improve their analysis of historical sources. Moreover, by using chatbots,
they could also develop skills that are fundamental in historical thinking, such as critical
thinking, when evaluating the assistance that the chatbot offers. Again, this means that
further investigation on chatbots’ introduction in education is still needed [26].

Therefore, considering everything noted above, there is undeniable evidence, on
the one hand, of the benefits of chatbots in the teaching–learning process and, on the
other hand, of the possibilities that emerging technologies offer to engage with historical
thinking. However, there is a lack of research on the utilisation of chatbots for promoting
historical thinking. To harness the advantages of conversational AI for the development of
historical thinking in students, it is first necessary to train future teachers, since they will be
responsible for their education. Given these circumstances, this research aims to examine
the potential of chatbots to write an argumentative historical text based on historical
thinking in contrast to future teachers. This is followed by the analysis of both texts by the
preservice teachers without knowing their authors and, later, the critical reflection of the
analysis carried out after discovering that one of the texts was written by ChatGPT. Thus,
the research objectives that conduct the present study are:

• To evaluate the performance of AI in developing an argumentative historical text
based on the dimensions of historical thinking in contrast to preservice teachers.

• To analyse preservice teachers’ perceptions and beliefs about the capability of AI to
develop an argumentative historical text similarly to a human.
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2. Materials and Methods
2.1. Design

To analyse the pre-established research objectives, a mixed study based on both
quantitative and qualitative data was carried out. This study design aimed to compare the
historical thinking ability shown by preservice teachers in contrast to the conversational AI
ChatGPT after students were instructed in this historical competence.

2.2. Participants

This study was conducted with university students. In particular, a total of 103 preservice
primary education teachers from the Faculty of Education of Albacete of the University
of Castilla-La Mancha (Spain) participated in the study. All participants were enrolled in
the subject entitled “Social Science II. History and its didactics”, and they were studying in
the same academic year. The whole study was conducted inside the classroom during the
compulsory practical lessons in which participants learn about the current methodological
approaches to be implemented in history teaching.

Before the intervention, all students were informed that they were going to participate
in an investigation and were required to read and sign an informed consent form after they
had the opportunity to ask any relevant questions they had. Data from those students who
did not sign the informed consent were not used in the study. Then, the ethical standards
established by the APA were always complied with.

2.3. Procedure

The experimental phase of the study consisted of six sixty-minute sessions (see Figure 1).
The first four sessions comprised an introductory theoretical lesson followed by three
practical sessions. During these sessions, students received instruction on what historical
thinking is and its application in history teaching through the analysis of historical resources.
The objective was to teach students the skills to write argumentative texts while considering
the various dimensions of historical thinking based on Seixas and Morton [41]. Following
these sessions, the fifth session of the research involved a task where students were required
to compose an argumentative text. The specific objective of this session was to assess the
students’ ability to construct a good historical narrative based on the translated abstract of
the article authored by Kesternich et al. [45], which explores the consequences of World
War II. In this session, exam conditions were simulated. Students were strictly prohibited
from using any materials other than a pen or pencil and a rubber. The use of any additional
materials would lead to the exclusion from the data collection for this study.
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Prior to the final session, the researchers in this study evaluated the argumentative
texts produced by the participants and selected one that demonstrated above-average
development. In addition, the researchers requested the conversational AI ChatGPT
(version 3.5) to generate an argumentative text using the same historical source and the
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same guidelines provided to students: “From this abstract, write a text as if you were an
undergraduate student for primary education in which you use both the dimensions of
historical thinking and you: (a) argue and reflect on the relevance and consequences of the
Second World War based on this text; (b) indicate what ethical critique you would make
of this event and whether you think its impact continues to the present day”. Thus, the
instructions provided to both preservice teachers and ChatGPT were identical.

In the last session, students were asked to assess both argumentative texts without
informing them that one of them was generated by a chatbot. The first argumentative
text given to the participants was written by a trainee teacher from another group outside
the intervention. Therefore, the second of these texts was the one written by ChatGPT.
After that, a discussion space was created based on four open-ended questions. During
the discussion space, students became aware that one of the texts had been generated by
a conversational AI as these questions were only revealed to the students after they had
completed the evaluation of the texts. The following section provides detailed information
on the instrument used to assess the texts, as well as on the open-ended questions. A
summary of the procedure followed in the present research can be seen in Figure 1.

2.4. Instruments and Measurements

The evaluation instrument utilized in this study was developed by Sáiz and Gómez [46]
and has undergone validation and implementation by the authors in analysing historical
narratives of preservice teachers. It consists of seven dimensions derived from the historical
thinking dimensions described by Seixas and Morton [41] as outlined in Table 1. These
dimensions were assessed using a four-choice Likert scale, ranging from 0 (indicating no
level of historical thinking reflected in the dimension) to 3 (indicating an optimal demon-
stration of historical literacy and discursive ability in the dimension). Students employed
this instrument to evaluate both texts. After that, the participants were asked the following
four open-ended questions:

1. Which text do you believe deserves a higher score in an exam? Why?
2. Which one is able to convey more emotions and feelings? Why?
3. Do you think a machine or AI can make a comment such as these ones?
4. If I told you that one of these two texts was written by an AI, would you believe it?

Which one do you think it would be?

Table 1. Scores given by preservice teachers to both AI text and student text in each historical
dimension based on Sáiz and Gómez [46] and in total.

Argumentative Text

Student Text AI Text

Dimensions Mean SD Mean SD Z p

Cause and consequence 1.98 0.816 2.29 0.736 −3.31 0.001
Continuity and change 1.86 0.525 2.30 0.669 −4.72 <0.001
Substantive historical content 1.72 0.733 2.28 0.617 −5.36 <0.001
Historical significance 2.17 0.706 2.34 0.635 −1.92 0.055
Historical awareness 2.05 0.746 2.39 0.744 −3.48 <0.001
Presence of substantive metaconcepts 1.39 0.645 1.89 0.685 −5.16 <0.001
Complexity of narratives 1.92 0.860 2.22 0.79 −3.01 <0.001

Total score 1.87 0.39 2.25 0.43 −6.22 <0.001

Subsequently, data gathered were coded and analysed using two different software
tools. For the quantitative data, statistical software SPSS vs. 24 was used. A descriptive
data analysis and an inferential analysis were carried out with it. A Wilcoxon signed-
rank test was carried out to analyse the first research objective as we were working with
ordinal data. On the other hand, for the qualitative data—the content of the answers to
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the open-ended questions—specific software for qualitative research Atlas.ti (vs.9) was
used. An inductive analysis was carried out as there was no prior categorisation of the
codes used [47]. Thus, a situational design was used with the aim of analysing the second
research objective from the perspective of those preservice teachers who participated in
the study. Two of the study researchers carried out the content analysis of the data, and
any doubts or disagreements were resolved by discussion. In the results section, the codes
have been underlined for better identification. Finally, since it was possible to compare
the responses to the open-ended questions, a statistical inferential analysis was carried out
through the chi-squared test. Answers to each question were coded to this aim. Firstly, if
students thought human-written text deserves a higher score, it was coded as (1), if AI text
deserved a higher score as (2), and when each text deserved the same score (0). The same
coding was applied to which text was able to convey more emotions and feelings. For the
third question, the coding was (1) if they considered AI able to write a similar text or (2) if
not. For the last question, the coding was (1) if participants thought that the first text was
written by an AI, (2) if they considered the second one was, or (0) if they still thought that
neither was.

3. Results

The results are organised into sections corresponding to each research objective. The
first analysis was done to compare the score given to each text by students. The second
analysis aimed to study the students’ perception about why one of the texts deserved a
higher score if any, which one conveyed more emotions, and the participants’ perception
about the capability of a conversational AI to write a similar argumentative text.

3.1. Comparison between an Argumentative Text Developed by a Human and the Conversational
AI ChatGPT

In relation to the first objective, scores given by preservice teachers for each historical
thinking dimension and the total score given to the texts are presented in Table 1. In
addition, to check if the differences obtained were significant, an inferential analysis using
the Wilcoxon signed-rank test was carried out (Table 1).

As can be seen, students scored the ChatGPT text higher in almost all dimensions.
The results obtained evidenced the capability of the conversational AI text to write not
only a correct text but also one that encompasses all dimensions of historical thinking. In
fact, with the exception of the historical significance dimension, which was also close to
significance (Z = −1.92, p = 0.055), the Wilcoxon test indicated that scores given to the AI
text by the participants in the rest of the historical dimensions were statistically significantly
higher than scores given to the student text (cause and consequence: Z = −3.31, p = 0.001;
continuity and change: Z = −4.72, p < 0.001; substantive historical content: Z = −5.36,
p < 0.001; historical awareness: Z = −3.48, p < 0.001; presence of substantive metaconcepts:
Z = −5.16, p < 0.001; complexity of narratives: Z = −3.01, p < 0.001). These differences also
led to a statistically significant difference in the total score (Z = −6.22, p < 0.001).

3.2. Is Conversational AI Able to Write Argumentative Historical Text Based on Historical
Thinking? Preservice Teachers’ Perceptions

After preservice teachers indicated the ability of ChatGPT to produce texts encompass-
ing all dimensions of historical thinking unknowingly, the open-ended questions provided
an opportunity to evaluate the preservice teachers’ own view of this matter. Firstly, to
answer the question “Which text do you think deserves a higher mark in the exam? Why?”
participants used the scores given in the Likert scale to answer that question. Thus, while
only 4.9% of the participants scored the two texts equally or the first text better (18.4%),
76.7% of the participants scored the second text higher.

When asked to justify their answers, they highlighted that they had focused on
different aspects such as whether the text had a good structure, which involved cohesion,
coherence, and being well written and organized: “The second one has a better structure, the
ideas are more cohesive and the structure makes it easier to read and the ideas are detected
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in the first reading” (S.13). Moreover, they gave a higher score when they considered that
the text provided relevant information; this means that the text talked about at least all the
items that were asked and exposed important information: “The text has all the information
that is asked and does not talk about other things that are not relevant (. . .)” (S.9). Another
aspect considered by the preservice teachers was whether the text was more complete.
This characteristic entails giving the required and additional information, more data, and
showing a greater knowledge of history: “I think that the second text merits a higher
score as it specifies in a detailed manner the historical events that occurred in that time,
giving more information” (S.40). Likewise, they gave a higher score to the text that showed
critical thinking, so it had a critique, personal opinion, or different approaches to the same
topic “The second text because it includes value judgements by means of ethical criticism
(. . .).” (S.65). Finally, the preservice teachers rated more positively the text in which there
was a greater inter-relationship between the historical facts: “I consider that he or she has
better selected the information and related it to other aspects that do not appear in the text”
(S.28), as well as whether the text showed a relation with current affairs: “(. . .) It mentions
aspects that have had repercussions up to the present day, that is, the impacts that the
situation has had in the current days” (S.25).

In addition, regarding the second question “Which of the two is able to convey more
emotions and feelings? Why?”, the responses revealed that 70.9% of participants believed
that the human-generated text had a greater capacity to convey emotions, while 29.1%
chose the AI-generated text. These data suggest that the majority of participants, albeit
unknowingly, perceived human-generated text as more effective in eliciting emotional
responses compared to AI-generated text. Moreover, the chi-squared test of independence
was performed to examine the relation between the text rated higher and the capacity to
convey emotions. This test revealed no significant relationship between the two variables
(X2 (2) = 0.335, p = 0.846). Therefore, the higher score given to the AI text was not related to
a higher capacity to convey emotions from the participants’ point of view. However, it is
noteworthy that a significant percentage of the participants already acknowledged AI’s
ability to effectively convey emotions, indicating a growing recognition of AI’s proficiency
in this domain.

To choose the best text in relation to this point, the preservice teachers considered
different aspects such as whether the text talked about the consequences of the War, and
the social impact that it had: “I think the text that can transmit more feelings is the first one,
as it talks more about the peoples’ consequences” (S.68). Another aspect used to choose
the best text was whether the text mentioned tragic situations, which involve talking about
the deaths, painful events, or crimes, among others: “The first text: talks about numerical
datum of the deceased people, refers to the hard situation of the families, names physical
and mental diseases, and so on” (S.65). Moreover, the preservice teachers said that one
of the texts evoked more emotions whenever they identified an allusion to empathy in it:
“The first one because I think that it is based more on sentimental aspects, putting ourselves
in other people’s shoes and realising about what happened” (S.29). Finally, the preservice
teachers took into account whether the text talked about society, which implies the families,
people, or how society lived those hard moments: “I think that it is the first one because it
talks from a perspective centred on the society (. . .)” (S.9).

In contrast, question three revealed notable inconsistencies in the ratings allocated
within the rubric. Specifically, the question inquired about the capacity of AI to generate
a text of comparable quality. The responses from students demonstrated a division of
opinions. A majority of 53.4% expressed scepticism, while 45.6% held the belief that AI
could indeed produce a text of similar nature. A chi-squared test of independence was
calculated to determine whether there was a relationship between the higher text rating
and the students’ perception of the capability of a conversational AI to write a similar
text. Again, no relationship was found (X2 (2) = 0.945, p = 0.623). This suggests that what
students think about the capability of an AI to write a similar text is not related to scoring
the AI text better.
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In this sense, participants, in line with the answers to the previous question, com-
mented that AI could not make a text such as these two because an AI text would lack
emotional character. The preservice teachers considered AI incapable because it could
not transmit feelings or, at least, not as much as a person: “I do not think so, because
a machine can give a lot of datum, but it does not think by itself, and it has not got a
historical conscience and cannot transmit feelings neither awaken emotions” (S.23). More-
over, the preservice teachers believed that a text developed by these technologies would
lack ethical and critical perspective, which means that they would not give different points
of view or personal opinion, when being asked to reflect on moral aspects and criticism
about the events that had taken place: “It could argue the causes and consequences, but I
do not think that it was able to do an ethical criticism, giving its personal opinion about the
consequences of the War” (S.11).

However, the preservice teachers considered that a text composed by AI would
present more historical content, for example, because the machine would be able to take
information from different sources and relate and contrast it: “Yes. Referring to datum, a
machine could conduct it and even do it more complete than ourselves. (. . .)” (S.85). Lastly,
many preservice teachers believed that AI is advanced, which alludes to the modernity
and the advances in this technology. They consider AI has evolved to such an extent that
they see it as plausible for AI to write texts such as the ones assessed: “In my opinion, it
would be able to do a commentary text because technology advances really fast and, after
all, machines are programmed by humans to be able to do whatever we want” (S.55). This
shows that we are at a time of great and profound change, which means there is no single,
clear vision among the future teachers participating in this study.

Finally, when participants were tasked with determining which of the two texts they
believed to be generated by a conversational AI (question 4), a significant majority of
students correctly identified text 2 as having been created by an AI (85.3%). In contrast,
only 6.8% attributed text 1 to an AI, while the remaining 3.9% still maintained the belief
that neither text could have been autonomously produced by an AI. Deciding which one
had been developed by an AI was not related to scoring it higher or not (X2 (4) = 4.25,
p = 0.374) nor by the capability to convey emotions (X2 (2) = 4.71, p = 0.095). This evidenced
that the students’ decision of which one was written by an AI was not related to having
scored it higher or the emotions the text was able to transmit.

Among the statements found among the students, the following stands out: the
text written by an AI was that one with a better writing, considering different aspects
such as the text structure, clarity, and organisation of the arguments provided: “In my
opinion, the second text is the one that has been written by a machine because it has a
very well elaborated redaction. (. . .)” (S.78). In addition, students considered AI would
use a more accurate language when writing a text, which involves using more formal,
precise, correct, or technical vocabulary: “The second text because it is elaborated with
more formal and specific words. (. . .)” (S.96). Similarly, the preservice teachers chose the
text created by an AI based on which one included more content (referring to more data,
details, or being more complete): “The second text as it is written specifying more datum
and contextualising in a more detailed manner” (S.40). Finally, students again pointed out
that AI could evoke no emotion, or at least not as much as a person: “it is the second one,
because it transmits less emotions than the first text” (S.47). Thus, it is evident the future
teachers believe in the ability of conversational AI to generate texts based on a greater
amount of information, but without the embodiment of higher-order competences such as
critical thinking or reflection.

4. Discussion and Conclusions

Chatbots have been advancing and improving over time. Thus, current conversational
AI systems such as ChatGPT can generate texts that are very similar to those written by
humans [6,7], using language just as a human would. This makes it even more important
to be able to critically analyse the information and resources we encounter in the post-
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truth and fake news era, and promoting historical thinking in history class helps students
develop that ability. Such are the advances in conversational AI that, together with the
ability to process vast amounts of data [7], according to the results obtained in this study,
the chatbot created by OpenAI could carry out an argumentative text based on the analysis
of a historical source with better results than a university student. Studies such as those by
Mitrović et al. [36] and Guo et al. [34] establish differences often related to the chatbot’s
incapacity to imitate some practices and abilities considered typical of a human. However,
according to the analysis of the participants in this study, ChatGPT is able to replicate the
process of critical reflection and analysis that students should engage in when they are in
front of a source.

The preservice teachers evaluated the text regarding the instrument developed by Sáiz
and Gómez [46] to analyse the level of historical competence. When assessing the texts,
the chatbot managed to delve into second-order concepts and the foundations of historical
thinking better than the preservice teachers, according to the results. This can be seen in
the significant differences in almost every historical thinking dimension, in which ChatGPT
scored better. It should be noted that the only item with no significant differences was
the one referred to historical relevance. This dimension alludes to historical events and,
consequently, to facts and data. Hence, these differences between dimensions are surprising
since one of the main characteristics of ChatGPT is that it has access to large quantities of
data to carry out its task [48], so the expected outcome would be for the AI to perform better
than the student in this item as well. In relation to this, students also believed the chatbot
would be able to focus on facts and data such as causes and consequences but not to reflect
on it. Taking these results into account, as well as the benefits that the literature highlights
about the use of AI and chatbots in the teaching–learning process [27], it seems reasonable
to consider investigating the possibility of seeking methods for the proper incorporation
of this type of AI as support for the development of students’ historical thinking. As the
results demonstrate, students believed the chatbot’s level was higher than theirs when
carrying out that activity and therefore, the learner’s development of historical thinking
is still improvable. Now, chatbots such as ChatGPT seem to be able to simulate a critical
reflection process upon a text and go beyond facts and data. Given this and the higher score
the preservice teachers gave to the AI in comparison to their colleague’s text, knowing the
extent to which this tool can produce an historical argumentative text could lead to its use in
improving both their writing when they are asked to produce an historical argumentative
text and their historical thinking skills.

Regarding the second objective of this investigation, when discussing the dissimi-
larities between conversational AI and humans, the main difference, according to some
comparative studies, is the expression and transmission of emotions [34,36]. This aspect is
usually directly related to human expression and is often a differentiating criterion. In this
regard, over 70% of the participants identified the text commentary made by a student as
the one that conveyed more emotions. However, it should not be ignored that nearly 30%
attributed this capability to the activity done by AI. This, again, could support the idea that
the use of language by chatbots is becoming increasingly similar to that of humans [6,7].

In relation to this last idea, the results show that, before knowing that one of the
commentaries belonged to ChatGPT, there was a notable scepticism regarding the idea that
AI could write such a text. Overall, 53% of the participants did not conceive the possibility
of a chatbot being able to compose a text commentary based on the analysis of a source
and the reflection upon it while considering historical thinking. Therefore, over half of
the pre-service teachers were unaware of the extent of these tools’ writing capabilities.
This reinforces the idea that more studies on the introduction of chatbots in education
are needed [26] and highlights the lack of training regarding a tool that has already been
introduced in education and has shown benefits in students’ instruction [27–30].

However, most of the future teachers were able to distinguish the text commentary
written by the AI from the one written by another preservice teacher. It could be due to the
existence of writing patterns that characterize ChatGPT compared to humans [36], as stated
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before. Nevertheless, it is worth noting that, as shown in previous studies, the distinction
is not unanimous [37], and approximately 15% failed to attribute the texts to their author
because of the similarities in the writing style.

Thus, according to the obtained results and the evaluations carried out by the future
teachers, ChatGPT appears to be capable of writing an argumentative text based on a
historical source and basing its writing on the dimensions of historical thinking. Without
knowing the authors of the text, they rated the one elaborated by the chatbot better.
Nonetheless, they are not aware of the capacity and possibilities of this tool, which has
already been introduced in other areas of education, despite being able to detect some
features and patterns typically associated with AI and human writing. Thus, the conducted
investigation could be a starting point to delve further into the knowledge and training of
future teachers regarding this tool, especially regarding the abilities of ChatGPT observed
in this investigation, which could be useful for the improvement of historical thinking in
history teaching.

Proposals for Future Research and Improvement

Throughout the research, several new questions and hypotheses emerged, with the
potential to yield interesting results in the field of AI-mediated history teaching. Firstly,
given the AI capacity for written argumentative text based on historical sources, it would
be interesting to go deeper into this matter by analysing different AI texts. In addition,
expanding the information provided to the AI during the development of argumentative
texts in accordance with historical thinking could lead us to learn more about the poten-
tialities and shortcomings of AI productions in terms of this historical competency. In line
with this, it would also be interesting to analyse the texts created by chatbots other than
ChatGPT and its underlying language model GPT.

On the other hand, expanding the scope of the study by including a larger number of
participants from different educational levels could allow for focused investigations into
variables such as gender and comparisons between participants from various educational
contexts. These could lead to relevant results and conclusions for the educational commu-
nity. Finally, it would be beneficial to conduct studies where participants directly interact
with the AI and its generated texts. This hands-on engagement would provide students
with a deeper understanding of the possibilities of AI in relation to historical thinking and
its dimensions.
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