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Abstract: The credibility of online examinations in Higher Education is hardened by numerous
factors and use-case scenarios. This paper reports on a longitudinal study, that spanned over eighteen
months, in which various stakeholders from three European Higher Education Institutions (HEIs)
participated, aiming to identify core threat scenarios experienced during online examinations, and
to, accordingly, propose threat models, data metrics and countermeasure features that HEI learning
management systems can embrace to address the identified threat scenarios. We also report on a
feasibility study of an open-source intelligent and continuous student identity management system,
namely TRUSTID, which implements the identified data metrics and countermeasures. A user
evaluation with HEI students (n = 133) revealed that the TRUSTID system is resilient and effective
against impersonation attacks, based on intelligent face and voice identification mechanisms, and
scored well in usability and user experience. Aspects concerning the preservation of privacy in
storing, retrieving and processing sensitive personal data are also discussed.

Keywords: online academic activities; learning management systems; perceived credibility; user
survey; specifications analysis

1. Introduction

Recent advancements in information and communication technologies necessitated
a rapid transition in Higher Education Institutions (HEIs) towards completely online
academic teaching, learning and examination paradigms [1–8]. In most cases, this was
accomplished by utilizing Video Conferencing Tools (VCTs), in combination with Learning
Management Systems (LMSs), with the aim to continue academic activities, like teaching,
laboratory work and examinations, within an online context.

Nonetheless, the aforementioned transition faced several challenges in ensuring the
satisfactory implementation of HEI curricula and fair student evaluation processes so as to
sustain credibility in online academic activities. In this context, a key challenge related to
the establishment of appropriate procedures for identifying non-permitted activities from
students, such as prohibited communication and collaboration among students, and, also,
impersonation cases (i.e., intentionally pretending to have someone’s identity in order to
unethically participate in academic activities).

To this end, many online-transitioned HEIs encountered difficulties in effectively
identifying such malicious activities. The adopted LMS and/or VCT tools entail a single
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entry-point for student authentication and identification as a precondition for participation
in online academic activities and to gain access to protected educational material and
services. With regards to the LMS, students typically authenticated through a single-point
textual password system, which assumed integrity of the student’s attendance within the
whole academic activity. With regards to VCT, student identification and verification proce-
dures were primarily conducted manually through human intervention (e.g., instructors,
invigilators). The aforementioned approaches fall short in detecting fraudulent student
activities after the single entry point of authentication is successfully performed [9]. In
addition, manual student identification is a time consuming and difficult endeavor for
instructors throughout the whole academic activity.

To alleviate these issues, numerous works on continuous or implicit authentication
methods have been proposed as an additional non-intrusive security countermeasure [9–15].
However, existing solutions that simply monitor face and/or body cues are not adequate
to prevent fraudulent behavior in online examinations, since they lack student interac-
tions and are not able to capture scenarios in which the camera stream switches over to
other video sources [16]. Other works focused on the combination of multiple biometric
traits [17,18], such as face with fingerprint [19], fingerprint with vocal traits [20], and fin-
gerprint with mouse patterns [21]. Nevertheless, multiple biometric solutions often operate
in an intrusive fashion that interferes with student activities and they require additional
devices [21]. The use of behavioral biometrics was investigated by analyzing keystroke and
mouse patterns, while students took online examinations, in order to provide transparent
authentication [22,23]. However, such behaviorally based approaches are often unreliable
without the combination of a physical biometric trait and are usually limited to specific
interaction types (e.g., recognizing keystroke patterns is effective only when the student is
typing) [16].

Considering the importance of tackling the threat of impostors that intentionally
adopt another student’s identity in the maintenance of credibility in online activities, it
is evident that online-transitioned education systems must be able to continuously verify
student presence and attendance in several educational activities of critical importance (e.g.,
laboratory quizzes and online examinations). Nevertheless, existing solutions are usually
designed only as proctoring tools during online examinations with a person monitoring
students remotely (e.g., Kryterion (https://www.kryterion.com, accessed on 26 May 2023),
ProctorU (https://www.proctoru.com, accessed on 26 May 2023)). Such tools tend not
to consider participation in the rest of the course, nor other important threats related to
communication and collaboration with other persons and access to resources. Furthermore,
they are not scalable [16], require technological infrastructure and setup [24], and fall
short in addressing privacy concerns with regards to recorded videos [24–26]. Other
cost-effective proctoring solutions aim to either eliminate proctor efforts, by replacing
people with algorithms that conduct post-analysis or real-time analysis (e.g., ProctorFree
(https://www.proctorfree.com, accessed on 26 May 2023), SMOWL (https://smowl.net/en,
accessed on 26 May 2023), Respondus (https://web.respondus.com, accessed on 26 May
2023)), or utilize hybrid solutions that involve people only in cases of suspicious behaviors
(e.g., Proctorio (https://proctorio.com, accessed on 26 May 2023), [27]). However, such
solutions might entail numerous risks, due to the variability of algorithm accuracy and
the limited scenarios supported [16]. In addition, recent research on existing proctoring
solutions tend to be sparse and question the effectiveness of proctoring in terms of reducing
cheating scenarios and academic misconduct [28].

Research Motivation and Contributions. Based on the aforementioned works, sev-
eral efforts have addressed existing challenges and issues related to student identification,
verification and interaction behavior within critical online academic activities. However,
these solutions mostly favor a certain user feature within a certain interaction system, when,
in fact, solutions combining multiple sources of input (e.g., face, voice, interaction behavior)
under an agile system integration framework, are required. So far, to the best of the authors’
knowledge, no other solution incorporates a system integration framework, bootstrapped
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on the synchronous and asynchronous critical online academic activities of HEIs, as well as
on different examination types and procedures.

The main contributions of the paper are as follows: (i) we provide important insights
from HEI stakeholders (i.e., HEI instructors, students, administrators) on their timely expe-
riences of, and perceived credibility of, online examinations and other critical academic
activities over the COVID-19 period; (ii) we identify and compile a comprehensive list of
threat scenarios, based on feedback received from relevant HEI stakeholders; (iii) we suggest
countermeasures to overcome the identified threat scenarios, based on feedback received
from field experts (i.e., software engineers, administrators, HEI instructors); (iv) we imple-
ment a series of countermeasures within an open-source software prototype, bootstrapped
on synchronous and asynchronous critical online academic activities and on different ex-
amination types and procedures of HEIs; and (v) we provide insights from a preliminary
user evaluation of the software prototype, which is an important step towards realizing a
comprehensive and holistic proctoring system within the Higher Education domain.

This paper is structured as follows. In the next section we present the method of
study, research questions, procedure and analysis of user responses of two subsequent user
studies, including key threat scenarios that were identified based on the analysis. Next, we
present the countermeasures and features by which future learning management systems
may address the identified threat scenarios. Consequently, we present the implementation
details of an intelligent and continuous online student identity management framework,
namely TRUSTID, followed by user evaluation of the implemented framework. Finally,
we present state-of-the-art architectural solutions for preservation of data privacy, and
conclude the paper with the limitations of this work.

2. Method and Context of the Study
2.1. Research Methodology

The research methodology was split into three main phases. Specifically, as part
of Phase A, we conducted a needs analysis on how stakeholders from Higher Education
Institutions (HEIs) perceived the credibility of critical academic activities as experienced
during the COVID-19 period and identified threat scenarios and malicious student activities
during critical academic activities. Aiming to increase ecological validity, we conducted
this research study slightly after the COVID-19 period to gain insights from participants
that had timely real-life experiences with regards to the research questions that were under
investigation. A total of thirty-one (31) individuals having varying backgrounds, namely,
students, instructors, system administrators, decision makers, and data protection experts,
from three European universities (University of Patras, Greece; University of Cyprus, Cyprus;
University of Coimbra, Portugal) participated. Each participant took part in semi-structured
interviews that lasted approximately 60–90 min each, discussing different topics based on
the research questions set as part of this phase.

In Phase B we conducted a needs verification analysis to verify, with HEI stakeholders,
the outcome of the needs analysis, we rated the identified threat scenarios in terms of the
likelihood/probability of occurrence and level of severity, and we identified challenges for
adoption and relevant privacy issues. A total of seven (7) individuals participated from
the same three European universities, having the same profiles as those in Phase A. In a
similar manner to that of Phase A, we conducted a series of semi-structured interviews
with each participant that lasted approximately 60–90 min each, in which each participant
verified the outcome of the needs analysis and rated the identified threat scenarios in terms
of likelihood/probability of occurrence and level of severity.

Finally, in Phase C we identified countermeasures and proposed features that a frame-
work could implement to address the identified threat scenarios during critical academic
activities. In particular, by means of behavioral and contextual data analyses, we identified
countermeasures related to student verification during enrolment, and continuous student
identification during an examination, based on biometric data analysis (physiological and
behavioral) and monitoring of student behaviors and physical and digital contexts. We
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also propose state-of-the-art architectural solutions to address aspects of the preservation
of privacy in the storing, retrieving and processing of sensitive personal student data.

2.2. Background of Participating HEIs

Adopted Information and Communication Technologies (ICT) Solutions. All par-
ticipating HEIs adopted ad-hoc ICT solutions during COVID-19, based on the following
two-step method: (a) HEIs utilized existing off-the-shelf Video Conferencing Tools (VCTs)
aiming to communicate in real-time with their students; and (b) HEIs utilized existing
Learning Management Systems (LMSs) for content sharing and asynchronous communica-
tion. The deployed VCTs and LMSs were deployed as independent tools, which, however,
were used simultaneously for critical academic activities within online contexts.

With regards to VCTs, there is a common approach in using off-the-shelf tools like
Zoom, Microsoft Teams, Skype for Business, etc., as part of both teaching and examination
activities. All HEIs continued using the LMSs they had been using prior to the COVID-19
period, mainly due to familiarity aspects. In particular, one university utilized a nation-wide
LMS, another university utilized an in-house developed LMS, while the third university
utilized off-the-shelf/open-source LMSs, such as Moodle and Blackboard.

Examination Types and Modalities. The participating HEIs utilized the following
three (3) different online examination types, which entail different contextual modalities
and characteristics: oral online examinations, digital written online examinations, and hand
written online examinations (see Table 1 for details).

Table 1. Examination modalities and contextual characteristics per examination type.

Online Examination Type Modalities Contextual Characteristics

Oral Online Examination

Instructor asks real-time questions or
shares questions (picture, diagram, etc.)

through a conference system. Then, each
student provides the answer orally.

Time constraints for providing each
answer. Examination classrooms usually
have a limited number of students to be

examined (e.g., up to five).

Digital Written Online Examination

Instructor shares the examination
questions through the LMS. Students
login to the LMS and either view the

questions (e.g., multiple-choice questions)
and directly provide answers to each

question through the LMS, or download
a document with questions and further

upload their answers to the LMS.
Students typically utilize a computer

keyboard and computer mouse creating
keystroke and computer mouse

movement input streams.

Time constraints typically apply for the
whole examination session. In some

cases, time constraints may be applied for
the provision of each answer.

Examination classrooms do not have
limitations with regards to the number of

students attending. Instructors use
conferencing systems to monitor between
30 to 70 students simultaneously within a

virtual classroom. Direct audiovisual
communication with a certain student is
performed, when necessary, through the

conferencing system.

Hand Written Online Examination

Instructor shares the examination
questions through the LMS (usually as a
PDF). Then, each student either views the
questions through the LMS or downloads
the PDF on his or her computer. Student
writes the answers on hard copy sheets

and, finally, uploads the hard copy sheets
to the LMS.

Time constraints typically apply for the
whole examination, or for each question.
Instructors use conferencing systems to

monitor between 30 to 70 students
simultaneously within a virtual
classroom. Direct audiovisual

communication with a certain student is
performed, when necessary, through the

conferencing system.

3. Insights on Stakeholders’ Views and Experiences in Applying Online Examinations

This phase of the user study aimed to gain insights on HEI stakeholders’ experi-
ences with regards to online examinations and other critical academic activities during
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the COVID-19 period, in order to elicit their perceived credibility and to identify threat
scenarios affecting the credibility of such activities.

3.1. Research Questions

We investigated using the following research questions:
(RQ1) How did the stakeholders perceive the credibility of online examinations and

other critical academic activities during the COVID-19 period (March 2020–August 2021)?
(RQ2) Which threat scenarios that include impersonation activities of students should

be urgently addressed during online examinations?
(RQ3) Which threat scenarios that include forbidden communication, collaboration

and/or resource access activities of students should be urgently addressed during online
examinations?

3.2. Sampling and Procedure

A total of 31 participants were recruited from three European universities. Table 2
summarizes the number of participants per stakeholder group and participating Higher
Education Institution. The sample included participants with a variety of roles, i.e., stu-
dents, instructors, system administrators, decision makers and data protection experts. We
conducted a series of semi-structured interviews with each participant that lasted approxi-
mately 60 to 90 min each, discussing different topics based on the research questions.

Table 2. Number of participants per stakeholder group and participating Higher Education Institution.

Stakeholder Group Higher Education Institution
1

Higher Education Institution
2

Higher Education Institution
3

Students 2 3 3
Instructors 3 4 3

System Administrators 2 2 2
Decision Makers 2 1 1

Data Protection Experts 1 1 1

Total 10 11 10

3.3. Analysis of Results
3.3.1. Perceived Credibility of Online Examinations (RQ1)

In order to examine answers to RQ1, we asked participants a series of questions to elicit
their perceived credibility of online academic activities within the current LMSs at their
universities. Appendix A provides and describes the guide for the stakeholder interviews,
including the interview discussion themes and questions. The questions of the interview
guide were designed by consulting relevant experts in the field (academic instructors,
system administrators in HEIs, data protection experts) from three European Universities.

We asked participants to report their best and worst experiences with regards to critical
online academic activities (e.g., examinations, laboratory work). The majority of instructors
expressed their concerns about the limitations of current practices and technologies within
HEIs. In addition, they underpinned the necessity to seek new technologies to overcome
the challenges of trustworthiness in online examinations.

Representative responses from participants included the following: “I have lost my
trust to the ability of my university to fulfill its mission, which is to assure that students have
acquired the necessary knowledge and skills needed for their profession. The current procedures
and workflows in which the online examinations, during COVID-19, take place are questionable in
terms of credibility”—Instructor 2; “No contact with the attendees, no clue of what’s happening
with the students, who is with them, whether they communicate with others through the web or
other tools”—Instructor 1; “Stressful because of inexistent trustworthiness and lack of ’weapons’ to
fight the problem”—Instructor 2; “During the online examinations, I was really stressed because I
did not have control about what was going on in each student’s physical space, whether they received
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any help from others”—Instructor 3; “Ambiguities about the trustworthiness of conducting online
exams”—Instructor 4; “In the online learning activities, students can join and leave without the
instructor noticing them. There are also cases in which students join the call and they ’appear to be
connected’ but are not really there. This was evident from cases in which I asked students to type in
their name in the chat and many of the ’connected users’ did not type it”—Instructor 5; “There were
a lot of problems with the current technologies at the university. People were complaining especially
in the beginning and we had several issues with the video server, we had to handle all the network
issues, missing events, real-time communication etc. It was really difficult to make ’everyone happy’
and compromises were made to make sure everybody was served”—System Administrator 1; “Our
systems were not ready for online examinations. The bad experience was preparing LMS to handle
the new increased volume of usage. I had to set up a new upgraded server to support examinations
through a particular LMS”—System Administrator 2.

We asked participants to further elaborate whether they believed that the current proce-
dures at their organizations were trustworthy with regards to critical online academic activities.

Representative responses from participants included the following: “I had several exams
online and there was really no way of controlling what we were doing in those, so it’s not trustworthy
at all, because I was talking to some of my colleagues, and we were discussing the exam, although
the teachers said that we cannot talk to our colleagues”—Student 4; “There are companies that
provide personalized exam solutions (e.g., pass the course with high score, etc.)”—Policy Maker
1; one instructor responded that: “I am surprised by the students’ creativity in finding new
ways during COVID-19 in cheating within online examination activities”—Instructor 4; “Current
online procedures do not monitor and control neither the physical nor the digital context in which
the student participates during online examinations”—Instructor 3; “The success rate in subjects
has risen in the last year, probably because the students adapted to the new systems and found
loopholes. Oral examinations are harder to cheat”—System Administrator 3.

We asked participants how much they trusted the process, in terms of whether the
grades received by students actually reflected performances.

Representative responses from participants included the following: “The grades don’t
reflect the performance of the students. Students are still adjusting to the remote environment, and
we don’t have the tools to guarantee the fairness of the process”—Instructor 1; “I trust the process
for the students that are already high-performing students, but I don’t trust the process for the
students that were low-performing”—Policy Maker 1; “Mean value of grades hasn’t changed much.
However, there is no evidence that students didn’t commit some fraud in the exams”—Instructor
2; “Some students got a better grade than what they deserved. Some students had lower marks in
in-person evaluations than in remote evaluations”— Instructor 5; “I trust the grading process if
the number of students is up to 15 students— bigger classes are harder to monitor”—Instructor 6;

“The system is not completely trustworthy. The grade in general might not reflect the performance”—
Student 5; “We have no control over what they are doing during examinations, and it is difficult to
countermeasure this without protecting their data”—System Administrator 3.

Main Observation. The analysis of answers to RQ1 revealed that there was a consen-
sus among all participants/stakeholder groups that the current workflows and deployed
Information and Communication Technologies (ICT) tools entailed vulnerabilities and,
therefore, threatened the credibility of critical online academic activities, such as online
examinations. These vulnerabilities should be identified and properly addressed to sustain
credibility in procedures.

In more detail, participants’ elaborations behind their responses revealed the absence
of validated procedures in COVID-19 realms, compared to pre-COVID-19 validated pro-
cedures in which critical academic activities were conducted within controlled physical
realms. In addition, current discrepancies in deployed ICT tools provide a vivid ground for
students to think about “creative” methods and approaches to violate the codes of conduct
and university policies in online examinations.

From a decision maker’s perspective, responses revealed that all were very well aware
of the limitations of the current examination methods and were working towards improving
LMS features to address malicious activities, like plagiarism. One policy maker stressed that
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the current online examination procedures entail a high number of threat scenarios, which
make it very difficult to reach the standards of physical examinations. From the perspective
of instructors, responses revealed emotional and ethical effects on instructors as they were
not assured of fairness in the online examination procedures in distinguishing between
students who were well prepared for the examinations and students who misused the
limitations of the online examination procedures currently applied. From the perspective
of students, all students questioned the current procedures within critical online academic
activities, but, nonetheless, some students mentioned that the online-based procedure was
easier and more convenient than conventional physical examinations.

3.3.2. Identification of Impersonation Threat Scenarios (RQ2)

We asked participants to report on their experiences, which related to threats with
regards to student identification and verification during critical academic activities. Accord-
ingly, we identified several impersonation threat scenarios, which are scenarios wherein a
person imitates or replicates the behavior or actions of another person [29].

Representative responses from stakeholders included the following: “I know for certain
that at least 10 of my co-students paid external graduate students to impersonate them during
the online examination of COVID-19”—Student 2; “Based on my experience, I had a class of
40–50 students for which I had to remember their faces in order to assure that no impersonation
case occurred during the examination. This is not human possible”—Instructor 1; “I have concerns
about exam integrity. You can’t verify the identity of the students”—Instructor 4; “I don’t trust the
process. I am convinced that students are interacting with each other most of the time” —Instructor
5; “Regarding remote examinations, I am sure that students cheated in exams, and the grades
improved a lot in the remote exams”—Instructor 7; “Regarding online exams, I believe it was a
total failure, especially regarding lack of trustworthiness. To cope with this aspect, many instructors
have put limits in the time of the exam to make it difficult for students to cheat, since they wouldn’t
have enough time to ask for help. Nevertheless, there is no evidence that a person who correctly
verified their identity did not allow another person sitting next to them to take over and answer the
questions of the examination”—Policy Maker 2; “During the written exams students could have
committed a fraud. The oral examinations are more fair”—Student 6; “You cannot copy 100% of
the exam but you can do a big part of it”—Student 7.

We asked participants to elaborate on specific use cases in which they experienced
impersonation behavior by students. Representative responses from participants included
the following: “I had an incident where a student had a certain dialect, which was different from
the actual student so he got caught”—Instructor 2; “We couldn’t be sure who actually took the
exam. For example, a student could identify correctly himself initially, but there is no evidence
that he was the one who actually took the exam and not someone else”—Instructor 3; “After going
through the authentication logs of the LMS platform, it is evident that there were some cases that
users were logged in concurrently from different internet addresses”—System Administrator 2.

Main Observation. The analysis of answers to RQ2 revealed several impersonation
threats, which refer to cases in which a person other than the legitimately enrolled student
takes the examination, and, consequently, submits/provides answers for the examination.
There was a consensus among stakeholders of all three participating universities that
online examinations suffered from impersonation activities that were identified throughout
all online examination types, i.e., oral, digital written and hand written. In addition,
responses revealed that the participating universities did not have adequate infrastructure
and technologies in place to assure the credibility of the examinations. Major issues related
to continuous student identification and verification aspects during online examinations.

We classify, in Table 3, the stakeholder responses. We identified the following imper-
sonation threat scenarios: (i) a scenario in which a person imitates the student identification
proofs (e.g., by changing the photograph on the student’s identity) during the student
identity verification process; (ii) a scenario in which the student switches seats with another
person after the student identity verification process has been completed; (iii) a scenario
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that embraces non-legitimate access to the Learning Management System of the university
by third persons through sharing of identity management credentials.

Table 3. Summary of impersonation threats and threat scenario descriptions.

Impersonation Threats Threat Scenario Descriptions

Student violating identification proofs
A student changes the photograph on the identity card with the

imposter’s photograph or changes the student details on the
identity card

Student switching seats after identification A student is correctly identified and verified, and then switches
seats during the examination session with an imposter

Non-legitimate person provides answers either digitally or
hand written

Another, non-legitimate, person is concurrently logged in the
LMS and provides answers either digitally or hand written, or

uploads examination material in general

3.3.3. Identification of Communication, Collaboration and Resource Access Threat
Scenarios (RQ3)

We asked participants to identify important threat scenarios, based on their previous
experiences in online examinations. Accordingly, we identified threat scenarios relating
to communication and collaboration activities among students and other persons, and
forbidden resource access by students, during online examinations. Communication refers
to an act in which a student exchanges information with another person or persons by
speaking, writing or using another type of medium. Communication scenarios may involve
computer-mediated communication threat scenarios, in which a student communicates with
another person through technological means and mediums, i.e., through video/audio
conferencing tools, or in-situ communication threat scenarios, which take place within the
student’s physical context, in which the student communicates with another person through
speaking and/or writing within the same physical context.

Furthermore, collaboration refers to an act in which a student works with another
person or persons to produce a given result and achieve a certain goal. Collaboration
activities can be either conducted through technological means and methods, i.e., through
remote access and remote control computer software, or directly within the student’s
physical context. We refer to the former as computer-mediated collaboration threat scenarios,
and the latter as in-situ collaboration threat scenarios.

Finally, resource access threat scenarios involve suspicious activities in which a student
attempts to gain access to either digital and/or hard copy resources and material (e.g.,
books, slides, search engines), which are not to be accessed during an online examination,
based on the examination’s policy.

With regards to communication activities during online examinations, students mostly
used an instant messaging application through a second monitor or were in the same room
with fellow students who were taking the same examination.

Representative quotes from stakeholders included the following: “Students were com-
municating during the examination via instant messaging applications. Usually they had two
monitors. The first monitor was the one used for taking the examination, while the second monitor
was used for having the instant messaging application open”—Student 2; “Some students were
using shared Google Docs to share answers, Skype for business was not a good experience for online
education. In one class, a student was acting up and the video was uploaded to YouTube”—System
Administrator 1; “Students were mostly using their smartphone device to communicate with fellow
students during the examination”—Student 4; “We have heard from fellow students that they were
in the same place during the examination, sitting opposite to each other, and communicating orally
since the microphone was muted. They told us that they were hiding their facial expressions while
talking in order to avoid raising suspicions”—Student 5; “Students were mostly communicating
via instant messaging applications on a second monitor”—Student 7; “There was lack of control
during the examination and I believe that students were communicating via instant messaging
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applications”—Instructor 1. “I had a case during an oral examination in which each time I asked the
question to a specific student, the student delayed the answers for about 15–20 s and then provided
the correct answer. Each time the student provided the answers, it seemed that she was reading out
the answer and was not really aware what was she was reading" —Instructor 3; “Students can
think of weird ways to cheat, especially considering that there is lack of proper control during the
online exam. For example, I could have easily created a pre-recorded video of myself and switch the
laptop’s camera to display the pre-recorded video while I take the exam”—Student 2.

With regards to collaboration activities during online examinations, students mostly
collaborated remotely because it was more convenient and less risky than being in the same
place. Nevertheless, there were also cases of physical collaboration.

Representative quotes from stakeholders included the following: “In some examinations,
the time of submitting each answer was not very strict. Therefore, students had enough time to ask a
fellow student to connect to their computer via remote connection software, such as, TeamViewer,
Remote Desktop Connection, and carry on the examination”—Student 3; “In some examinations we
had to scan the answers we wrote on the paper and send them as PDF. In these cases, students were
sending each other the scanned PDF via instant messaging applications”—Student 4; “Although
some sections of the examination, or some questions within the same section were provided in
random order, we had enough time to take a screenshot of the question and the answer, and send
them via instant messaging to a group of twenty fellow students. This way, despite the random
order of the sections/questions, we increased the chance of finding another person in this group that
was assigned the same set of questions, and in the end, we all had access to all answers”—Student
5; “Being in the same place is more complex and risky than collaborating remotely, because in
some examinations instructors asked students to first show their surroundings before starting the
examination. Some students were not willing to take such a risk. However, there were some students
that were in different rooms initially, and after showing their surroundings they sat next to each
other and were able to collaborate”—Student 6; “There was a case in which students gathered in
a lab room and a student connected to the projector. Then, during the examination, the student
was providing the answers through the projector and the fellow students were simply copying the
answer”—Student 7; “There was a case in an online oral examination in which the student had the
microphone muted in each question, followed by a delay of ten-twenty seconds during which another
person was providing the answer to the student orally”—Instructor 3.

With regards to access to material that was not allowed, based on the examination’s
policy, students again mostly used a second monitor in which they had previously opened
their notes or an instant messaging application in which they kept some notes. In some
other cases, due to the nature of the examination, some instructors used a more controlled
environment that prevented access to other applications.

Representative quotes included the following: “Students were using a second monitor
in which they had their notes opened”—Student 2; “In some examinations the environment was
locked so we couldn’t have access to our material or search on the Internet. However, in many
other examinations this wasn’t the case”—Student 4; “Although some instructors were hiding the
material in the LMS, students were still able to download all the relevant lecture notes in advance
and have them opened during the examination”—Student 6; “Some instructors decided to use more
controlled environments during the online examinations through additional tools, depending on the
nature of the examination. However, there were many cases in which the installation and setup of
the software was difficult and frustrating to students”—Instructor 2.

Main Observation. The analysis of the answers to RQ3 revealed several threats that
relate to communication activities, collaboration activities, and gaining access to material
that is not allowed during online examinations. We identified the following computer-
mediated communication, collaboration and resource access threat scenarios (classified
in Table 4): (i): a scenario in which computer-mediated communication happens through
voice or text-written chat, using either the same computing device as the one used for the
examination or another computing device, or in cases where another person is co-listening
and/or co-viewing the examination question, and, then, provides answers through text-
written or voice communication, either using the same computing device as that used for
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the examination, or with another computing device; (ii): a scenario in which the computer-
mediated collaboration happens through remote access, with control and screen sharing
applications using either the same computing device as the one used for the examination,
or another computing device; and (iii): a scenario in which a student is finding help from
online resources, search engines, hard copy material, not allowed in the examination policy,
either using the same computing device as the one used for the examination, or another
computing device.

Table 4. Summary of computer-mediated communication, collaboration and resource access threats
and scenario descriptions.

Computer-Mediated Communication, Collaboration and Resource
Access Threats Threat Scenario Descriptions

Computer-mediated communication through voice or text-written chat

A student remotely communicates with another person through voice or
text-written chat, either using the same computing device as the one

used for the examination, or with another computing device.
Alternatively, another person co-listens to an examination question
within an oral examination, and, then, provides answers through

written text or voice communication, either using the same computing
device as the one used for the examination, or another computing device

Computer-mediated collaboration through screen sharing and control
applications

A student remotely communicates with another person through special
applications (e.g., share screen, remote desktop connection), either using

the same computing device as the one used for the examination, or
another computing device

Student access to forbidden online resources
A student finds help from online resources, search engines, forbidden
by the examination policy, either using the same computing device as

the one used for the examination, or another computing device

Furthermore, we identified the following in-situ communication, collaboration and
resource access threat scenarios (classified in Table 5): (i): a scenario in which another
person provides answers through the student’s main input device on the student’s com-
puter, or through a secondary input device; (ii): a scenario in which a student communi-
cates/collaborates with another person within the same physical context; and (iii) a scenario
in which another person projects answers through a white board/computing device/hard
copy messages.

Table 5. Summary of in-situ communication, collaboration and resource access threats and scenario
descriptions.

In-Situ Communication, Collaboration and Resource Access Threats Threat Scenario Descriptions

Non-legitimate person provides answers on the student’s computing
device through the main, or a secondary, input device

A student sits in front of the camera, and a non-legitimate person sits
next to the student, typing the answers through the student’s main
input device or through a secondary device (keyboard, computer

mouse, etc.) displayed on the student’s computer screen

Student communicating/collaborating with another person within the
same physical context

A student communicates/collaborates (i.e., talks) with another person,
that is not in the field of view of the camera, within the same physical

context

Non-legitimate person provides answers through a white
board/computing device/hard copy messages

A non-legitimate person provides answers through a computer and
projects the answers using a white board/computing device/hard copy

messages

4. Rating of Threat Scenarios

In this section, we rate the identified threat scenarios in terms of likelihood/probability
of occurrence and their levels of severity, keeping in mind the type of online examination
(oral, digital written, hand written). As such, our aim was to highlight the most probable
and severe threats for which countermeasures need to be identified and applied during
the implementation of an online examination. To do so, we asked participants about
the probability and severity of each threat scenario, contextualized within each online
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examination type. With regards to probability, participants responded by indicating one
option out of four probability levels (High/Medium/Low/Not Applicable), and, with
regards to severity, participants responded by indicating one option out of four severity
levels (Major/Medium/Minor/Not Applicable).

4.1. Sampling and Procedure

A total of seven (7) participants were recruited from three European universities. The
sample included participants with a variety of roles, i.e., four (4) instructors, one (1) decision
maker, 1 (one) system administrator and one (1) data protection expert. We conducted
a series of semi-structured interviews with each participant that lasted approximately
60–90 min each, discussing topics related to the rating of the threat scenarios identified in
terms of likelihood/probability of occurrence and level of severity.

4.2. Rating of Impersonation Threats

Table 6 summarizes the participants’ ratings of impersonation threat scenarios per
examination type (oral, digital written, hand written). Accordingly, in oral online exam-
inations, the most probable impersonation threat scenario related to students imitating
the identification proofs, which was also indicated as the most severe threat in cases of
this scenario occurring. The scenario related to students switching seats after successful
identification was less probable, given that students are closely monitored in real-time by
the instructor, while the scenario in which a person submits answers through shared LMSs
was, in most cases, not applicable. One participant stated that “When you are doing the oral
examination you are being watched in a close way, so it is not easy to switch seats after the student
has been identified”—Instructor 1.

Table 6. Impersonation threat ratings per examination type (responses from seven participants).

Oral Digital Written Hand Written
Impersonation Threats Likelihood Severity Likelihood Severity Likelihood Severity

Student violating identifica-
tion proofs

High (7);
Medium (0);
Low (0)

Major (7);
Medium (0);
Minor (0)

High (2);
Medium (5);
Low (0)

Major (6);
Medium (1);
Minor (0)

High (1);
Medium (5);
Low (1)

Major (6);
Medium (1);
Minor (0)

Student switching seats af-
ter identification

High (0);
Medium (1);
Low (6)

Major (6);
Medium (1);
Minor (0)

High (1);
Medium (3);
Low (3)

Major (6);
Medium (1);
Minor (0)

High (1);
Medium (3);
Low (3)

Major (4);
Medium (2);
Minor (1)

Non-legitimate person pro-
vides answers either digi-
tally or hand written

N/A N/A
High (6);
Medium (1);
Low (0)

Major (7);
Medium (0);
Minor (0)

High (6);
Medium (1);
Low (0)

Major (6);
Medium (1);
Minor (0)

With regards to both digital written and hand written online examinations, the most
probable impersonation threats with major severity related to a non-legitimate person
providing answers through shared LMS credentials. As participants responded, the reason-
ing behind this rating related to the fact that it is much easier to accomplish this activity
compared to other threat scenarios. Nonetheless, other possible impersonation threat
scenarios, which were stated to have medium probability of occurrence with major severity
related to a student imitating identification proofs, and a student switching seats after
successful identification. One participant responded that “It is much easier for a student to
share credentials with another person who will respond the answers in the LMS”—Instructor 3.

Main Observation. All participants agreed that all impersonation threats are severe.
However, depending on the examination type, the participants rated the attack probability
differently, based on the ease of conducting each corresponding impersonation attempt
by students. In oral online examinations, participants indicated that the scenario in which
a student violates identification proofs is the most probable scenario to occur, whereas
in digital written and hand written online examinations, all threat scenarios are more likely
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to happen, given that the student is not closely monitored, as in the case of the oral
examinations. Nonetheless, participants indicated that the highest probable scenario to
occur in digital written and hand written online examinations related to a non-legitimate person
providing answers either digital, through shared LMS credentials, or hand written.

4.3. Rating of Communication, Collaboration and Resource Access Threats

Computer-Mediated Communication, Collaboration and Access Threat Scenarios.
Table 7 summarizes the participants’ ratings of computer-mediated communication, collab-
oration and resource access threat scenarios.

Table 7. Computer-mediated communication, collaboration and resource access threat ratings per
examination type (responses from seven participants).

Oral Digital Written Hand Written
Computer-Mediated
Threats Likelihood Severity Likelihood Severity Likelihood Severity

Computer-mediated com-
munication through voice
or text-written chat

High (7);
Medium (0);
Low (0)

Major (6);
Medium (1);
Minor (0)

High (6);
Medium (1);
Low (0)

Major (5);
Medium (2);
Minor (0)

High (6);
Medium (1);
Low (0)

Major (6);
Medium (1);
Minor (0)

Computer-mediated collab-
oration through screen shar-
ing and control applications

High (0);
Medium (3);
Low (4)

Major (3);
Medium (2);
Minor (2)

High (5);
Medium (1);
Low (1)

Major (5);
Medium (1);
Minor (1)

High (1);
Medium (2);
Low (4)

Major (3);
Medium (2);
Minor (2)

Student access to forbidden
online resources

High (3);
Medium (3);
Low (1)

Major (7);
Medium (0);
Minor (0)

High (5);
Medium (1);
Low (1)

Major (6);
Medium (1);
Minor (0)

High (3);
Medium (2);
Low (2)

Major (5);
Medium (0);
Minor (2)

Main Observation. In oral online examinations, the most probable and severe computer-
mediated threat scenario related to students communicating either through voice or text-
written chat with another person. With regards to digital written online examinations, par-
ticipants rated all computer-mediated threat categories to be highly probable to occur,
with most of the participants indicating major severity. The main reason relates to the
fact that, during digital written examinations, students may concurrently use the same
medium or different computing devices (e.g., a smartphone) to receive help during the
online examination. With regards to hand written online examinations, participants rated
computer-mediated communication through voice or text-written chat as the threat with
the highest probability to occur, with major severity. Computer-mediated collaboration in
hand written online examinations is more difficult to conduct, given that the student is
not primarily using a computing device to write the answers, and, hence, such suspicious
behavior might be easily identified by instructors/invigilators.

In-situ Communication, Collaboration and Resource Access Threat Scenarios.
Table 8 summarizes the participants’ ratings of in-situ communication, collaboration and
resource access threat scenarios.

Main Observation. In oral online examinations, the most probable and severe in-situ
threat scenario related to students receiving answers through projections on a white board,
computing device and/or in hard copy messages from a person in the same physical
context as the student. In addition, some participants rated a student communicating
with another person within the same physical context as being more difficult, given the
synchronous interaction and monitoring of the student during oral examinations. With
regards to digital written online examinations, participants rated all in-situ threat categories
(in-situ communication, collaboration, resource access) as highly probable to occur, with
most of the participants indicating these with major severity. On the other hand, for
hand written online examinations, the most probable threat was rated to be the scenario in
which another person provides answers through a white board/computing device/hard
copy messages.
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Table 8. In-situ communication, collaboration and resource access threat ratings per examination
type (responses from seven participants).

Oral Digital Written Hand Written
In-Situ Threats Likelihood Severity Likelihood Severity Likelihood Severity

Non-legitimate person pro-
viding answers on the stu-
dent’s computing device
through the main or sec-
ondary input device

High (3);
Medium (3);
Low (1)

Major (3);
Medium (2);
Minor (2)

High (6);
Medium (1);
Low (0)

Major (6);
Medium (1);
Minor (0)

High (3);
Medium (2);
Low (2)

Major (3);
Medium (3);
Minor (1)

Student communicating/
collaborating with another
person within the same
physical context

High (1);
Medium (1);
Low (5)

Major (3);
Medium (2);
Minor (2)

High (6);
Medium (1);
Low (0)

Major (6);
Medium (1);
Minor (0)

High (3);
Medium (2);
Low (2)

Major (3);
Medium (2);
Minor (2)

Non-legitimate person pro-
viding answers on a white
board/computing device/
hardcopy messages

High (7);
Medium (0);
Low (0)

Major (6);
Medium (1);
Minor (0)

High (6);
Medium (1);
Low (0)

Major (6);
Medium (1);
Minor (0)

High (5);
Medium (2);
Low (0)

Major (5);
Medium (2);
Minor (0)

5. Threat Model, Data Metrics and Countermeasures

In this section, we present suggested countermeasures and required data metrics
to address the identified impersonation threats, and communication, collaboration and
resource access threats (Figure 1). Important data metrics relate to students’ biometric
data, i.e., physiological and behavioral, to primarily address impersonation threats, and to
contextual data to address suspicious behavior with regard to communication, collaboration
and resource access threats. We also discuss issues of privacy preservation in storing,
retrieving and processing biometric data, and state-of-the-art approaches and technologies
to overcome such issues. Appendix B summarizes the countermeasures and features for
each threat.

5.1. Addressing Impersonation Threats through Physiological Data Analysis

Impersonation threats can be addressed by analyzing students’ biometric data (physi-
ological and behavioral), such as face and voice data. Specifically, impersonation threats
during student examination enrolment can be addressed through automatic student veri-
fication, based on ground truth biometric data, while impersonation threats during an
examination session can be addressed by means of continuous student identification, based
on biometric data. In addition, impersonation threats can be identified, after an online
examination has been completed, through intelligent data analytics, based on historical
biometric data.

Leveraging Ground Truth Physiological and Behavioral Data to Verify Students.
This countermeasure aims to address the impersonation threat scenario that relates to a
student violating identification proofs, relevant to all online examination types (oral, digital written,
hand written). Specifically, it aims to perform the student identification process through
three main automated functionalities: (i) face-based identification: comparison of the student’s
face characteristics and the identity card provided with ground truth data provided by
the university; (ii) voice-based identification: comparison of the student’s voice signals and
ground truth voice data provided by the university; and (iii) knowledge-based identification:
asking the students a series of secret questions (e.g., what is your grandmother’s name)
and comparing the answers with ground truth data. Furthermore, for student verification,
i.e., verifying that a student is enrolled on the instructor’s student examination list. This
functionality includes automated comparison of the student’s photograph and full name
on the student’s identity card with ground truth data (student’s photograph and full name)
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provided by the university and face characteristics retrieved and analyzed during the
aforementioned face-based identification approach.

Impersonation Threats

Physiological and Behavioral Data Metrics

Student Verification 
during Enrolment

Continuous Student 
Identification during Examination

Historical Biometric Data 
Analysis after Examination

Communication, Collaboration and Resource Access Threats

Behavioral Data Metrics

Face Expression 
Analysis

Eye Gaze Behavior 
Analysis

Contextual Data Metrics

Interaction Device and Physical Context 
Analysis and Monitoring

Threat model composed in terms
of impersonation, communication,
collaboration, resource access threats

Data metrics for analyzing and
monitoring physiological, behavioral 
and contextual data

Suggested countermeasures
and features for addressing
the identified threats

Applies to digital and hand written
online examinations

Applies to oral, digital and hand 
written online examinations

Applies to oral, digital and hand 
written online examinations

Applies to digital written 
online examinations

Applies to digital written 
online examinations

Applies to oral, digital and hand written
online examinations

Privacy-
preservation with 

regards to
storage, retrieval 
and processing of 

data

Data protection 
algorithms 

bootstrapped on 
contextual data 

metrics

Figure 1. Threat model, data metrics and countermeasures for addressing impersonation threats, and
communication, collaboration and resource access threats.

Continuous Student Identification based on Physiological and Behavioral Data.
This countermeasure aims to address the impersonation threat scenario that relates to
a student switching seats after identification, and a non-legitimate person providing answers
through shared LMS credentials, which are primarily relevant in digital written and hand
written online examination types. Specifically, it aims to continuously identify the student by
comparing the student’s face and/or voice data with ground truth (historical) data from the
university’s LMS. To do so, the first step involves continuously scanning the student’s face
with the web camera and/or recording the student’s voice signals from the microphone
every x seconds, where x is specified by the university and/or instructor. Consequently,
the system then compares the face and/or voice data with ground truth (historical) data,
retrieved from the university’s LMS and/or the student’s identification system. Historical
data is stored per examination session for future analysis and comparison. Finally, in case
of continuous student identification processes failing, as a fallback scenario the system
alerts the instructor to either manually identify the student and/or proceed with different
types of examinations (e.g., oral examination).

Other countermeasures for continuous student identification, that could be applied,
aim to: (i) detect authentic vs. pre-recorded input video streams by applying specific methods to
detect the authenticity of video streams; (ii) monitor the student’s login sessions by checking
whether concurrent login sessions exist from the same student; and (iii) monitor the student’s
interaction device by checking whether the characteristics of the student device have changed
during the examination session.

Intelligent Data Analytics to Identify Impersonation Cases, based on Historical
Physiological and Behavioral Data. This countermeasure aims to address all impersonation
threat scenarios by analyzing historical data and identifying impersonation cases over
time. This may be achieved by comparing facial embedding of students across multiple
examination instances in the system aiming to detect whether a user with the same facial
characteristics has been identified within multiple user accounts. Specifically, the system
performs offline data analytics to detect historically based impersonation cases.

Furthermore, this countermeasure aims to properly utilize historical data to detect
common handwriting styles between different student submissions, i.e., by comparing a
student’s submitted hand-written examination with previously submitted examinations
from that student. Specifically, in order to recognize the student’s handwriting style, the
system implements methods based on Artificial Intelligence, Computer Vision, and Pattern



Educ. Sci. 2023, 13, 566 15 of 30

Recognition. In particular, the system first acquires and detects characters in the student’s
submitted documents. Next, it converts characters into the embedding, and, consequently,
it compares the embedding (e.g., based on Euclidean distance) to decide if two characters
have the same, or a different, author.

5.2. Addressing Communication, Collaboration and Resource Access Threats through Behavioral
and Contextual Data Analysis

Communication, collaboration and resource access threats can be addressed by ana-
lyzing the students’ behavioral data, such as face expressions and eye gaze behavior data,
as well as monitoring the student’s computing device and physical context. Such threats
are primarily applied during an examination session to detect whether students are com-
municating and/or collaborating with another person, and whether they are attempting to
access forbidden resources.

Analysis of the Student’s Behavioral Data and Patterns. This countermeasure aims
to primarily address in-situ communication, collaboration and resource access threat sce-
narios that relate to a student communicating/collaborating with another person within the same
physical context, and a non-legitimate person providing answers through a white board/computing
device/hard copy messages. Specifically, this is achieved by monitoring the student’s behav-
ioral data as follows: (i) face behavior and expression tracking: through state-of-the-art facial
and expression recognition algorithms to identify any suspicious activity (e.g., model the
facial expressions of students that provide answers to the examination system vs. students
that are idle and only look at the screen); and (ii) eye gaze behavior tracking: through real-time
eye gaze analysis (e.g., in the case where a student frequently looks beyond the monitor
during the examination session).

With regards to face expression tracking, the system continuously tracks the face
behavior and expressions of the student, through the student’s web camera, to monitor
and report on the frequency of face movements beyond the boundaries of the student’s
monitor, and face expressions during the examination session to identify certain patterns
of behavior (e.g., whether the student is solving a problem vs. just looking at the screen).
Furthermore, with regards to eye gaze behavior tracking, the system continuously tracks
the eye gaze fixations and behavior of the student, through the student’s web camera, to
identify whether the student is constantly looking at another device (e.g., looking at another
computer, smartphone for chat, etc.). Specifically, the system monitors and reports on the
frequency of gaze fixations on certain positions on the screen, as well as identifies whether
the student looks beyond the monitor.

Monitoring the Student’s Computing Device and Physical Context. This counter-
measure aims to address all computer-mediated communication, collaboration and resource access
threat scenarios, and the threat scenario in which a non-legitimate person provides answers on the
student’s computing device through the student’s main input device or a secondary input device.
Specifically, this is achieved by monitoring the student’s computing device and/or the
physical context in which the online examination takes place as follows: (i) voice signal
processing, through environmental audio signal processing algorithms to detect cases in
which students might be talking to other persons. In this case, the system may further
process the speech signals and convert them to text, that the instructor then uses to look
into cases in which a student frequently talks during the examination session; (ii) monitoring
and controlling communication/collaboration applications, to prevent students communicating
and/or collaborating with other persons through certain applications; (iii) monitoring and
controlling access to websites to allow or restrict access to specific websites depending on
examination protocol and policy; (iv) keyboard keystroke and computer mouse click analysis to
process and identify any keyboard-related, and/or computer mouse-related activity; and
(v) identifying secondary input/output devices, which may be used by other persons to type in
questions to the examination system.
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6. Feasibility Study of an Intelligent and Continuous Online Student Identity
Management System: Implementation and User Evaluation

According to the identified data metrics and countermeasures, we designed and imple-
mented a proof-of-concept intelligent and continuous online student identity management
system, namely TRUSTID. In this section we present the design and implementation details
of the main components of the TRUSTID system, focusing on addressing impersonation
attacks based on face-based and voice-based student identification mechanisms. The source-
code of the TRUSTID system is available open-source for the public under the TRUSTID
code repository (https://github.com/cognitiveux/trustid, accessed on 14 May 2023).

6.1. Conceptual and Architectural Design of the Trustid Framework

At a high-level, the TRUSTID framework consists of two main components: (i) the
TRUSTID client applications; and (ii) the TRUSTID server applications. TRUSTID client
applications are the main source of student interaction and are responsible for capturing
student face and voice samples that are sent to the server for processing and storage. In
addition, we implemented a smartphone application that serves as a privacy-preserving
biometric wallet, enabling students to control and share their biometric data with their
University. Furthermore, the TRUSTID server is a Web application that exposes endpoints
whereby the TRUSTID client applications can interact with, and exchange, data. Further-
more, the TRUSTID server includes trained models for face (image) and voice analysis.

TRUSTID Server and Client Applications. TRUSTID follows a client–server archi-
tecture with an Application Programming Interface (API) at the server side, aiming to
expose a list of end-points to the TRUSTID client applications. The server-side Web API is
implemented as a Django application in Python 3.7.4, using the Django REST Framework.
For the deployment of the server-side Web API, NGINX is used, which serves as a reverse
proxy and load balancer. For certain heavy and time-consuming tasks, such as image
and voice processing, we used Celery, which is an asynchronous task queue, based on
distributed message passing, as well as a message broker, namely RabbitMQ. For storage of
the data, PostgreSQL was used, which is an open-source relational database management
system. Finally, we used Docker technology to easily pack, ship, and run our Web API as
a lightweight, portable, and self-sufficient container. The TRUSTID client applications are
implemented as two native desktop applications for Microsoft Windows and Apple MacOS
systems. The proof-of-concept client prototypes can be deployed in Microsoft Windows
(version 8 or later), and implemented using Windows Presentation Foundation and C Sharp
programming language. Apple MacOS (version 11.6 or later) was implemented using
SwiftUI 2.

Student Identification Mechanisms, based on Face and Voice Analysis. Two major
components of the TRUSTID framework include facial and voice identification. Facial identifi-
cation is the task of making a positive identification of a face in a photograph or video image
against any pre-existing database of faces. Our current solution used a pre-trained network
that extracts 128-D face embedding, provided by dlib (C++/Python high performance
toolkit for Machine Learning) and pre-trained using the Visual Geometry Group (VGG)
Face dataset, along with an outlier detection algorithm coupled with a voting classifier,
which use the Euclidean distance to estimate the similarity of the images between a user’s
ground truth data and the user to verify. Voice identification is the task of identifying or
verifying someone’s identity based on their voice characteristics. An open-source conversa-
tional AI toolkit called SpeechBrain (https://speechbrain.github.io, accessed on 26 May
2023) provided the foundation for the voice-based voice identification mechanism imple-
mented in TRUSTID. It is intended to be straightforward, adaptable, and well documented.
It performs admirably in a variety of fields.

Privacy preserving biometric wallet. We implemented a smartphone application
enabling the end-user student to store, control and share biometric models (face and voice)
with his or her University. Figure 2 illustrates representative screens of the application,
including an application dashboard presenting the biometric data of the student shared

https://github.com/cognitiveux/trustid
https://speechbrain.github.io
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with the University, and a push notification functionality in which students approve or
deny sharing biometric data in cases in which the University requests access to student
data. The application was implemented, based on React Native, so as to deploy it in both
Apple iOS and Google Android operating systems.

6.2. User Evaluation of TRUSTID

We conducted a user study aiming to evaluate the following: (i) the resilience of
TRUSTID to impersonation attacks during an online examination by evaluating the imple-
mented face- and voice-based identification mechanism; (ii) the resilience of TRUSTID in
forbidden communication/collaboration scenarios; (iii) usability and user experience of
end users, based on their interactions with the TRUSTID system; and (iv) perceived security
and privacy of users in regard to the TRUSTID system.

Sampling and Procedure. A total of 133 individuals (female 29.4%; male 70.6%)
participated in the user study with age groups ranging between 18 to 50 years old, with the
majority of participants (71.6%) falling in the 18–24 age group. All individuals participated
voluntarily and could opt-out from the study at any time. We adopted the University’s
human research protocol in regard to considerations of user privacy, confidentiality and
anonymity. Participants were invited to join an online meeting at a time convenient for
them. The user study was conducted with groups of up to 15 participants at a time. To
evaluate the system, participants joined a Zoom call, and were guided by a researcher
who also acted as the instructor of the examination. Participants were asked to download
the TRUSTID software using a link that we provided, and to log in using credentials they
received via email.

Two mock examination scenarios were evaluated with student participants across
three different European countries: (i) online written examination: during the online
written examination, the students were requested to answer to both multiple-choice and
open-ended questions of generic knowledge. Overall, 65 students participated in the
online written examination assessment, and the average time spent was 9.25 ± 5.23 min;
and (ii) online oral examination: during the online oral examination, the students were
requested to answer open-ended questions of generic knowledge asked by a researcher
who acted as the instructor. Overall, 68 students participated in the online oral examination
assessment, and the average time spent was 7.43 ± 6.01 min.

We followed a three-phase method in conducting the study, as follows:
Phase 1—Face and Voice Biometric Registration: Participants were instructed to enroll

in the TRUSTID system by registering their face and voice samples. During this phase,
participants were guided by the system in which their face and voice samples were recorded
using the computer’s Web camera and microphone, respectively. These biometric samples
were used as ground truth data and stored in the end-user client-side application, enabling
sharing of, and control of, the biometric data with the University during an examination.

Phase 2—User Identification and Computer Monitoring: Participants were instructed to
attend the examination, by first completing the face and voice identification process, during
which the system recorded, modeled and, then, compared the model with the ground
truth model obtained during Phase 1. Additionally, the monitoring component checked
participant running processes and applications in order that participants were prohibited
from proceeding further with examination attendance in cases where a student wa using
any forbidden communication/collaboration tools.

Phase 3—Continuous Identification and Computer Monitoring during Online Examination:
Upon successful identification, participants attended an online examination, including
a series of examination questions (multiple-choice, open-ended, etc.). Participants were
also instructed to conduct a threat scenario (i.e., “cheat” the TRUSTID system, open a
forbidden communication tool). Possible threat scenarios included impersonation attacks,
e.g., the student switching seats with another person, as well as monitoring of forbidden
communication/collaboration tools. Aiming to control and evaluate the resilience of the
system to threat scenarios, participants were instructed to inform the system of an intention
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to conduct the threat scenario by submitting their intentions through a feedback mechanism.
This allowed us to compare what the system captured with what the participants attempted
to do, aiming to evaluate the effectiveness of the implemented identification mechanisms.
At the end of the study, participants completed a post-study questionnaire in which they
provided feedback about the system, i.e., usability based on the System Usability Scale
(SUS), user experience, and feedback on perceived security and privacy.

Figure 2. Snapshot of the privacy-preserving biometric wallet of TRUSTID.

6.3. Analysis of Results

Resilience to Impersonation Attacks. Once the student attended the mock online
written examination, the monitoring system captured face images randomly every 5–8 s
and audio samples every time the student spoke [30]. In the case of mock online oral
examinations, the audio samples were captured upon the press-and-release of a button,
in order to be able to separate the student’s audio samples from the instructor’s audio
samples. Overall, from a sample of 133 participants, we collected 3334 face images and
119.15 min of audio samples, as shown in Table 9. From the sample of 133 students, we
excluded 11 students from the voice recognition analyses only, since these students were
not able to verify their voices and requested manual approval by the instructor to attend
the examination.

Table 9. Summary of the sample and the collected data.

Mock Examination Type # of Participants # of Face Images Audio Samples Length (in
minutes)

Online Written 65 1804 75.68

Online Oral 68 1530 123.47

Totals 133 3334 199.15
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Since we were interested in checking for similarities between the users’ ground truth
data and the data received in each identification attempt, we measured the accuracy of
both face and voice recognition mechanisms by taking the number of correct identifica-
tions divided by the total number of identification attempts. Prior to attending a mock
examination (either online written or online oral), students were also instructed to try to
perform an impersonation attack if they wished (i.e., to try to cheat the face and voice
recognition mechanisms). We intentionally did not tell students how to attempt to cheat
but we encouraged them to use their creativity, technical knowledge, and imagination.
Accordingly, we split the identification attempts into three cases, as follow:

(i) Student identification in order to attend the examination. In this case, the sample
included the identification attempts of the legitimate students who were instructed to verify
their faces and voices in order to proceed with attending the examination. The analysis of
the results revealed that both the face recognition and the voice recognition mechanisms
verified the students successfully 100% of the time.

(ii) Continuous student identification prior to performing an impersonation attack.
In this case, the sample included the identification attempts of the legitimate students who
continuously verified their faces and voices while participating in the examination, without
attempting to launch any impersonation attack to cheat the system. The analysis of the
results revealed that the face recognition mechanism verified the students successfully
94.80% of the time, while the voice recognition mechanism verified the students successfully
91.36% of the time.

To gain a better understanding of why the face and voice recognition mechanisms
failed to verify the students successfully in some cases, we sporadically checked the raw
data of some of the failed attempts. We observed that the face recognition failures mainly
occurred due to face occlusion, inappropriate lighting conditions, and inappropriate posing
of the head, while the voice recognition failures mainly occurred due to background noise
and low amplitude of the signal.

(iii) Continuous student identification while performing an impersonation attack.
In this case, the sample included the identification attempts of the students who attempted
impersonation attacks to cheat the face and voice recognition mechanisms. Overall, from
a sample of 133 participants, there were 56 participants who performed impersonation
attacks, from which we collected 973 face images and 83.77 min of audio samples, as
shown in Table 10. Each student was instructed to provide feedback prior to launching
an impersonation attack. This was performed through the click of a button and a short
description of the type of impersonation attack the student planned to launch. To isolate
these cases, we used the timestamp of each impersonation attack attempt (which was
provided by the student) and excluded all identification attempts of that individual prior
to the impersonation attack timestamp. The analysis of the results revealed that the face
recognition mechanism successfully detected that a student attempted an impersonation
attack 76.57% of the time, while the voice recognition mechanism successfully detected that
a student attempted an impersonation attack 78.53% of the time. Table 11 summarizes the
results for each of the aforementioned identification cases.

Table 10. Summary of the sample and the collected data for impersonation attacks.

Mock Examination Type # of Participants # of Face Images Audio Samples Length (in
minutes)

Online Written 24 391 31.04

Online Oral 32 582 52.73

Totals 56 973 83.77
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Table 11. Summary of the results for each identification case.

Identification Case Face Recognition (Success Rate) Voice Recognition (Success Rate)

Student identification in order to attend the
examination 100% 100%

Continuous student identification prior to
performing an impersonation attack 94.80% 91.36%

Continuous student identification while
performing an impersonation attack 76.57% 78.53%

The observed high percentages suggest the feasibility and the positives of the imple-
mented face- and voice-based recognition mechanisms in automatically verifying students,
based on face and voice characteristics, respectively. To gain a better understanding of why
the face and voice recognition mechanisms failed to verify the students successfully in some
cases, we sporadically checked the raw data of some of the failed attempts. We observed
that the face recognition failures mainly occurred due to face occlusion, inappropriate
lighting conditions, and inappropriate posing of the head, while the voice recognition
failures mainly occurred due to background noise and low amplitude of the signal.

Resilience to Forbidden Communication/Collaboration Scenarios. The computer
monitoring component periodically captured running processes and applications on the
participants’ interaction devices. The component correctly detected 100% of the cases in
which participants indicated, through a feedback mechanism, an attempt to “cheat” on the
examination using a forbidden communication/collaboration tool. Furthermore, as identi-
fied in the threat scenarios, prohibited communication and collaboration among students
may entail more scenarios (e.g., student communicating/collaborating with another person
within the same physical context). Such scenarios were out of the scope of the reported
work and are to be the focus of future activities of this research endeavor.

Furthermore, Table 12 summarizes the user evaluation results with regards to user ex-
perience, perceived security and privacy. Out of 133 participants, 102 completely responded
to the post-study questionnaire.

Usability and User Experience Evaluation. Aiming to evaluate the overall system
usability of TRUSTID, we used the System Usability Scale (SUS), which is an accredited
and widely applied instrument for usability evaluation. According to the participants’
responses, the overall usability score of TRUSTID was 78.5%. Based on the literature, the
average SUS score was 68% [31], with scores above that threshold indicating that a system
entails good usability practices. Qualitative end-user feedback further supported the SUS
score, e.g., when participants were asked “Overall, how simple and clean is the TRUSTID
software’s user interface?”, the majority (89 participants) indicated that they very much, or
strongly, agreed, 10 moderately agreed, while 3 responded negatively. Participants also
responded positively to the statement “Overall, how intuitive to navigate is the TRUSTID soft-
ware’s user interface?”, with 89 participants agreeing very much, or strongly, 11 moderately
agreeing and 2 participants not agreeing. Furthermore, we asked participants “Overall,
what’s your opinion on the way features and information in the TRUSTID software are laid out?”,
receiving positive responses as follows: 87 participants agreed very much, or strongly,
10 agreed moderately, while 5 participants did not agree with the statement. Indicative
positive responses included the following: “Overall it was very intuitive to use the software, I
only had a few problems submitting feedback but nothing major, user identification was quick and
overall it looks great!”; “The system is very easy to use, it can be really useful for professors that are
not very comfortable with technology”; “Easy to use, fast to learn and useful for online exams”.
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Table 12. Summary of user evaluation results with regards to user experience, perceived security
and privacy. The results indicate the total number of participants that disagreed/agreed with a
specific statement.

Question Disagree Moderate Agree

Overall, how simple and clean is the TRUSTID software’s user interface? 3 10 89

Overall, how intuitive to navigate is the TRUSTID software’s user
interface? 2 11 89

Overall, what’s your opinion on the way features and information in the
TRUSTID software are laid out? 5 10 87

Overall, how secure do you find the face identification process? 9 22 71

Overall, how secure do you find the voice identification process? 12 23 67

Overall, do you like the idea to be identified with face-based biometric
identification during an online examination? 21 20 61

Overall, do you like the idea to be identified with voice-based biometric
identification during an online examination? 26 24 52

On the downside, while TRUSTID scored well in usability characteristics, there were
some aspects requiring improvement. The qualitative user feedback indicated that the
voice-based registration and identification process were, for some student participants,
rather difficult and negatively affected usability and user experience. In addition, some
participants indicated that they found the installation process relatively difficult, affecting
overall user experience within the system. Indicative negative responses included the
following: “It is not available to linux users so I had to use another computer”; “I had to disable
Antivirus, because the program crashed during voice biometrics registration”; “Audio
recognition default device was not my current mic input”.

Perceived Security and Privacy Evaluation. During the post-study questionnaire, we
further asked participants to rate their perceptions towards security and privacy. With
regards to perceived security towards the face and voice identification process (“Overall,
how secure do you find the face identification process?”; “Overall, how secure do you find the
voice identification process?”, participants responded as follows: for the face identification
mechanism, 71 participants found the process highly secure, 22 moderately secure, and
9 non-secure; for the voice identification mechanism, 67 participants found the process
highly secure, 23 moderately secure, and 12 non-secure.

Furthermore, we asked participants their opinions on whether they liked the idea
of using face and voice identification mechanisms during online examinations, receiving
mixed responses from the participants. Specifically, 61 participants liked the idea of face-
based biometric identification during an online examination, 20 moderately liked the idea,
while 21 did not like the idea. Furthermore, 52 participants liked the idea of voice-based
biometric identification during an online examination, 24 moderately liked the idea, while
26 did not like the idea.

7. Privacy Preservation Issues and Challenges in Storing, Retrieving and Processing
Biometric Data of Students

The above-mentioned evaluation results are positive for further investigation and for
improving the implemented TRUSTID framework, since the results showed that the imple-
mented face and voice identification mechanisms were resilient to impersonation attacks,
the TRUSTID system scored well in usability and user experience, and end users responded
positively with regards to the perceived security and privacy of the implemented tech-
nology. Nonetheless, the suggested countermeasures primarily depend on physiological
and behavioral biometric technologies, which currently face several issues related to the
preservation of the privacy of sensitive personal biometric data [32,33]. To address aspects
of the preservation of privacy of students’ data, we envisioned a scenario in which students
control access to their data by following self-sovereign data protection architectures [34–36],
which allow end users to fully control who and what data are shared. In this context, it is an-



Educ. Sci. 2023, 13, 566 22 of 30

ticipated that universities act as trusted entities with certified procedures that keep ground
truth biometric data from their students in order to assure effective and efficient student
identification, verification and monitoring. Moreover, historical analysis over time requires
the storage of large amounts of data about students. State-of-the-art approaches [37–41]
include the following: biometric encryption techniques, such as homomorphic encryp-
tion [39,41]); protocol-based approaches, such as secure multiparty computation protocols,
zero-knowledge proof protocols, etc. [41]; distributed ledger technologies, having certain
features that can address several challenges associated with preservation of the privacy
of biometric data. The single point of failure can be addressed by its distributed nature,
elimination of third parties and potential privacy leakage, and monitoring and access to
trusted and unalterable history logs [40,42–46].

In this context, we suggest the following state-of-the-art architectural solutions to
address preservation of privacy issues of storing and processing sensitive biometric data of
end users (Figure 3).

Student provides ground truth 
biometric data

Student verification during 
examination enrolment

Protect biometric templates by preventing attackers to 
reconstruct the original biometric template

Biometric Template 
Data Protection

Homomorphic Encryption

Feature Extraction

Signal Data Processing

Differentially Private 
Federated Learning 

Differential Privacy

Local and Global Learning Models

Differentially private federated learning for improving the 
models’ accuracy and simultaneously keeping data private

Adaptive Models

Ground truth encrypted 
biometric templates
ready to be used

Continuous student identification 
during examination

Biometric Template Data 
Protection Tools & Algorithms

Ground truth encrypted 
biometric templates
for verification purposes

Historical biometric data 
analysis after the examination

Students’ Biometric Data and Contextual Data

Physiological Data, Behavioral Data, Contextual Data

Figure 3. State-of-the-art architectural solutions for addressing preservation of data privacy.

Privacy preserving Methods for Biometric Template Protection. The primary step
of biometric technology relates to student enrolment in the system, in which the system
retrieves ground truth biometric samples (e.g., face samples, voice signals, fingerprint
data, etc.). These raw samples are, then, processed, in order to construct a biometric
template, a digital representation of unique features from the biometric sample [47,48],
which is, then, communicated from the user’s device and stored in a remote database.
Unprotected biometric templates may lead to privacy breaches of biometric data, and
compromised security of the authentication system, given that the raw biometric samples
can be reconstructed by attackers based on the biometric templates. To address this issue,
biometric technologies may apply biometric template protection methods based on neural
networks-based transform approaches [49–52], and homomorphic encryption [53–55], etc.
Several works focus on improving the performances of such methods (e.g., [54–56]), given
that they are typically computationally expensive and practically infeasible, and require
multiple user enrolments to improve the matching performance [54].

Prevent Information Leakage from Trained Biometric Data Models, based on Fed-
erated Learning with Differential Privacy. Another important step in biometric technol-
ogy relates to training models based on users’ biometric data, with large and diverse data
for improved accuracy and performance. However, collecting, storing and processing
such sensitive biometric data, and the respective trained data models, in a centralized
manner increase privacy preservation issues. Hence, there is a need for methodologies to
train biometric data without having full and direct access to the raw data and the trained
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models. To prevent information leakage from trained biometric-based data models, several
works have proposed approaches based on federated learning with differential privacy
(e.g., [57–63]). Specifically, federated learning aims to aggregate biometric data from end
users, to train the biometric-based data models across multiple decentralized computing
machines (edge devices, servers, etc.), which hold data samples locally, and, then, to dis-
tribute a representative model to end-user devices. Through this process, the actual data
models are not exchanged with the client devices. Further protective steps may be taken by
including noise to the contributing data of each client during training, based on differential
privacy methods.

Scalable and Sustainable Biometric Data Storage Architecture and Data Sharing.
Biometric technologies entail interoperability issues for storing and sharing biometric data
within and between different organizations and institutions given the heterogeneity of such
biometric data and their respective data models. Hence, there is a need for sustainable
and decentralized technologies for data storage and sharing, based on distributed ledger
technologies, to increase scalability of biometric data [40,42]. In addition, there is a need for
standardized data models that describe, in a holistic manner, static and dynamic contextual
data and personal biometric-driven data that coherently reflects end users, based on
semantic-based meta-data descriptions. Furthermore, there is a need for technologies that
enable end users to control, manage and share their biometric data from their device, by
applying a sustainable self-sovereign identity management approach [34,35]. To do so, a
data privacy wallet smartphone application may be used by the end users to have full view
and control over their shared data with their institutions. In addition, end users should be
able to share their identity attributes (e.g., biometric data, sensitive personal data) securely
over a decentralized system. Such an approach would allow organizations and institutions
to request access to a particular user’s data, shared only in cases in which the user wishes
to share data without the need for a trusted third-party. For example, during an online
examination, an instructor would request access to the student’s biometric data, which
would be shared only in cases in which the student wishes to share data.

8. Conclusions

This paper reports on the research results from a longitudinal study that spanned over
eighteen months, and which aimed to identify, classify and rate threats and scenarios that
depreciate the credibility of critical online academic activities. We also suggest countermea-
sures, features and relevant data metrics, which aim to address the threats. To the best of
our knowledge, no other research work has identified and compiled a comprehensive list
of threat scenarios and suggested countermeasures. These countermeasures were imple-
mented under an intelligent and continuous student identity management system, which
was evaluated with end users as to its resilience to impersonation attacks and its resilience to
forbidden communication/collaboration scenarios. Usability aspects, user experience and
perceived security and privacy of users towards the implemented technology were elicited.
We increased the external validity of our study by recruiting numerous stakeholders with
various backgrounds from three different European Higher Education Institutions (HEIs)
(e.g., policy makers, instructors, data protection experts, administrators and students). We
also increased the internal credibility and ecological validity of our study by conducting
our research right after a three-semester period, during which the participating HEIs were
obliged, due to the COVID-19 outbreak, to perform critical academic activities solely in
online contexts. As such, we leveraged on timely real-life experiences from the participating
stakeholders, which provided interesting and ecological valid insights in relation to our
research questions. Evidence suggests that academic misconduct rose during the first year
of the COVID-19 pandemic, and then fell during the second year [64], and, hence, it is
probable that the prevalence of the studied threat scenarios might have changed over time.

The analysis of the results revealed that the participating HEIs followed a common
pattern in conducting critical academic activities in online contexts (i.e., simultaneously
utilizing Video Conferencing Tools and Learning Management Systems). However, this
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strategy tolerated several malicious activities from students, which depreciated the credi-
bility of student evaluation processes. Although the identified malicious activities were
known from examinations in physical contexts (e.g., impersonation, forbidden commu-
nication/collaboration and access to forbidden resources), our research highlighted how
these malicious activities evolved within online contexts. We also observed patterns of
misconduct (threat scenarios) and rated these threat scenarios to each online examination
type (e.g., oral, digital written, hand written).

From an academic perspective, being able to verify student identities and their con-
tinuous presence in critical online academic activities is of increased importance for the
credible implementation of HEI curricula and for fair student evaluation processes. Our
research revealed lessons learned from conducting critical academic activities in online
contexts and envisions that the suggested countermeasures and features lead to tools that
improve credibility of online critical academic activities.

From a technological perspective, the evaluation of the implemented TRUSTID frame-
work indicated that the implemented face and voice identification mechanisms were
resilient to impersonation attacks, since the majority of attacks were correctly identified by
the system, and the system correctly identified legitimate and non-legitimate users. Further-
more, the post-study survey suggested that the TRUSTID system scored well in usability
and user experience aspects, and end users responded positively with regards to perceived
security and privacy of the implemented technology. Such results are encouraging for
further study in, and improvement of, the implemented technology.

To this end, the identified threat scenarios, proposed countermeasures and imple-
mentation of open-source technologies could be a basis for broader contexts of online
examination security, beyond the forced transition to online courses resulting from the
COVID-19 pandemic. For example, the outcome of this work is relevant to HEIs offering
distant learning courses and examinations, and online professional certification examina-
tions, and enables traditional HEIs to offer a blended examination model (online and/or
in-person examinations). From another perspective, the outcomes of this work may not
only improve credibility and trustworthiness of online examinations, but also serve as a
classroom attendance tool and student presence awareness tool. Being able to perceive, in a
credible way, who is attending online synchronous and asynchronous scenarios, facilitates
scaffolding and reproduces social situations that occur in the physical classroom, such as
group attendance and awareness of classmates.

Limitations and Challenges. The limitations of this work relate to the rather small
sample size in terms of participating universities and stakeholders. Nonetheless, the
responses we received from the participants led to a consensus with regards to the in-
vestigated research questions. In addition, the implementation of the semi-structured
interviews, especially in Phase B of the study (rating of threat scenarios), was rather cum-
bersome for participants in terms of required time, as we aimed to understand the reasoning
behind responses. With regards to the implemented user identification mechanisms, in
general, we observed, in our initial tests, that both face and voice identification mechanisms
suffered from the generic issue of liveness [65,66] and non-authentic video streams [67].
As such, future work entails enhancing these mechanisms with liveness detectors that
would be capable of detecting fake faces and voices, fake video streams and, thus, mitigate
spoofing attacks.

Furthermore, the suggested countermeasures and features require the processing
and/or storage of sensitive student data, such as facial embedding, voice signal streams,
and interaction-related data. As such, a system implementing these features should be
compliant with state-of-the-art privacy protection regulations (e.g., General Data Protection
Regulation—GDPR) to preserve the privacy of student data [68–70]. In addition, the sug-
gested countermeasures may raise privacy concerns, e.g., students may feel uncomfortable
or stressed, due to run-time monitoring, and web cameras deployed in students’ physical
spaces may reveal personal/sensitive information. With regards to the former, future
activities could investigate new designs and ways of informing and assuring students that
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the monitoring is only to provide insights on academic misconduct, and that no sensi-
tive/raw information is recorded. With regards to the latter, we would like to stress that
the implemented technology crops the surroundings of the recorded image, and, instead,
detects and further captures only the facial information of students.

Other future research directions of this work entail applying and investigating the
implemented framework and technology in other domains, such as, the healthcare do-
main in combination with state-of-the-art user identification and knowledge-based user
authentication mechanisms (e.g., [71–73]), and further enhancing the user identification
mechanisms with complimentary modeling technologies and approaches, such as, eye
tracking, cognitive modeling, etc. [74–76].
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Appendix A. Stakeholder Semi-Structure Interview Discussion Themes and Questions

Appendix A.1. Prerequisites—Guidelines to the Interviewer

The Interviewer should provide a brief description of the project and clearly state to
the Interviewee the purpose of the interview, which is to gather information related to the
validation goals. It is assumed that the Interviewee has already read a brief description
about the project, otherwise the Interviewer cpnducts a brief introduction.

The Interviewer should mention that the data is handled anonymously. The recordings
and responses are not shared with anyone beyond the partners of the project. Read the
consent script to the Interviewee to inform her/him about the interview and to get her/his
consent for recording of the interview. Start the recording.

https://github.com/cognitiveux/trustid
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Appendix A.2. Discussion Themes and Questions

Appendix A.2.1. Initial Profiling and Acquaintance (Approximately 5–10 min)

Note: the purpose is to understand the Interviewee’s background. This helps us to understand
the context of her/his answers. The Interviewer should contextualize the word "trustworthy" in the
context of the project: i.e., fairness of the academic process; reliability

• Could you please tell us about your background and position in your organization?
[open-ended]

• Which Learning Management System (LMS) does your University currently use?
[open-ended]

• Which authentication types does your University currently deploy? [open-ended]
• What is the current authentication policy? [open-ended]

Appendix A.2.2. Experience and Trust with Regards to Critical Online Academic Activities
(Approximately 30–40 min)

• Please inform us about the best and worst experiences you had with regards to critical
online academic activities (examinations, laboratory work) during the COVID-19
period. [open-ended]

• Do you believe that the current procedure at your organization was trustworthy with
regards to critical online academic activities (examinations, laboratory work) during
the COVID-19 period? Justify your answer. [Likert Scale (1–5): Not Trustworthy at
All—Extremely Trustworthy; open-ended]

• How much do you trust the process in terms of whether the grade a student receives
is actually the grade reflecting performance? Justify your answer. [Likert Scale (1–5):
Not Trustworthy at All—Extremely Trustworthy; open-ended]

• Share your experiences, relevant to the COVID-19 semesters, related to threats with
regards to student identification and verification during critical academic activities.
[open-ended]

• Identify, based on your previous experience in online examinations during the COVID-
19 period, important threat scenarios. [open-ended]

• Elaborate on specific use cases in which you experienced impersonation behavior by
students. [open-ended]

Appendix B. Summary of Threats, Countermeasures and Features

Table A1. Summary of identified threats, threat scenario descriptions, countermeasures and features.

Identified Threats Threat Scenario Descriptions, Relevant Countermeasures and Features

Student violating identification
proofs

A student changes the photograph on the identity card with an imposter’s photograph or the student changes
details on the identity card.
Countermeasure #1: Student identification and verification; Feature #1: Face- or voice-based identification, and
comparison of student’s face characteristics with the picture on the student’s identity card

Student switching seats after
identification

A student is correctly identified and verified, and, then, switches seats during the examination session with
an imposter.
Countermeasure #2: Continuous student identification; Countermeasure #3: Data analytics for historically based
impersonation; Feature #2: Continuous scanning of the student’s face characteristics, using the web camera,
and/or recording the student’s voice signals with the microphone; Feature #3: Detect authentic vs. pre-recorded
input video streams; Feature #6: Perform offline data analytics to detect historically based impersonation cases;
Feature #7: Comparison of student handwriting style with existing submitted handwriting style

Non-legitimate person
provides answers either
digitally or hand written

Another non-legitimate person is concurrently logged in the LMS and provides answers either digitally or
hand written, or uploads general examination material.
Countermeasure #2: Continuous student identification; Feature #4: Monitoring the student’s login sessions;
Feature #5: Monitoring the student’s interaction device
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Table A1. Cont.

Identified Threats Threat Scenario Descriptions, Relevant Countermeasures and Features

Computer-mediated communi-
cation through voice or text-
written chat

A student is remotely communicating with another person through voice or text-written chat, either using
the same computing device as the one used for the examination, or another computing device. Another
person co-listens to the examination question, within an oral examination, and, then, provides answers
through text-written or voice communication either using the same computing device as the one used for the
examination, or another computing device.
Countermeasure #4: Monitor student’s digital context; Countermeasure #5: Monitor the student’s behavior within
the physical context; Feature #8: Monitoring and blocking communication and/or collaboration applications;
Feature #9: Monitoring and blocking access to specific websites; Feature #10: Keyboard keystroke and computer
mouse click analysis; Feature #12: Monitor voice signals, contextual sound and ambient sound; Feature #13:
Face behavior and expressions analysis of the student; Feature #14: Eye gaze fixations and behavior analysis of
the student

Computer-mediated collabora-
tion through screen sharing and
control applications

A student remotely communicates with another person through special applications (e.g., share screen, remote
desktop connection), either using the same computing device as the one used for the examination, or another
computing device.
Countermeasure #4: Monitor student’s digital context; Countermeasure #5: Monitor the student’s behavior within
the physical context; Feature #8: Monitoring and blocking communication and/or collaboration applications;
Feature #13: Face behavior and expressions analysis of the student; Feature #14: Eye gaze fixations and
behavioral analysis of the student

Student access to forbidden on-
line resources

A student finds help from online resources and search engines, not allowed in the examination policy, either
using the same computing device as the one used for the examination, or another computing device, .
Countermeasure #4: Monitor student’s digital context; Feature #9: Monitor and block specific websites

Non-legitimate person
providing answers on
the student’s computing
device through the
student’s main input
device or a secondary
input device

A student sits in front of the camera, and a non-legitimate person sits next to the student and types the
answers through the student’s main input device or a secondary device (keyboard, computer mouse, etc.),
displayed on the student’s computer screen.
Countermeasure #4: Monitor student’s digital context; Countermeasure #5: Monitor the student’s behavior
within the physical context; Feature #10: Keyboard keystroke and computer mouse click analysis; Feature #11:
Check the drivers at the operating system level of the student’s computing device; Feature #13: Face behavior
and expressions analysis of the student; Feature #14: Eye gaze fixations and behavior analysis of the student

Student communicating/
collaborating with another
person within the same
physical context

Happens when a student communicates/collaborates (i.e., talks) with another person that is not in the view
field of the camera within the same physical context.
Countermeasure #5: Monitor the student’s behavior within the physical context; Feature #12: Monitor voice
signals, contextual sound and ambient sound

Non-legitimate person
providing answers on a
white board/computing
device/hard copy messages

A non-legitimate person provides answers through a computing device and projects the answers through a
white board/computing device/hard copy messages.
Countermeasure #5: Monitor the student’s behavior within the physical context; Feature #13: Face behavior and
expression analysis of the student; Feature #14: Eye gaze fixations and behavioral analysis of the student
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