

  education-13-00313




education-13-00313







Educ. Sci. 2023, 13(3), 313; doi:10.3390/educsci13030313




Article



Analysis of the Factors Affecting Student Performance Using a Neuro-Fuzzy Approach



Mahmoud Abou Naaj[image: Orcid], Riyadh Mehdi[image: Orcid], Elfadil A. Mohamed[image: Orcid] and Mirna Nachouki *[image: Orcid]





Information Technology Department, Ajman University, Ajman 346, United Arab Emirates









*



Correspondence: mirna@ajman.ac.ae







Academic Editor: James Albright



Received: 21 January 2023 / Revised: 8 March 2023 / Accepted: 15 March 2023 / Published: 17 March 2023



Abstract

:

Predicting students’ academic performance and the factors that significantly influence it can improve students’ completion and graduation rates, as well as reduce attrition rates. In this study, we examine the factors influencing student academic achievement. A fuzzy-neural approach is adopted to build a model that predicts and explains variations in course grades among students, based on course category, student course attendance rate, gender, high-school grade, school type, grade point average (GPA), and course delivery mode as input predictors. The neuro-fuzzy system was used because of its ability to implicitly capture the functional form between the dependent variable and input predictors. Our results indicate that the most significant predictors of course grades are student GPA, followed by course category. Using sensitivity analysis, student attendance was determined to be the most significant factor explaining the variations in course grades, followed by GPA, with course delivery mode ranked third. Our findings also indicate that a hybrid course delivery mode has positively impacted course grades as opposed to online or face-to-face course delivery alone.
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1. Introduction


Higher education institutions are always searching for ways to improve the academic performance of their students. In the last two decades, a considerable amount of research has been conducted to predict students’ performance and obtain the most critical factors affecting their academic performance [1,2,3]. Various techniques have been used to predict students’ academic achievement, ranging from conventional approaches to the most modern educational data mining methodologies.



Due to the increased digitization of academic institutions, educational data mining (EDM) can more easily extract meaningful information from their datasets [1]. EDM includes fields of study such as automatic student performance discrimination, instructional deficiency analysis, student adaptive learning ability analysis, and other related topics [4,5]. Due to the lack of significant technological advancements at the time, researchers previously only utilized data mining techniques for education in the student performance prediction domain in a crude manner, with a small number of applications. However, a revolution in educational technology has recently been prompted by sophisticated internet technology, and various data mining techniques have been used to advance the development of educational digitization [6].



Many researchers have recently applied EDM methods to examine students’ performance in the academic curriculum based on their score data. For example, [7] used a data mining technique to analyze students’ learning habits and suggest processes to improve their performance. In addition, [8] used the k-means clustering technique to forecast the understanding level of students in a specific course based on their test scores and provide pertinent information for preparing final examination questions.



Researchers have long studied the factors that affect students’ performance at higher education institutions. Among the factors that have been studied and found to significantly impact students’ performance are their attendance, type of secondary certificate, grade of secondary school, course grade, student gender, and parent educational level [3]. The correlation between attendance and academic performance is examined in a study by [9]. In their investigation, more than 900 individuals enrolled in a bachelor’s degree program were included. They discovered that attendance boosts academic performance, and that this benefit persists at higher grade percentiles.



Other research investigating the impact of students’ attendance on their performance can be observed in [2]. In their study, the authors determined that there is an interconnectivity between the attendance of classes and subsequent academic performance. Various factors might have a considerable impact on students’ performance. Therefore, there is a need to investigate which among the abovementioned factors has the greatest impact on student performance.




2. Objectives and Scope of the Study


The primary objective of this study is to build a predictive as well as an explanatory model of student performance at the course level. Specifically, we aim to use readily available input attributes to (a) determine the relative importance of each input variable in predicting student performance, (b) identify the relative importance of the input attributes as factors explaining variations in course grades, (c) understand how the COVID-19 pandemic affected student performance due to the change in course delivery mode from face-to-face to fully online and subsequently, to hybrid learning, and (d) learn whether course attendance has any effect on student performance. Most studies in the literature attempt to predict student performance based on a set of a variety of attributes representing academic and non-academic factors; the novelty of our work is that in addition to identifying the most important predictors of student performance, our approach also addresses the problem of determining the strength of the causal relationship between course grades and the various input variables used.



The attributes considered in this study as input predictors are attendance rate, course category, gender, high school grade, school type, grade point average (GPA), and delivery mode as input predictors. The high school grade is used as a proxy for a host of demographic factors that can affect student performance. The delivery mode input variable represents the teaching methodology adopted before, during, and after the COVID-19 pandemic, in which teaching was conducted fully online during the pandemic.



Although there are numerous machine learning techniques that can be used, to build our model, we have opted for a fuzzy-neural approach that predicts course grades based on the above-mentioned attributes and examines the relative predictive power of each input predictor based on observations of changes in the root mean square error (RMSE) when a specific input is temporarily dropped from the model. The model was then used to run sensitivity analyses to quantitatively determine the relative significance of each input variable in explaining course grade variations among students. The neuro-fuzzy system was used because of its ability to implicitly capture the functional form between the dependent variable and input predictors [10,11,12], as well as the experience of the authors with using this machine-learning technology.




3. Related Work


Predicting university students’ performance is a hot research topic that has attracted the attention of a considerable number of researchers and academics. As a result, numerous methods are used to predict students’ performance. These methods range from traditional statistical methods to recent machine learning and data mining techniques.



3.1. Predicting Students’ Performance Using Machine Learning Methods


Machine learning (ML) explores how a computer can learn based on large data [13]. ML can extract implicit information from data to uncover trends and connections that human reviewers would have missed. ML, which can be used to predict outcomes, has various uses in many application areas. ML is a viable method used for predicting students’ academic performance. In recent years, the research area of educational data mining (EDM) has increased in popularity. EDM uses several fields, including computer science, education, and statistics, and ML, to address complex problems in teaching and learning [14,15].



In EDM techniques, forecasting student performance is performed using predictive modeling. Several methods are used to build predictive modeling: classification, regression, and categorization. Classification is the most commonly used technique to predict students’ academic achievement. Several studies have been proposed that use ML techniques: for example, ref. [16] applied the ID3 decision tree induction technique to build students’ academic achievement prediction models on data regarding female students enrolled in the bachelor’s program in the Information Technology (IT) department, King Saud University, Riyad, Saudi Arabia. The results demonstrate that precise predictions can be made based on the students’ performance in second-year courses. In the same direction, ref. [17] developed a model using various ML methods, such as random forest, nearest neighbor, support vector machines, and logistic regression, to anticipate final exam marks in undergraduate courses based on midterm exam grades using naive Bayes and k-nearest neighbor algorithms. With just three inputs—midterm test grades, departmental data, and faculty data—the proposed model was able to attain a classification accuracy between 70 and 75%.



The paragraphs below provide an overview of the most common ML techniques used to predict students’ academic achievement. The approaches include neural networks, decision trees, random forests, naive Bayes, k-nearest neighbors, support vector machines, Petri nets, and generalized nets.



Artificial Neural network (ANN) is a set of input/output nodes with weighted connections [13]. The main steps involved in building a model using ANN are preparing the data, training the ANN, testing the model results, and deploying the model. During the learning stage, the network learns by modifying the weights so as to be able to predict the class value correctly. Neural networks are prevalent in EDM. They can detect all the possible relationships between predictor variables. They exploit nonlinear associations underlying a dataset to achieve classification. A typical neural network comprises several layers of nodes and uses a mathematical function in each node to contribute to the classification decision. Weights are applied to the input in each layer between the input and output layers. Usually, the goal of these weights is to reduce the number of classification errors. The classification layer is the output layer. Neural networks perform well for categorical and continuous variables and scale to large sample numbers. In [18], the authors conducted a study with 162,030 students from both public and private universities in Colombia to classify how well students performed at the university. The results suggest that artificial neural networks (ANN) can be used systematically, with an accuracy of 82%. Additionally, the authors found that ANNs perform better than traditional machine-learning techniques for evaluation measures such as recall and the F1 score. Furthermore, their research demonstrated that ANN-based predictive models outperform other predictive approaches in terms of accuracy and suitability for handling classification issues with unbalanced data. The authors in [19] found that ANNs outperform conventional traditional prediction techniques in accurately forecasting students’ academic performance, according to a review of 21 papers on the topic. The application of neural networks in education continues, with a number of recent studies being conducted; for example, ref. [20] used a feedforward spike neural network to forecast students’ academic achievements. The results of their study show that the prediction accuracy of student performance approaches 70.8% using the proposed model. Such results justify the viability of ML techniques in predicting students’ academic performance. To forecast students’ performance at higher education institutions utilizing transitory online education systems, ref. [21] created three models based on probabilistic neural networks, support vector machines, and discriminant analysis. This study enabled the organization to identify students who were expected to succeed and those who might fail.



Decision trees are a popular prediction technique because of their ease and directness in recognizing the structure of small or large data and predicting their value. A typical decision tree consists of a binary tree, with thresholds at each node that determine which node needs to be explored next. The leaf or terminal node regulates the classification of a case. This technique helps identify and visualize the various variables that influence an outcome and is frequently accurate and computationally fast for small to medium datasets. It provides a valuable explanation, since a tree’s top nodes contain the most critical variables in the classification process. However, in large datasets, interpretability and accuracy are reduced. Several algorithms were used to build decision tree models, such as the iterative dichotomiser (ID3) and classification and regression trees (CART) [13]. Most decision tree algorithms start with a training set of records and their connected class labels. The training dataset will be recursively divided into smaller subsets as the tree is built. In the next step, the built tree will be pruned. In [22], the authors reported that decision trees have the highest accuracy rate for predicting students’ academic performance. Furthermore, the authors of [23] researched students’ academic performance using a decision tree algorithm with parameters including a student’s educational information and activities. They collected data on 22 students at the undergraduate level at Oman’s private higher education institution in the spring 2017 semester. The results show that the random forest tree algorithm showed better accuracy than the comparative decision tree algorithms.



Random forests are well-known techniques used for classification and regression. The algorithm builds multiple distinct classifiers and then groups them to make a final prediction. According to [24], random forests create bootstrapped datasets from an initial training dataset for training. Instead of considering all the variables at each node, the method obtains the optimal split condition for a random subset of the variables. This randomness produces more diverse trees, improving the overall performance by significantly aggregating multiple unrelated trees and reducing the estimator’s variance. Before starting the training step, the random forest algorithm should be provided with the values of the three parameters, which are node size, the number of trees, and the number of features sampled. The final prediction is performed by aggregating the class predicted by each tree, using a simple majority vote in classification problems.



Naive Bayes is also a simple technique used to make a prediction. Depending on the assumption that all x values are independent, two probabilities—the probability of each class (y) and the conditional probability (y given x]—are calculated [25]. The naïve Bayesian classifiers presume that the effect of an attribute value on a given class is independent of the values of the other attributes [13]. As explained in [13], assume that there are m classes, given a record, X, the classifier will forecast that X belongs to the class having the highest posterior probability, conditioned on X. That is, the naïve Bayesian classifier predicts that tuple X belongs to the class Ci if and only if


P (Ci|X) > P(Cj|X) for 1 ≤ j ≤ m, j ≠ i











This technique produces accurate results with large training sets and numerous predictor variables. In addition, it is practical when categorical predictor variables are present in multi-class classification situations.



K-nearest neighbors is a method used for predicting new cases by summarizing the k-nearest cases. Instead of using the training and test sets, it uses the entire dataset. The neighbor cases are identified using the Euclidean distance [26]. As described in [13], k-nearest-neighbor classifiers learn by proximity by comparing a given test record with training records that are similar to it. The training records are defined by n features. Each record represents a point in an n-dimensional space. Using this approach, all the training records are stored in n-dimensional pattern space. In case the tuple is unknown, a k-nearest-neighbor classifier explores the pattern space for the k-training records which are nearest to the unknown record. These k-training records are called the k-nearest neighbors of the unidentified records. This technique often requires reducing the dimensions, as it is difficult to measure the distance with large numbers of dimensions [27].



Support vector machines (SVMs) are supervised learning methods for classification. SVMs are highly accurate modeling techniques. The SVM uses nonlinear mapping to convert the original training data into a higher dimension. The SVM technique separates the data into classes by obtaining the hyperplane, where larger margins are optimal. The SVM finds this hyperplane using support vectors, and it works well when the data are linearly separable and linearly inseparable [13]. The SVM is a binary ML with some highly sophisticated properties. Unlike neural networks, SVM training always discovers a global solution. The SVM is slower to train than other methods, but is very efficient at classifying new data [28]. Moreover, unlike regression techniques and naive Bayes, this method needs to make stronger assumptions. Due to regularization, overfitting usually does not occur.



Hots techniques and approaches used for predicting students’ performance continue to emerge. Petri nets, a well-known mathematical and graphical technique with the advantages of graphical notation and simple semantics, have recently been used to forecast students’ grades based on their usage of the Learning Management System [29]. Generalized nets (GNs), an extension of Petri nets, are among the recent approaches that have gained popularity and are used for predicting students’ performance and finding dependencies between various criteria [30]. It has more and better modeling capabilities than several other types of Petri nets.




3.2. Predicting Students’ Performance Using Statistical Methods


Traditional techniques, such as statistical methods, have long been studied and used to predict academic performance and identify factors that significantly impact students’ performance. For example, ref. [2] used quantitative data and descriptive analyses to determine a link between student attendance in class and student performance in examinations.



Another example of using a statistical method to present a correlation between student attendance and academic performance is documented in [31], which used Spearman’s correlation coefficient, a nonparametric statistical test, to determine the correlation between student attendance and academic performance.




3.3. Predictive Attributes for Student Performance


The primary focus of many researchers is determining which variables impact a student’s academic performance and developing a predictive model. Currently, researchers understand that a student’s academic success is influenced by their family, home, demographics, school, and environment. Student demographics and socioeconomic factors include place of birth, disability, educational background, employment history of parents, region of residence, gender, socioeconomic index, health insurance, frequency of socializing with friends, and financial status [32,33]. Pre-enrollment factors include high school or grade point average, entry requirements, SAT scores, IELTS scores [34], and physics and math grades; enrollment factors include enrollment date, enrollment test results [35], the number of courses the students had previously taken, the type of study program, and the mode of study [36,37]; tertiary academic factors include attendance, the number of assessment submissions, student engagement, major, and the amount of time left to complete the degree [32,37,38], and the LMS-based data have all been studied in previous analyses regarding the prediction of student academic performance.



Academic performance has been examined from various angles, including knowledge score, grade point average (GPA), course grades [39], semester or final results of a student, as well as the graduate or dropout status of a student, which were frequently used as categorical variables in [32,33,37,40,41,42]. These are regarded as critical predictors of academic potential. However, the CGPA and GPA are the most popular metrics used by researchers to assess students’ academic success.



Various aspects, including demographic, educational, social, and family backgrounds, are incorporated into a classifier model for predicting academic achievement [40]. Demographic variables include gender, age, race, and location of residence; educational attributes include quizzes, grades for assignments and midterms, attendance rates, and study techniques. Lifestyle, time spent on social media, the number of close friends, etc., are a few categories of social traits. The number of kids, parents’ earnings, and educational backgrounds are all part of the family background. Additionally, it is highlighted that parents’ social or economic status impacts their children’s academic performance and examination grade position, either favorably or unfavorably [43,44].



Students’ performance is impacted by various factors, although these factors vary from person to person and organization to organization. For example, the authors of [45] claim multiple connections and exchanges between teachers and students due to courses and the perceived value connected to their academic success. In addition, multiple literature reviews indicate that environmental, economic, social, and psychological variables significantly impact students’ academic achievement [46]. In [47], the authors integrated the association between students’ location-based, semester-wise, behavioral, and academic aspects using a geospatial-based machine learning technique. Past performance, social standing, and the semester were some of the variables identified. Students’ academic success has also been influenced by additional elements, such as the importance of the course experience, effort, motivation, and learning methodologies [48].





4. Research Methodology


In order to develop models, the ANFIS analytical methodology combines the strengths of fuzzy logic with those of neural networks [10,11]. Neural networks estimate the parameters of the model and the representation of information. Contrastingly, fuzzy inference techniques are more akin to human reasoning and enhance the model’s capability to deal with uncertainty [10,11]. ANFIS learns the characteristics of a particular pattern through the examples submitted to the system. Prediction is enhanced by progressively changing the system’s parameters until they converge to the error criterion set by the system. In order to avoid making any assumptions about the complexity, ambiguity, functional form, or other characteristics of the causal relationship between the course grade and its determinants, an ANFIS-based course grade prediction model was developed [49]. For traditional techniques, such as multilinear regression (MLR) [49], the form of the functional relationship between the output and input predictors must be known beforehand.



A fuzzy model is a mathematical representation of ambiguity and imprecise information; these models can recognize, represent, manipulate, interpret, and utilize ambiguous and uncertain facts and information. There are two types of fuzzy inference models, which differ mainly in how various types of information are represented. “Linguistic models”, known as Mamdani fuzzy models, are included in the first category. These are built using fuzzy reasoning and sets of fuzzy if-then rules, with vague predicates [50]. The Takagi–Sugeno inference process serves as the foundation for other classes of fuzzy models. These models have logical rules, with fuzzy premises and consequents. Linguistic models’ capacity to express qualitative and quantitative information is assimilated into fuzzy models based on the Takagi–Sugeno reasoning process [12]. The membership functions of the Sugeno output have linear or constant functional forms, which is the fundamental functional distinction between the Mamdani and Sugeno systems. When dealing with noisy input data, a Sugeno FIS outperforms a Mamdani FIS in terms of computational effectiveness, projected accuracy, and robustness [51,52]. A Sugeno system’s output function is guaranteed by the adaptive approaches used to calculate the parameters of the membership functions, which are better suited for quantitative analysis [51]. As a result, this study used the ANFIS approach, based on the Sugeno FIS model, to predict student course grades. The following subsections address the model’s architecture and learning procedures.



4.1. Adaptive Neuro-Fuzzy Inference System


Fuzzy logic systems require an external system to set and modify their settings, since they lack the capacity for learning and the adaptability of neural networks. Although they can learn from an input, neural networks are opaque because the weights of the connections between their neurons store the information used in their reasoning [53]. The adaptive neuro-fuzzy inference system (ANFIS) is an intelligent system architecture that combines the advantages of neural networks and fuzzy logic principles in a single framework. ANFIS is an artificial neural network based on the Takagi–Sugeno inference system [10]. The function of the inference system is to produce an approximative output, and the task of the neural network component is to estimate the fuzzy rules’ membership function parameters from the input and output samples [10,11]. Figure 1 illustrates the ANFIS architecture.



A typical architecture of ANFIS is shown in Figure 1 [11]. A circle describes a fixed node, whereas a square indicates an adaptive node. For a first-order Sugeno fuzzy model, a two-rule rule base is expressed as follows:


   1  .   If    x    is     A 1     and    y    is     B 1   ,   then     f 1  =  p 1  x +  q 1  y +  r 1     2  .   If    x    is     A 2     and    y    is     B 2   ,   then     f 2  =  p 2  x +  q 2  y +  r 2    



(1)







Assume that the membership functions of fuzzy sets Ai, Bi for i = 1, 2 are given as    μ   A i    ,  μ   B j    .   In this work, the authors used Gaussian membership functions,


   μ   A i     ( x )  =  1  1 +    (    x −  c i     a i     )    2  b i       



(2)







A product T-norm (logical and) is chosen to evaluate the rules. Assess the rule premises results in,


   w i  =  μ   A i     ( x )   μ   B i     ( y )  ,    i    =  1 ,   2  .  



(3)







Evaluating the implication and the rule consequences gives,


  f  (  x , y  )  =    w 1   (  x , y  )   f 1   (  x , y  )  +  w 2   (  x , y  )   f 2   (  x , y  )     w 1   (  x , y  )  +  w 2   (  x , y  )     



(4)







Leaving the arguments out,


  f =    w 1   f 1  +  w 2   f 2     w 1  +  w 2     



(5)







The above equation is rewritten as,


  f =    w 1   ¯   f 1  +    w 2   ¯   f 2     



(6)




where,


    w ¯  i  =    w i     w 1  +  w 2     











The Sugeno-type neuro-fuzzy system was implemented using MATLAB programming toolboxes.




4.2. Anfis Learning


Membership function parameters are learned with ANFIS by applying a gradient descent technique and a least-squares error criterion [10]. Each neuron’s membership function is initially assigned an activation function, and the centers of the membership functions are adjusted so that each of their widths and slopes properly overlap and equally cover the entire input range [11]. Training is conducted in two steps: a forward and backward pass for each epoch. Each rule’s subsequent parameters are calculated in the forward pass using a least squares technique. The network can calculate the output error once the parameters of the rule’s consequents are determined. Using the errors as inputs for the backward pass, the back-propagation learning algorithm modifies the parameters of the membership functions [11]. The antecedent and consequent parameters of Jang’s learning algorithm are optimized during the learning process [10]. The subsequent parameters are changed in the forward pass, but the antecedent parameters are left unchanged. On the other hand, the backward pass modifies the antecedent parameters, while leaving the consequent parameters unchanged. When the training dataset is limited, human experts can also choose the membership functions and their parameters and maintain them during the training process [11].




4.3. Dataset


The course-grade (CG) dataset was constructed from transcripts of 650 students studying for the degrees of BSc in Information Technology, Information Systems, and Computer Engineering, collected from Spring 2013 to Spring 2022, at the authors’ institution. The course grade target variable was measured on a scale of 0–100. Courses with pass-fail grades, withdrawn status, and transferred from other institutions were ignored. The input variables affecting course grades examined in this study were: course category, student course attendance percentage, gender, high-school grade, school type, grade point average (GPA), and delivery mode. Each course was assigned to one of eight categories, and certificates issued by high schools were classified into five categories based on curricula. The delivery mode input variable had three categorical values: face-to-face, online, and hybrid. This variable was used to examine the consequences of moving from face-to-face learning to fully online course delivery during the COVID-19 pandemic and the subsequent return to on-campus learning, and assessment complemented by online delivery. Categorical variables were converted into numerical types using MATLAB tools. Table 1 shows the values of the categorical input variables used in the study. The total number of records comprising the dataset was 15,596, provided by the registration office.




4.4. Predictive and Explanatory Model Performance


The process of designing, implementing, and training a numerical or a machine-learning algorithm using an appropriate dataset for forecasting new or future observations is known as predictive modeling. The main objective of predictive modelling is to predict the outcome of a new observation from its input values [54]. The degree of the underlying causal relationship between the input and output variables is reflected in the model’s explanatory component. However, it may not always reflect the model’s capacity for prediction [55]. Because the emphasis is on the association rather than the causation between the input variables and the dependent variable, it is not necessary for predictive modeling to ascertain the role of each input variable in the underlying causal structure [55]. The metric computation measuring each input variable’s relative importance in predicting or explaining the target variable uses different datasets [56]. As a result, the prediction accuracy of metrics produced from the data used to train and build the model is frequently overstated. As a result, the testing data subset provides a more accurate context for assessing a model’s ability to predict [57]. Measures such as the RMSE on testing data not included in the model’s construction are used to evaluate the predictive power of input variables. On the other hand, the metrics that are used to evaluate an input variable’s explanatory power are calculated by assessing how the model’s performance varies as a result of introducing variations in the input variable’s values in the training dataset [56].





5. Results and Discussion


The following subsections discuss the model’s effectiveness as a tool for predicting and explaining variations in course grades.



5.1. Model Performance


The CG dataset was divided into two subsets for training and testing, with training making up 70% of the whole. To avoid overfitting, the model was trained using k-fold cross-validation with k = 5. An RMSE of 9.3 was observed in the model’s values predicted using testing data. As a result, the model’s accuracy for the test data was 90.62%. Figure 2 shows that the model captures the functional link between the course grade as a target variable and the input factors looked at in this study. The model is then used to observe how each input variable affected the determination of the course grade in the subsequent steps.




5.2. Predictive Importance of Input Variables


Backward elimination is a method that is frequently used to evaluate the relative prediction power of an input variable [58]. All input variables were initially used to train the ANFIS model, and the appropriate RMSE was calculated using the testing data. Subsequently, the model was retrained using the same testing data after eliminating each input variable one at a time and observing the change in RMSE. The percentage of the predictive influence of a given input predictor is inversely correlated with the magnitude of the change in the RMSE that results from the removal of that predictor [58]. In Figure 3, the RMSE that results from eliminating one input variable at a time as a predictor is shown as the value on the accompanying horizontal bar. Contrast this value with the RMSE value shown on the top bar (no input variable removed). The change quantifies how much the RMSE has increased due to dropping that input as a predictor, demonstrating its predictive power. As can be observed in Figure 3, GPA is the most important predictor, followed by course category. The effects of the remaining predictors are almost equal.




5.3. Model Explanatory Performance


We performed a sensitivity analysis where several approaches were presented for neural network-based models [59] to determine the causal influence of each input variable on the course grade. It was demonstrated that the partial derivative and input perturbation algorithms outperformed previously used methods [60]. However, the partial derivative approach has two significant flaws. First, neural networks with non-differentiable activation functions cannot be evaluated using this method. Second, it might be challenging to determine precisely how much a change in a particular input variable affects the output [61]. For this study, we opted for the perturbation strategy. This method introduces noise into one input variable, while leaving the remaining inputs unaltered. Calculations were performed to determine the percentage change in the output variable resulting from a certain perturbation level for each input variable individually. The process was repeated for various levels of disturbance. The input variable causing the highest percentage change provided the best explanation for variations in the system’s output [62]. Training data were used to determine the values of the sensitivity spectra at increasing levels of perturbation, ranging from 0 to 20% in steps of 0.01 after the neuro-fuzzy model had been trained. Figure 4, which shows the output of the sensitivity index for each input variable, indicates that attendance is the primary factor influencing course grades, followed by GPA. As shown in Figure 4, the other input components are presented in a distant third place, with little variation between them.



During the COVID-19 pandemic, courses were delivered fully online from the Spring 2020 to the Spring 2021 semesters. One of the objectives of this study is to understand how the COVID-19 pandemic affected student performance due to the change in course delivery mode from face-to-face, to fully online, and subsequently, to hybrid learning after the pandemic. Using a t-test analysis, we observed a statistical difference at the 99% confidence level (α = 0.01) in students’ performance as reflected in the average grade of all courses presented in Table 2. Our interpretation is that during the online course delivery, students were obliged to engage and take an active role in their own learning, which may have led to this slight improvement. Moreover, this engagement seems to have continued after the pandemic and the return to on-campus teaching, supplemented with online delivery and assessment, which enhanced their performance even further. The delivery mode attribute ranked third in terms of explaining variations in course grades.




5.4. Limitations and Model Validity


Our model established the importance of the numerous variables that contributed to the prediction of course grades and explained the factors that impact them. However, the model’s efficacy could be affected by a few issues. First, according to [62], grades may be impacted by various grading criteria and methods, as well as variations in the instructors’ distribution of accepted grades. Therefore, a high faculty teaching course turnout may affect the model’s capacity to predict and explain these outcomes. Second, changes in the course material, instructional methodologies, and assessment methods might result from reviews of academic programs and affect grades. Third, the impact of curricular modifications on introductory computer programming courses was examined in [63]. They discovered that the selection and sequencing of curriculum courses, the time spent in class, the proportion of lectures to practical sessions, and the class load all impacted students’ academic achievement. Because of this, an estimate of a student’s grade might not be accurate if these variables change throughout the program.





6. Conclusions


In this study, course category, student course attendance rate, gender, high school grade, school type, grade point average (GPA), and delivery mode were employed as input predictors of student course performance. Our results show that the two most significant predictors of course grade are student grade point average and course category, in that order. However, the remaining input variables seem to have no predictive power. Sensitivity analysis was incorporated into the model to examine the significance of each input variable in explaining variations in course grades. Our findings indicate that student attendance is the most crucial variable explaining variations in course grades, followed by student grade point average. We also determined that course delivery positively impacted course grades and ranks a distant third in its importance as a factor in determining course grades. In conclusion, our ANFIS computational model can shed light on the predictive power of the input variables used, as well as determine those attributes that explain variations in course grades. This work will serve as a benchmark for future work that will examine other factors that may influence course grades, such as scores on English fluency tests and some demographic factors, including age and place of residence. Other methodologies, such as random forests, Petri net models, and the InterCriteria analysis approach based on the notion of intuitionistic fuzzy sets, will be investigated for consistency with this work’s findings.
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Figure 1. The adaptive Sugeno neuro-fuzzy inference system architecture. 
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Figure 2. The actual and predicted course grades. 
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Figure 3. The relative predictive power of each input variable. 
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Figure 4. Sensitivity ratio values with respect to perturbation levels in the input variables. 
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Table 1. Categorical input variables and corresponding values.
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	Categorical Input
	Values





	course category
	Programming, Mathematics, Core Information Technology, Advanced Information Technology, Advanced Information Systems Courses, Engineering, General Education, and Business Courses



	gender
	Male, Female



	school type
	National High School Certificate, American High School Certificate or equivalent, British GCE High School Certificate or equivalent, Pakistani/Indian High School Certificate, and African/Iranian High School Certificate



	delivery mode
	Face-to-face, online, hybrid
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Table 2. Average course grades before, during, and after the pandemic period.
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	Delivery Mode
	Mean Course Grade
	Standard Deviation
	Sample Size





	Face-to-face
	75.28
	14.17
	5815



	Fully online
	76.85
	12.73
	3636



	Hybrid
	78.84
	12.28
	6145
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