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Abstract: A problem that pervades throughout students’ careers is their poor performance in high 

school. Predicting students’ academic performance helps educational institutions in many ways. 

Knowing and identifying the factors that can affect the academic performance of students at the 

beginning of the thread can help educational institutions achieve their educational goals by provid-

ing support to students earlier. The aim of this study was to predict the achievement of early sec-

ondary students. Two sets of data were used for high school students who graduated from the Al-

Baha region in the Kingdom of Saudi Arabia. In this study, three models were constructed using 

different algorithms: Naïve Bayes (NB), Random Forest (RF), and J48. Moreover, the Synthetic Mi-

nority Oversampling Technique (SMOTE) technique was applied to balance the data and extract 

features using the correlation coefficient. The performance of the prediction models has also been 

validated using 10-fold cross-validation and direct partition in addition to various performance 

evaluation metrics: accuracy curve, true positive (TP) rate, false positive (FP) rate, accuracy, recall, 

F-Measurement, and receiver operating characteristic (ROC) curve. The NB model achieved a pre-

diction accuracy of 99.34%, followed by the RF model with 98.7%. 

Keywords: machine learning; educational data mining; secondary school; prediction; academic  

performance 

 

1. Introduction 

Education is one of the pillars of human life as it is considered one of the most im-

portant necessities and achievements that a person entails to acquire knowledge of facts, 

personal recognition, progress, and access to the truth. During an education, a student 

passes through several stages, starting with primary education followed by secondary 

education, and consequently, it is possible to join universities, institutes, and colleges, fol-

lowed by higher education [1]. 

Education helps the individual in gaining knowledge and obtaining information, as 

it trains the human mind in how to think and gives it the ability to distinguish between 

right and wrong, and how to make decisions [2]. Education contributes to the positive 

integration of the individual into society, through which people achieve their prosperity 

and advancement. Moreover, it helps achieve a prestigious social position among mem-

bers of society and gain their respect, which increases the individual’s self-confidence and 

ability to solve problems [2]. 

Education is available in Saudi Arabia in two forms: public and private. Government 

education from kindergarten to university is provided free of charge to the citizens. The 

Saudi education system allows kindergarten enrollment for children from the age of three 

to the age of five. This is followed by six years in the primary stage and then three years 

in middle school. After this, students move to secondary school for three years before 

enrolling in university studies [3]. 
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The secondary stage can be considered the top of the pyramid of public education in 

Saudi Arabia. The secondary stage is the gateway to entering the world of graduate stud-

ies and functional specializations. In addition, secondary education coincides with the 

critical stage of adolescence, which is accompanied by many changes in the psychological 

and physical structure. This stage requires a careful and insightful look, with the cooper-

ation of many parties to prepare the students to reduce the inability many of them to con-

tinue their higher education in institutes or in self-styled ways. Academic achievement 

has an impact on the student’s self-confidence and his desire to reach higher ranks [4]. 

The good academic achievement of students often reflects the quality and success of an 

educational institution. The low level of student achievement and the low level of their 

ability to obtain a seat in higher education also led to a low reputation of the educational 

institution [5]. There are several methods and ways in which students’ academic perfor-

mance is measured, including the use of data mining techniques. 

As a bookish definition, data mining is the process of analyzing a quantity of data 

(usually a large amount) to create a logical relationship that summarizes the data in a new 

way that is understandable and useful to the data owner [6]. 

In other words, Data mining is an analysis of large-sized groups of observed data to 

search for potentially summarized forms of data that are more understandable and useful 

to the user. With the aim of extracting or discovering useful and exploitable knowledge 

from a large collection of data, it helps explore hidden facts, knowledge, and unexpected 

models, as well as explore new databases that exist in large databases [7]. Data mining has 

various techniques for taking advantage of data such as description, prediction, estima-

tion, classification, aggregation, and correlation [8]. 

Data mining technology goes through several stages before reaching the results. The 

first stage begins with the collection of raw data from different data sources, followed by 

the data pre-processing stage such as denoising, excluding conflicting or redundant data, 

reducing dimensions, extracting features, etc. In the next stage, patterns are identified 

through several techniques, including grouping and classification. Finally, the results are 

presented in the last stage. Figure 1 shows a summary of the data mining process in gen-

eral [9]. 

 

Figure 1. Stages of the data mining process. 

The application of data mining technology has benefited many fields such as health 

care [10,11], business [12], politics [13], education, and others. Educational Data Mining 

(EDM) is one of the most important and popular fields of data mining and knowledge 

extraction from databases. 

The objectives of educational data mining can be divided into three sections: educa-

tional objectives, administrative objectives, and business objectives. One of the educa-

tional objectives is to improve the academic performance of learners. 

Decision makers have a huge student database and learning outcomes. However, this 

massive amount of data, despite the high knowledge it contains, has not been investigated 

effectively in evaluating students’ academic performance in a comprehensive manner to 

overall improve the performance of the educational institution, especially in rural and 

sub-urban areas. A comprehensive literature review has been conducted in this regard. 
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The proposed study investigates the role of some key demographic factors in addition to 

academic factors as well as the academic performance of high school students to predict 

success by means of utilizing data mining techniques. It is also concerned with investigat-

ing the relationship between academic performance and a set of demographic factors re-

lated to the student. 

The rest of the paper is organized in the following order: the literature is reviewed in 

Section 2, a summary of the techniques used is in Section 3, the application and imple-

mentation are in Section 4, the results are presented in Section 5, and the conclusion is in 

Section 6. 

2. Related Work 

The previous studies are considered as a group of research and studies that deal with 

the topic that we studied; these studies provide a lot of information to the researcher about 

the topic of study that helps to fully understand the topic of his scientific research. The 

following are the most prominent previous studies related to the use of data mining in the 

educational sector at various educational levels: secondary school, undergraduate level, 

and master level. 

In a related study [14], the researchers used the Naïve Bayesian (NB) algorithm to 

predict student academic success and behavior. The goal of this study is to use data ex-

traction techniques to help educational institutions gain insight into their educational 

level, which can also be useful in enhancing the academic performance of students. The 

application was based on a database containing information on 395 high school students 

with 35 attributes. Attention has only been given to the set of mathematics degrees in 

various courses. The classifier categorized the students into two categories, pass and fail, 

with an accuracy of 87% [14]. 

Another study [15] was conducted with the purpose of building a classifier that com-

prehensively analyzes students’ data and forecasts their performance. The study database 

was collected from 649 students from two secondary schools in Portugal. It includes 33 

different characteristics including academic and demographic features. Nine different al-

gorithms were implemented which are (NB, decision tree (J48), Random Forests (RF), Ran-

dom Tree (RT), REPTree, JRip, OneR, SimpleLogistic (SL), and ZeroR). The results found 

that academic scores had the largest influence on prediction, followed by study time and 

school name. The highest score is obtained with OneR and REPTree, with an accuracy of 

76.73% [15]. 

Similarly, the study in [16] aimed to predict the academic achievements of high 

school students in Malaysia and Turkey. The study focused on the students ’academic 

achievements in specific scientific subjects (physics, chemistry, and biology) to consider 

the precautions needed to be taken against their failure. The study sample consisted of 

922 students from Turkey and 1050 students from Malaysian schools, with 34 features. 

The Artificial Neural Network (ANN) algorithm was chosen to build the model via 

MATLAB. The proposed models scored 98.0% for the Turkish student sample and 95.5% 

for the Malaysian student sample. The study concluded that family factors have a funda-

mental role in influencing the accuracy of predicting students’ success. 

Study in [17] aimed to investigate the main factors that affect the overall academic 

performance of secondary schools in Tunisia. The database contained 105 secondary 

schools and several predictive factors that could positively or negatively affect the school’s 

efficiency such as (school size, school location, students’ economic status, parental pres-

sure, percentage of female students, competition). The study constructed two models us-

ing a Regression Tree and RF algorithms to identify and visualize factors that could influ-

ence secondary school performance. The study showed that the school’s location and pa-

rental pressure are among the factors that improve students’ performance. Additionally, 

smaller class sizes may provide a more effective education and a more positive environ-

ment. The study also encouraged the development of parenting participation policies to 

enhance schools’ academic performance. A study [18] proposed a hybrid approach to 
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solve the classification prediction problem. A hybrid approach of principal component 

analysis (PCA) is associated with the following four algorithms: RF, C5.0 of Decision Tree 

(DT), and NB of Bayes network and Support Vector Machine (SVM). The study used a 

data set consisting of 1204 samples with 43 demographic and academic characteristics to 

predict students’ performance in mathematics. The students were also divided according 

to their academic performance into four categories (Excellent learner = 90% and above, 

good learner = 75% to less than 90%, Average learner 60% to less than 75%, Slow learner 

= Less than 60%). The proposed model achieved an average accuracy of 99.72% with a 

hybrid RF algorithm. Study [19] was intended to examine the relationship between the 

university admission requirements for first-year students and their academic performance 

using their GPA and academic degree. This study was completed on a dataset that in-

cluded data from 1145 students from universities in Nigeria. Data were also analyzed and 

extracted using six algorithms on KNIME and Orange. Both KNIME and Orange achieved 

close results with an average accuracy of 50.23% and 51.9%, respectively. The results in-

dicated that the admission criteria do not clearly explain the rate of students in the first 

year. In addition, the study concluded that academic factors have a non-severe effect on 

predicting students’ performance, and it also recommended adding academic factors. 

Alhassan (2020) conducted a study that aimed to use data mining techniques to pre-

dict student academic performance. It also focused on the effect of students ’evaluation 

scores and their activity to demonstrate the relationship with academic performance. It 

was based on five classification algorithms from data mining, which are DT, RF, sequence 

of minimum optimization, multi-layer perception, and Logistic Regression (LR). In addi-

tion, feature selection algorithms are applied using the filter and wrapper methods to de-

termine the most important features that affect student performance. The study was car-

ried out on a sample of 241 university students in the Department of Information Systems, 

College of Computing, and Information Technology at King Abdulaziz University. The 

study reached many results, the most important of which are assessment scores that in-

fluence student performance, these results also indicate that evaluation scores have a 

greater impact on students’ performance than students’ activity. It also found that RF out-

performed other classification algorithms by obtaining the highest accuracy, followed by 

the DT [20]. 

Another study [21] offered machine models to predict students at risk of failing to 

obtain a low graduation rate depending on their achievement in the preparatory year. All 

proposed models descended from DT algorithms. Three classifiers (J48, RT, and REPTree) 

were selected for comparison and best performance. The database consisted of 339 cases 

and 15 characteristics, two of which were demographic (gender, nationality) and 13 aca-

demic features. The classifier J48 had the highest accuracy, at 69.3% [21]. 

Pal and Bhatt (2019) presented a study on predicting students’ final scores and com-

paring prediction accuracy using the ANN algorithm with several traditional algorithms 

such as linear regression (LR) and RF. Sample data was obtained from the UCI repository 

which contains 395 cases and 30 features, almost all of which are demographic. The pre-

diction accuracy of the ANN model was superior to an accuracy of 97.749 while the linear 

regression model obtained an accuracy of 12.33% and the RF model obtained an accuracy 

of 28.1% [22]. The study presented by Lin et al. (2019) was aimed at building an automated 

model that predicts orientation for students after graduation between their choice of pur-

suing a master’s degree or getting a job. The proposed framework consists of RF and fuzzy 

k-Nearest Neighbor (FKNN) algorithms as well as a new chaos-enhanced sine-inspired 

algorithm (CESCA). The proposed model was applied to sample data from Wenzhou Uni-

versity that included 702 cases with 12 characteristics such as gender, grade point average 

(GPA), mathematics course, and English language course. The proposed model was eval-

uated by comparing it with the results of several models such as RF, kernel extreme learn-

ing machine, and SVM. The suggested framework beat all models accurately by 82.47%. 

The study also showed that the gender factor, English language, and mathematics courses 
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greatly affect students’ orientations and their future intentions [23]. Table 1 presents a 

summary of the literature reviews made for master’s students. 

Table 1. Summary of master students’ literature review. 

Ref. Year 
Algorithm 

Used 

H
ig

h
 A

cc
u

ra
cy

 

A
ch

ie
v

ed
 

C
o

u
n

tr
y

 

D
at

as
et

 S
iz

e 

Limitations 

[14] 2017 NB 87% 

P
o

rt
u

g
al

 

395 

• Single algorithm. 

• Predicting student achievement in 

only two categories (pass and fail). 

• features selection is not used. 

[15] 2019 

NB, J48, 

RF, RT, 

REPTree, 

JRip, OneR, 

SL and 

ZeroR. 

76.7% 
P

o
rt

u
g

al
 

649 
• The results of the algorithms were 

only compared with accuracy. 

[16] 2019 ANN 
~96.9

% 

M
al

ay
si

a 
an

d
 

T
u

rk
ey

 

922 

1050 

• It was applied to only one algo-

rithm. 

• Student achievement was pre-

dicted for some courses, not for the fi-

nal average. 

[17] 2020 

Regression 

Tree and 

RF 

- 

T
u

n
is

ia
 

105 

• Academic achievement is pre-

dicted at the school level, not stu-

dents . 

[18] 2020 

RF, C5.0, 

NB and 

SVM 

99.7% 

C
am

b
o

d
ia

 

1204 

• The data did not include academic 

factors related to the student’s 

grades. 

• Most of the factors were signifi-

cant and did not have a clear and spe-

cific measure. 

[19] 2019 

RF, Tree 

Ensemble, 

DT, NB, 

LR, and Re-

silient 

backpropa-

gation 

51.9% 

N
ig

er
ia

 

1445 • Poor predictive accuracy 

[20] 2020 

DT, RF, se-

quence of 

minimum 

optimiza-

tion, multi-

72.4% 

S
au

d
i 

241 

• There are no demographic fea-

tures. 

• Only two classes (Pass, Fail) 
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layer per-

ception, 

and LR 

[21] 2020 
J48, RT and 

REPTree 
69.3 ٪ 

S
au

d
i 

339 

• More emphasis is placed on aca-

demic features, but not de-

mographics. 

• decision tree algorithms only 

[22] 2019 

ANN 

RF 

Linear re-

gression 

97.749

% 

P
o

rt
u

g
al

 

395 • no academic features 

[23] 2019 

CESCA-

FKNN 

RF 

SVM 

kernel ex-

treme 

82.47

% 

C
h

in
a

 

702 

• Predicting students’ trends af-

ter graduation only. 

• It does not predict student 

achievement 

[24] 2023 

ANN, Ada-

Boost, NB, 

RF, J48 

65.2% 

C
h

il
e 

 
18,6

10 

• Focuses on academic factors.  

• Results need improvement. 

• Distance learning environment  

[25] 2022 
RF, KNN, 

SVM, LR,  

70–

75% 

T
u

rk
ey

 

1854 

• Single course data for one se-

mester 

• Only academic factors are used 

A study [24] presented a Cross-Industry Standard Process for Data Mining (CRISP-

DM) methodology to analyze data from the Distance Education Center of the Universidad 

Católica del Norte (DEC-UCN) from 2000 to 2018. The data set size was more than 18,000 

records. They have applied several algorithms such as ANN, AdaBoost, NB, RF, and J48. 

The highest accuracy was gained for J48. The study highlights the importance of EDM and 

aims to further improve it in the future by adding advanced methods. 

Yagci (2022) [25] presented an EDM approach to predict the students at risk. The 

dataset was taken from a single course at a Turkish state university during the fall semes-

ter of 2019–2020. Several machine learning algorithms have been investigated such as LR, 

SVM, RF, and k nearest neighbors (kNN). The highest accuracy was achieved in the range 

of 70–75%. The prediction was made based on only three parameters, the student grade, 

department, and faculty data. 

The following points potentially indicate the research gap, and the potential contri-

bution of this work is to fill this gap. 

• The lack of studies in the KSA predicts the academic performance of high school stu-

dents. 

• Most of the studies in the KSA target the undergraduate level. However, the issues 

must be addressed earlier for better career counseling/adoption. 

• Mainly studies focus on academic performance rather than demographic and aca-

demic factors. 

• Most of the studies in the literature target urban areas students. However, in rural 

areas and suburbs, students face more issues which are the target of the ongoing 

study. 

From the comprehensive review of the literature over a decade in EDM, it is evident 

that: 
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• NB, DT, and RF are among the most widely used algorithms in education data min-

ing for success prediction. 

• Thus, in the current study, their selection is based on their suitability to the EDM, 

dataset nature, and size. 

• Moreover, it is observed that accuracy is the most widely used metric to evaluate the 

efficiency of the EDM algorithms in the literature. 

• Most common demographic factors: gender, age, address, the relationship between 

mother and father, in addition to the age of father and mother, their work as well, 

place and type of residence. 

• The most used academic factors were the semester grades and the subject grades and 

the final grade for the degree in addition to the mock score, the duration of the study, 

and the number of subjects in a year. 

3. Description of the Proposed Techniques 

In this paper, Random Forest, Naïve Bayes, and J48 machine learning techniques 

were used to build the predictive model. The selection was based on a literature review 

demonstrating the frequent use and high performance of NB, RF, and J48 algorithms. 

3.1. Random Forests 

Random forests (RF) are one of the most effective and totally automated machine-

learning techniques [26]. Suitable RFs were first presented in a paper by Leo Brieman [27]. 

RF is a method inspired by the decision tree (DT) [27]. It combines the idea of “bagging” 

with randomly chosen features [28] as shown in Figure 2. Additionally, it is based on Clas-

sification and Regression Trees (CARTs) sets to make predictions. 

 

Figure 2. Idea of RF Algorithm. 

RF shows more effectiveness with big data in terms of its ability to handle many var-

iables without deleting any of them [29]. Additionally, it can guess the missing values. All 

these features allowed the RF classifier to spread widely in different applications [30,31]. 

RF creates multiple decision trees without pruning and is characterized by high contrast 

and low deviation [32]. Decision trees are combined to obtain a more accurate and stable 

prediction. As the number of decision trees increases, the performance of RF increases 

[28]. The final classification decision is based on the average probabilities estimated by all 

produced trees. The final vote is calculated from Equation (1) [27]. 

𝑅𝐹𝑓𝑝𝑝 =
∑ 𝑛𝑜𝑟𝑓𝑝𝑗𝑝𝑡

∑ 𝑛𝑜𝑟𝑓𝑡𝑗𝑡
 j(𝑗 ∈ 𝑎𝑙𝑙 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑡 ∈ 𝑎𝑙𝑙 𝑡𝑟𝑒𝑒𝑠 ) (1) 
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𝑅𝐹𝑓𝑝𝑝 = The final vote norfp sub(pj) = the normalized feature importance for p in the tree 

j. 

3.2. J48 

This algorithm falls under the category of decision trees. The J48 algorithm is an ex-

tension and upgraded version of the Iterative Dichotomiser 3 (ID3) algorithm. This algo-

rithm was developed by Ross Quinlan [33]. The J48 algorithm analyzes categorical fea-

tures in addition to its ability to handle continuous features. It also has implication tech-

nology, with which it can process missing values based on the available data. Plus, it can 

prune trees and avoid data over-fitting. These developments enable it to build a tree that 

is more balanced in terms of flexibility and accuracy [34]. The DT includes several decision 

nodes which represent attribute testing while classes are represented by leaf nodes. The 

feature that is classified as a root node is the one that has the most information gain. The 

rules can be inferred when tracing DT paths from the root to leaf nodes [35]. So, it can be 

said that the j48 algorithm contributes to building easy-to-understand models. 

3.3. Naïve Bayes 

Naïve Bayes (NB) algorithm is one of the most famous methods of machine learning 

and data analysis due to its computational simplicity and effectiveness [36]. The algorithm 

categorizes data into categories (Agree, Disagree, Neutral). Figure 3 provides a simplified 

explanation of how NB works.  The NB algorithm is based on Bayes’ theorem, attributed 

to the Reverend Bayes and it is based on probabilities based on the theorem [36]. The label 

(naive, innocent) is because this algorithm does not pay attention to the relationships be-

tween the features of the samples and considers each feature independent of the other. 

Among the advantages of this classifier are its speed and its content with fewer training 

samples. Classifier performance increases when the data features are independent and 

unrelated. In addition, it performs better with categorical data than with numerical data. 

The following equation shows the algorithm’s classification method [37]. 

P(A│B) = (P(B│A) P(A))/(P(B)) (2) 

P(A|B) is the posterior probability of class (A, target) given predictor (B, attributes). 

P(A) is the prior probability of class. 

P(B|A) is the probability of the predictor given class. 

P(B) is the prior probability of the predictor. 

 

Figure 3. Idea of NB Algorithm. 
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4. Empirical Studies 

4.1. Description of High School Student Dataset 

The dataset for this study was collected using the electronic questionnaire tool. The 

questionnaire targeted newly graduated students who had completed their secondary ed-

ucation in Al-Baha educational sector schools. The data set included 526 records with 26 

features. Table 2 provides a brief description of all the features contained in the dataset. 

Table 2. Description of the data set 

No Attribute Description Domain 

1 Gender Gender 
female = 1 

Male = 2 

2 Age 
Age year of high school 

graduation 

<18 years =1 

18–20 years = 2 

above 20 years = 3 

3 Social_status Social status 
Single = 1 

Married = 2 

4 Specialization Specialization 

Scientific = 1 

Literary = 2 

Management = 3 

5 BS 
The number of brothers 

and sisters 

Less than or equal 1 = 1 

From 2 to 5 = 2 

Above 6 = 3 

6 Rank Ranking among sibling 

Eldest = 1 

Middle child = 2 

Youngest = 3 

7 FM_Relative 
Relative relation between 

mother and father 

Yes = 1 

No = 2 

8 F_Age Father’s Age 

Less than 45 years = 1 

Form 45–55 years = 2 

above 55 years = 3 

9 F_Edu Father’s Education 

none = 1 

Elementary and intermediate = 2 

secondary = 3 

Bachelors = 4 

Postgraduate = 5 

10 Father_live 
Does the father live with 

the family? 

Yes = 1 

No = 2 

Dead = 3 

11 Father_Job Father’s job 

Works = 1 

does not work = 2 

retired = 3 
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12 Mother_Age Mothers Age 

Less than 45 years = 1 

Form 45–55 years = 2 

above 55 years = 3 

13 Mother_Edu Mothers Education 

none = 1 

Elementary and intermediate = 2 

secondary = 3 

Bachelors = 4 

Postgraduate = 5 

14 Mother _Live 
Does the mother live with 

the family? 

Yes = 1 

No = 2 

Dead = 3 

15 Mother _Job Mother’s job 

Works = 1 

does not work = 2 

retired = 3 

16 
Family_in-

come 
Family income 

Less than 3000 = 1 

From 3000 to 6000 = 2 

From 7000 to 10,000 = 3 

From 10,000–15,000 = 4 

Above 15,000 = 5 

17 Acc_type Accommodation type 

Apartment = 1 

Floor = 2 

Villa = 3 

18 Rented_Acc Rented accommodation 
Yes = 1 

No = 2 

19 Acc_place Accommodation place 
Village = 1 

Residential scheme = 2 

20 GS_1 Grade in semester 1 

From 90–100% = 1 

From 89–80% = 2 

From 79–70 = 3 

Less than 70% = 4 

21 GS_2 Grade in semester 2 

From 90–100% = 1 

From 89–80% = 2 

From 79–70% = 3 

Less than 70% = 4 

22 GS_3 Grade in semester 3 

From 90–100% = 1 

From 89–80% = 2 

From 79–70% = 3 

Less than 70% = 4 

23 GS_4 Grade in semester 4 

From 90–100% = 1 

From 89–80% = 2 

From 79–70% = 3 

Less than 70% = 4 

24 GS_5 Grade in semester 5 

From 90–100% = 1 

From 89–80% = 2 

From 79–%70 = 3 

Less than 70% = 4 
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25 GS_6 Grade in semester 6 

From 90–100% = 1 

From 89–80% = 2 

From 79–70% = 3 

Less than 70% = 4 

26 Class 
Final high school gradua-

tion rate 

From 90–100% = 1 

From 89–80% = 2 

From 79–70% = 3 

Less than 70% = 4 

Statistical Analysis of the Dataset 

Excel functions were used to perform a statistical analysis of the data set. Table 3 

presented below shows the mean, median, and standard deviation, as well as the maxi-

mum and minimum values. This analysis summarizes the data in a short and simple way. 

Table 3. Statistical Analysis of the Dataset. 

No Attribute Mean Median 
Standard 

Deviation 
Maximum Minimum 

1 Gender 1.474286 1 0.499815 2 1 

2 Age 1.967619 2 0.596506 4 1 

3 Ss 1.135238 1 0.342304 2 1 

4 Sp 1.601905 2 0.641739 3 1 

5 BS 2.062857 2 0.616141 3 1 

6 Rank 2.030476 2 0.69005 3 1 

7 Relative 1.632381 2 0.482617 2 1 

8 Father_Age 2.731429 3 1.054915 5 1 

9 Father_Edu 3.607619 4 1.247264 6 1 

10 Father_live 1.32 1 0.659979 3 1 

11 Father_Job 1.664762 1 0.868224 3 1 

12 Mother_Age 2.308571 2 0.959098 5 1 

13 Mother_Edu 3.085714 3 1.314295 6 1 

14 Mother _Live 1.245714 1 0.584962 3 1 

15 Mother _Job 1.737143 2 0.541636 3 1 

16 F_income 3.325714 4 1.208512 5 1 

17 Acc_type 1.750476 2 0.762069 3 1 

18 Rented_A 1.786667 2 0.410052 2 1 

19 Acc_place 1.588571 2 0.492562 2 1 

20 GS_1 1.952381 2 0.948894 4 1 

21 GS_2 1.889524 2 0.936528 4 1 

22 GS_3 1.849524 2 0.911245 4 1 

23 GS_4 1.761905 1 0.896599 4 1 

24 GS_5 1.668571 1 0.904116 4 1 

25 GS_6 1.55619 1 0.788264 4 1 

26 Class 1.84381 2 0.974084 4 1 

4.2. Experimental Setup 

In this paper, machine learning technology relied on using WEKA (Waikato Environ-

ment for Knowledge Analysis), version 3.8.5 [38]. The WEKA Knowledge Analysis Project 

has been started in 1992 by the University of Waikato in New Zealand. It has been recog-

nized as an outstanding open-source system in data mining and machine learning tech-

nologies [38]. WEKA also provides algorithms for regression, classification, and feature 

selection, as well as tools for data pre-processing and visualization [38]. The models for 
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this study were built using RF, NB, and J48 algorithms. Moreover, Microsoft Excel was 

used in the step of pre-processing the data and extracting a statistical analysis for it. Both 

10-fold cross-validation (CV) and direct partitioning (75:25) were completed to calculate 

the accuracy of each model. To evaluate the proposed model, multiple test measures re-

sorted to accuracy, precision, recall, F-Measure, specificity, and ROC curve. Complete 

methodological steps are mentioned in Figure 4. 

 

Figure 4. The proposed model steps. 

4.3. Dataset Collection 

The study data was collected through an electronic questionnaire targeting high 

school graduates from 2015 to 2018. The number of respondents reached 598 of whom 526 

cases were filled out correctly and completely. Complete valid records were used to build 

a database for this study. So, the database was formed from 526 records and 26 attributes. 

4.4. Dataset Pre-Processing 

The pre-processing step of the data comes as an initial and basic step after collecting 

the data. Preparing the data well increases the efficiency and quality of the data mining 

process. This step includes searching for inconsistencies in the data and treating the miss-

ing ones in addition to digitizing them. 

4.4.1. Digitization 

Initially, the data from the electronic questionnaire was collected and then stored and 

arranged in Microsoft Excel workbooks. Excel workbooks consist of columns and rows. 

Each row represents a record while the columns represent the attributes of the record. 

4.4.2. Missing and Conflicting Values 

No missing values were detected because each question in the electronic question-

naire was a requirement to complete its submission. On the other hand, 72 records were 

excluded because they contained inconsistencies in the answers regarding the choice of 

grades for each semester and the final graduation grade. 
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4.4.3. Data Transformation 

In this step, the students’ data set was converted into a format suitable for machine 

learning. The Excel workbook was converted to CSV (comma delimited) format, after 

which it was converted to Attribute Relationship File Format (arff) which is the format 

required by WEKA. 

4.5. Data Augmentation 

Data augmentation is a technique intended to expand the current size of a data set 

[39]. It is creating more records for the training set in an artificial way and without collect-

ing new cases, which may not be possible. Increasing data helps to raise and improve the 

performance of learning models, especially those that require large training samples. It is 

also used to achieve class balance in training data and to avoid class imbalance problems. 

In this study, the Synthetic Minority Over-sampling Technique (SMOTE) algorithm pro-

vided by WEKA was used to implement data augmentation [40]. The SMOTE algorithm 

was implemented on the data several times in addition to the manual deletion of some 

records to achieve the closest balance between the categories. After that, the unsupervised 

randomization technique was applied to ensure that the instances are distributed ran-

domly. Table 4 shows a representation of the classes after applying the data augmentation. 

Table 4. Class Instances Before and After Data Augmentation. 

Class 
Data Augmentation 

Before After 

A 250 305 

B 153 306 

C 76 304 

D 46 306 

Total 526 1221 

4.6. Feature Extraction 

Feature selection or also known as (dimensionality reduction) is a process used to 

find the optimal set of attributes or features affecting a training set [41]. The selection of 

features is completed by excluding the features that are not relevant. This method helps 

to raise the prediction accuracy. There are many ways to determine the features, including 

the manual method or by using feature identification techniques. This paper focused on 

the application of feature identification technology based on correlation. This method is 

based on the identification of features based on the value of the correlation coefficient [42] 

between the attribute and the class. A good feature is the most relevant to the class attrib-

ute compared to the rest of the attributes. The feature determination was performed by 

applying the CorrelationAttributeEval function provided by the WEKA environment [43–

47]. 

Table 5 displays the correlation coefficient values for each attribute in descending 

order. 

Table 5. Correlation coefficient Between each Attribute and Class Attribute. 

No Attribute Correlation Coefficient 

1 GS_4 0.4245 

2 GS_3 0.3984 

3 GS_1 0.3979 

4 GS_5 0.3913 

5 GS_2 0.3619 

6 GS_6 0.3453 
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7 Acc_place 0.2983 

8 Family_income 0.2076 

9 BS 0.2044 

10 M_live 0.1849 

11 F_job 0.1721 

12 Acc_type 0.1651 

13 M_job 0.1453 

14 M_edu 0.145  

15 Social_status 0.1415 

16 F_edu 0.1327 

17 F_age 0.1297 

18 FM_Relative 0.1255  

19 M_age 0.1183 

20 Gender 0.1041 

21 Rented_Acc 0.0961 

22 F_live 0.0934 

23 Specialization 0.0931  

24 Rank 0.087  

25 Age 0.068 

4.7. Optimization Strategy 

To evaluate the efficiency and decide the best-produced outcomes RF, NB, and J48 

have been chosen to implement this experiment, and different parameter values have been 

optimized and evaluated in multiple tests. The following figure illustrates how to reach 

the best parameter values for each classifier. Per Figure 5, firstly the parameter is chosen 

whose value is to be optimized, then try the range of values against the selected parameter 

and check whether the model is optimized. Then move on to the next parameter and so 

on. 

 

Figure 5. Optimization Strategy. 

To evaluate the performance of the proposed models, the following metrics have 

been used Equations (3)–(6) [48]. 

• Accuracy is the result of dividing the number of true classified outcomes by the 

whole of classified instances. The accuracy is computed by the equation: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (3) 

• Recall is the percentage of positive tweets that are properly determined by the model 

in the dataset. The recall calculated by [48]: 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (4) 
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• Precision is the proportion of true positive tweets among all forecasted positive 

tweets. The equation of precision measure calculated by [48]: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (5) 

• F-score is the harmonic mean of precision and recall. The F-score measure equation 

is [48]: 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
 (6) 

4.7.1. Random Forest 

Experiments were carried out using the RF algorithm on the data set with all its at-

tributes to set the optimal parameters that achieve the highest accuracy per the procedure 

explained in Figure 5. Two parameters were determined, numiterations that represent the 

number of trees in the forest and seed, the number of the random selection of features at 

each node of each tree to determine the split. The changes in their values influenced the 

increasing and decreasing predictive accuracy. They determine the number of iterations 

the process was executed while the seed represents the random number. The numiterations 

parameter achieved the highest predictive accuracy of 95.24% with a value of 50 and with 

10-fold cross-validation. However, no effect was observed for changing the numbering 

parameter value to a 75:25 split ratio, as the predictive accuracy remained constant what-

ever the parameter value. The following figure shows the difference in predictive accuracy 

with the parameter value. After that, it was moved to set the values of the seed parameter. 

The seed parameter achieved the highest accuracy when set to 3 with 10-fold cross-valida-

tion while 1 had the highest result with split-75 as represented in the following figures. 

Table 6 shows the optimal values obtained when applying the RF algorithm to the entire 

data set. Figures 6 and 7 show the accuracy obtained by the RF algorithm with varying 

numbers of iterations and different seed parameter values, respectively. 

 

Figure 6. RF Accuracy with Different numiterations Parameter Values (x-axis). 
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Figure 7. RF Accuracy with Different Seed Parameter Values (x-axis). 

Table 6. Optimum parameters for the proposed RF. 

Parameters 
Optimal Value  

Accuracy 
Optimal Value  

Accuracy 
10-Fold 75:25 Split 

numiterations 50 
95.62% 

50 
95.42% 

seed 3 1 

4.7.2. J48 

With the J48 classifier, experiments were performed to adjust the parameters confi-

denceFactor and miniNumObj. The confidenceFactor parameter was set first, as the graph in 

Figure 8 shows the effect of its values on the accuracy ratio. The highest accuracy was 

obtained at 0.55 and 0.1 for 10-fold cross-validation and 75:25 split ratio, respectively. Ex-

periments were then applied to set the second parameter, miniNumObj. At a value of 7, 

the highest accuracy was achieved by 10-fold cross-validation, while the value of 10 was 

optimal for the 75:25 split ratio in Figure 9. Table 7 presents a summary of the optimal 

parameter values for the classifier. 

 

Figure 8. J48 Accuracy with Different Values of confidenceFactor Parameter (x-axis). 
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Figure 9. J48 Accuracy with Different Values of miniNumObj Parameter (x-axis). 

Table 7. Optimum parameters for the proposed J48—Whole dataset. 

Parameters 
Optimal Value  

Accuracy 
Optimal Value  

Accuracy 
10-Fold 75:25 Split 

confidenceFactor 0.55 
92.00% 

0.1 
91.60% 

miniNumObj 7 10 

4.7.3. Naïve Bayes 

To set the optimal values for the naive Naif algorithm, several experiments were per-

formed. No parameter was observed that influenced the predictive accuracy. The predic-

tive accuracy did not change whatever the value of the parameters. The 75:25 split ratio 

achieved higher accuracy compared to the 10-fold cross-validation method in Figure 10. 

 

Figure 10. NB Accuracy (x-axis represents the type of validation method). 

5. Result and Discussion 

5.1. Results of Investigating the Effect of Balance Dataset using SMOTE Technology 

In this section, work is accomplished to improve and raise the performance of the 

models after obtaining the optimal values for each of them. Experiments were carried out 

on the balanced data set previously obtained in Section 4.5. Table 8 shows the results ob-

tained with the balanced dataset. The recorded values also show us the high performance 
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of the models through the clear positive difference in the accuracy ratios. Where the accu-

racy improved by up to 3.27%. 

Table 8. Comparison of performance results for dataset before and after using the SMOTE. 

Type of Dataset 
RF J48 NB 

10-Fold 75:25 Split 10-Fold 75:25 Split 10-Fold 75:25 Split 

Imbalance Dataset 95.62% 95.42% 92.00% 91.60% 96.38% 98.47% 

Balance Dataset 98.20% 98.69% 94.92% 97.70% 97.54% 98.69% 

5.2. Results of Investigating the Effect of Feature Selection on the Dataset 

In this paragraph, the feature selection is implemented as an additional optimization 

step after the data set has been balanced in the previous paragraph. We used the correla-

tion coefficient provided in Section 4.6, to choose the features as the following and com-

pare the impact on the findings. The recursive elimination technique used to execute the 

selection process is given in Figure 11. The number of features has been reduced to half at 

each stage recursively until just one feature is left. Finally, the features with the best per-

formance are selected. 

 

Figure 11. Recursive elimination technique to execute feature selection. 

Table 9 shows the values obtained after applying the feature selection technique to 

the whole data set after it was balanced. The result is based on the outcome after applying 

the RF, J48, and NB on the selected features only. Th highest accuracy achieved using all 

the features was 98.69% using RF and NB with a 75:25 split. Similarly, the highest accuracy 

achieved by using selected features reached 99.34% using NB with a 75:25 split. That are 

thirteen features including academic as well as demographic: such as class, GS_4, GS_3, 

GS_1, GS_5, GS_2, GS_6, Acc_place, Family_income, BS, M_live, F_job, Acc_type, M_job. 

The rest of the accuracies are enlisted in the table. 

Table 9. Results after applying the feature selection technique. 

Feature Selected 
RF J48 NB 

10-Fold 75:25 Split 10-Fold 75:25 Split 10-Fold 75:25 Split 

All 98.2% 98.69% 94.92% 97.70% 97.54% 98.69% 

Class, 

GS_4, GS_3, GS_1, 

GS_5, GS_2, GS_6, 

Acc_place,  

Family_income, 

BS,M_live, 

F_job, Acc_type, 

M_job 

97.13% 97.38% 94.92% 96.07% 97.30% 99.34% 

Class, GS_4, 

GS_3, GS_1 

GS_5, GS_2 

GS_6 

96.48% 97.38% 95.33% 97.70% 96.31% 98.03% 

Class, GS_4, 

GS_3, GS_1 
93.20% 94.75% 92.22% 94.43% 94.27% 96.72% 

Class, GS_4 79.20% 80.33% 79.20% 80.33% 79.20% 80.33% 

Class 25.06% 21.97% 24.65% 21.97% 24.65% 21.97% 

build Xnamed classifiers 
using V features

compute the correlation of all 
features to the target (arrange 

in descending order) and choose 
the best V/2 features

repeat until 1 
feature is left

choose the feature subset that 
gives the best performance 
(using cross-validation) and 

use it to build the final models
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The results are contrasted with all features and selected features. The highest accu-

racy was obtained with all features selected in all but two models. The NB ensemble model 

got better accuracy with half of the features, while the RS model with the NB ensemble 

got the best accuracy with the seven highest correlation features. 

5.3. Comparison of 10-Fold Cross-Validation and Direct Partition Results 

To compare the results of the two methods 10-fold cross-validation and 75:25 of the 

direct partition, the highest performance obtained by each algorithm has been recorded 

in Table 10. It is apparent that all the obtained accuracy ratios are close. Nevertheless, the 

highest performance was recorded using a 75:25 direct partition with the NB algorithm 

with a value of 99.34%, while the lowest performance was 96.72%. As for the 10-fold cross-

validation method, it reached the highest performance with a value of 98.2% with RF. As 

for the lowest performance, it was 95.33% using the J48 model. In addition, the accuracy 

rate for all models was 97.02% for 10-fold cross-validation and 98.57% for 75:25 direct 

partition. Therefore, the average difference between the performance of the models for 

each method is 1.54% in favor of the 75:25 split ratio. 

Table 10. Comparison of results between 10-fold cross-validation and direct partition. 

 RF J48 NB 

10-fold cross-validation 98.2% 95.33% 97.54% 

75:25 Direct partition 98.69% 97.70% 99.34% 

5.4. Analysis of Results 

In this section, the results of predictive models are analyzed and discussed. Table 9 

presents the analysis of the results with the highest accuracy obtained. The results of the 

dataset were analyzed after SMOTE and feature selection was applied. The highest per-

formance of the three models was compared using different performance evaluation met-

rics: accuracy, TP rate, FP rate, precision, recall, F-Measure, and ROC curve. Table 11 

shows the results of these metrics for each predictive model. In addition, confusion matri-

ces and ROC curve figures are presented and discussed in this section. 

Table 11. Result of applying the classifiers with optimal parameters. 

Metrics 
RF J48 NB 

10-Fold 75:25 Split 10-Fold 75:25 Split 10-Fold 75:25 Split 

TP 0.982 0.987 0.953 0.977 0.975 0.993 

FP 0.006 0.004 0.016 0.007 0.008 0.002 

Precision 0.982 0.987 0.953 0.977 0.976 0.993 

Recall 0.982 0.987 0.953 0.977 0.975 0.993 

F-Measure 0.982 0.987 0.953 0.977 0.975 0.993 

ROC Area 0.999 1.000 0.989 0.998 0.997 1 

Accuracy 98.2% 98.69% 95.33 97.70% 97.54% 99.34% 

In Table 11, the precision rate for all classes (A, B, C, and D) for all six models is 

recorded. The results show excellent values for most predictive models. The J48 model 

had the lowest value of 95% with the 10-fold and the precision improved with the 75:25 

split by 97.7%. While the highest value obtained was 99.3% with the NB 75:25 split ratio 

model, which is a significant improvement compared to 10-fold, which had a precision 

value of 97.5%. In the RF model, the improvement was slight between the 75:25 partition 

method and 10-fold, at 98.2% and 98.7%, respectively. Additionally, as shown in Table 11, 

the NB model had the highest recall of 99.3% with a 75:25 split. It is followed by the RF 

model with a ratio of 98.7%, with a split of 75:25 as well. The recall values scrolled down 

for the rest of the models until they reached the lowest value of 95.33% with the J48 model. 
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In general, all models achieve good call values for predictive reliability. Since the values 

of precision and recall are very close, the results of calculating the F-Measure values for 

all classifiers are also close to them as shown in Table 11. The highest value obtained for 

F-Measure was for the NB model by 99.3%. The lowest value was for classifier J48 by 

95.33%. As with the precision and recall results, the models achieved excellent values with 

F-Measure as well. Table 12 also shows confusion matrices for all models. It is clear from 

the values shown in Table 12 that the results of confusion matrices are convergent for all 

models with both 10-fold and 75:25 splits. The best confusion matrix is for the NB model 

with a partition of 75:25. As shown in the NB model confusion matrix, 66 correct instances 

were predicted in class A except for one case that was classified as class B. Moreover, with 

class B, 76 instances were predicted to be valid except for one instance which was class A. 

All instances of classes C and D were all correctly classified. 

Table 12. Confusion matrix of the proposed models. 

RF 

 10-Fold 75% Split 

 A B C D A B C D 

A = 1 296 9 0 0 66 1 0 0 

B = 2 9 296 1 0 3 74 0 0 

C = 3 0 2 301 1 0 0 80 0 

D = 4 0 0 0 306 0 0 0 81 

J48 

 10-Fold 75% Split 

 A B C D A B C D 

A = 1 289 26 0 0 65 2 0 0 

B = 2 26 279 1 0 4 73 0 0 

C = 3 0 3 300 1 0 1 79 0 

D = 4 0 0 0 306 0 0 0 81 

NB 

 10-Fold 75% Split 

 A B C D A B C D 

A = 1 298 7 0 0 66 1 0 0 

B = 2 14 292 0 0 1 76 0 0 

C = 3 0 7 295 2 0 0 80 0 

D = 4 0 0 0 306 0 0 0 81 

The ROC curve figure displays the performance of the classification models at all 

classification thresholds. The curve shows the model’s ability to categorize specific cases 

into target groups [49]. All classifier curves are listed in Figures 12–17. All the curves 

shown are for Class A classification. The values of the rest of the curves of the categories 

(B, C, and D) are similar in each model. The ROC curve with classifiers RF and NB had a 

value of 1 which is the highest with a 75:25 split. In addition, the J48 model received a 

value of 0.99. These values are considered excellent to the extent that the models are con-

sidered reliable. The values of the curves are shown in Table 11. 
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Figure 12. RF (10-Fold). 

 

Figure 13. RF (75:25 split). 

 

Figure 14. J48 (10-fold). 
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Figure 15. J48 (75:25 split). 

 

Figure 16. NB under curve (10-fold). 

 

Figure 17. NB under the curve (75:25 split). 

From the previous results, it was noted that the model developed using the NB algo-

rithm is the best-performing model. The NB model obtained the highest performance with 

the experiments on the full data set. The NB model with the 75:25 split method using the 

14 most correlated features obtained an accuracy of 99.34%. 

For the whole dataset, the best factors affecting students’ academic achievement were 

GS_4 (Grade in semester 4), GS_3 (Grade in semester 3), GS_1 (Grade in semester 1), GS_5 

(Grade in semester 5), GS_2 (Grade in semester 2), GS_6 (Grade in semester 6), (Accom-

modation place) Acc_place, (Family income) Family_income, BS (The number of brothers 

and sisters), M_live (Does the mother live with the family?), F_job (Father’s job), M_job 

(Mother’s job) and Acc_type (Accommodation type). It is depicted in Figure 18 in the form 
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of a word cloud. All models converged in performance accuracy, but the NB and RF mod-

els had the highest performance with a 75:25 split of 99.34% and 98.69%, respectively. The 

school administration may take the opportunity to focus on the students’ fall in the men-

tioned factors set for counseling and additional care. 

 

Figure 18. Dominant factors word cloud. 

6. Conclusions 

Data mining is a technique that served many fields and helped discover hidden in-

sights. Educational data mining is one of the most famous fields of data mining, and many 

studies and applications have spread to it. Mining educational data can help in indicating 

the improvement in students’ academic performance by taking precautionary measures, 

especially for the students at risk. Education is a societal pillar, and its quality supports 

the powers of nations. Therefore, education is one of the first areas that the Kingdom of 

Saudi Arabia is focusing its efforts on. In the literature review, studies of educational data 

of different levels were presented. The studies included applications on educational data 

for secondary schools, data for universities, and data for the master’s level. The literature 

review also revealed the study gap and indicated the need for further studies in this field. 

The aim of this research was to use the data mining mechanism to reveal hidden 

patterns in the database of high school students to improve their academic level through 

several academic and demographic factors. The database was collected through a ques-

tionnaire targeting students who recently graduated from secondary schools in the Al-

Baha region. In this study, three classifiers were applied to the database: Random Forest, 

Naïve Bayes, and J48. In addition, the experiments were applied using both cross-valida-

tion and partitioning methods. The performance of each model was discussed, and a brief 

presentation of the performances was presented. The performance has also been im-

proved by using Data Augmentation and Feature Extraction technologies. The Naïve 

Bayes models outperformed the rest of the models with an accuracy of 99.34%. The per-

formance of the models was checked by different metrics. The metrics included accuracy, 

precision, recall, F-Measure, specificity, and ROC curve. Further, the research has sum-

marized the most dominant factors affecting students’ success at the secondary school 

level. The factors are GS_4 (Grade in semester 4), GS_3 (Grade in semester 3), GS_1 (Grade 

in semester 1), GS_5 (Grade in semester 5), GS_2 (Grade in semester 2), GS_6 (Grade in 

semester 6), (Accommodation place) Acc_place, (Family income) Family_income, BS (The 

number of brothers and sisters), M_live (Does the mother live with the family?), F_job 

(Father’s job), M_job (Mother’s job), and Acc_type (Accommodation type). Based on these 

factors, the school administration may arrange counseling and guidance to the related 

students, and it will help improve their success rate, especially in the KSA suburbs such 
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as the Al-Baha region. This study recommends conducting more research on the same 

topic with an increase in the number/amount of data, in the future. In addition to trying 

to expand the study to include other levels of education including primary school students 

and middle school students. Other machine learning and deep learning algorithms such 

as transfer learning [50–52] and fused and hybrid models [53,54] may be investigated to 

further fine-tune the prediction results. 
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