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Abstract: Empirical evidence demonstrates that credit standards, including lending margins and
collateral requirements, move in a countercyclical direction. In this study, we construct a small open
economy model with financial frictions to generate the countercyclical movement in credit standards.
Our analysis demonstrates that countercyclical fluctuations in credit standards work as an amplifier
of shocks to the economy. In particular, the existence of endogenous credit standards increases output
volatility by 21%. We also suggest three alternative tools for policymakers to dampen the effects of
endogenous credit standards on macroeconomic volatility. First, the introduction of credit growth
to the monetary policy succeeds in counteracting the fluctuation of lending, and thus decreasing
the additional volatility considerably. Second, the exchange rate augmented monetary policy, if
well-constructed, is considered an efficient tool to eliminate most of the additional fluctuations caused
by deep habits in the banking sector. Finally, the introduction of the foreign interest augmented policy
also proves successful in dampening the effect of endogenous movements in lending standards.

Keywords: credit standards; deep habits; monetary policy; DSGE modeling; small open economy;
aggregate fluctuations; collateral requirements
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1. Introduction

Credit standards, such as banking spreads and collateral requirements, move in a coun-
tercyclical direction, according to numerous empirical investigations. The Ref. (Santos and
Winton 2008), employing US data for the credit market, showed that banking markup can
rise up to 95 basis points in a recession. Even when credit risk is taken into considera-
tion, the Ref. (Aliaga-Diaz and Olivero 2011) demonstrated that countercyclical banking
spreads can be found. Similar results were observed in numerous OECD countries us-
ing both Bankscope data and International Financial Statistics (IFS) data (see (Olivero
2010)). As for the empirical evidence supporting countercyclical fluctuations in collateral
requirements, the Ref. (Asea and Blomberg 1998), using a large dataset for commercial and
industrial loans issued in the US during the period 1977-1993, indicated that a remarkable
increase in the probability of collateral pledge is attributed to higher aggregate unemploy-
ment. In other words, collateral requirements are empirically proven to be countercyclical.
Similarly, the Ref. (Jimenez et al. 2006) employed data from Spain for all loans exceeding
6000 euros made between 1984 and 2002 to show that loans made during booms are less
likely to be collateralized than those made during downturns.

First, deep habits in banking have been shown to be effective at capturing character-
istics of the lending relationship between borrowers and lenders.! Therefore, we follow
(Aliaga-Diaz and Olivero 2010) and assume that wholesale good entrepreneurs form deep
habits in the demand for loans from banks to incorporate the lending relationship in our
model. Second, empirical evidence has indicated that collateral requirements, as one
measure of credit standards, fluctuate over the business cycle and that they move in a coun-
tercyclical fashion. To account for this finding, we follow (Ravn 2016) and endogenize the
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fluctuation in collateral requirements into our model by an assumption that banks compete
with each other in both the interest rate spread and collateral pledge when giving loans.
Finally, we extend the current setting to a small open economy model by introducing the
small open economy feature of (Gali and Monacelli 2016). Specifically, we assume that the
size of the domestic economy is relatively small compared to that of the world economy.
As a result, we can neglect its impact on the world economy, and thus consider the world
aggregate as exogenous. However, unlike (Gali and Monacelli 2016) who assumed the
existence of complete international financial markets to close the open economy, we relax
this assumption and allow for the incomplete asset markets. To induce stationarity, we
follow (Schmitt-Grohé and Uribe 2003) and employ the debt elastic interest rate to close
our model.

The paper is motivated by the following questions which were not addressed in the
previous deep habits-related literature: How do fluctuations in credit standards emerging
from deep habits in the banking sector amplify macroeconomic volatility in a small open
economy setting? In particular, what are the quantitative impacts of endogenous credit
standards on output volatility when taking into account the open economy features? How
do credit standards move in response to an increase in foreign demand? What are the
recommendations for policymakers in order to diminish the volatility brought about by
the existence of the lending relationship? To answer these questions, we incorporate four
shocks into our model: (1) technology shock; (2) labor supply shock; (3) monetary policy
shock; and (4) foreign demand shock, as in (Gali and Monacelli 2005), and calibrate the
model based on Swedish data. ? We find that the countercyclical movement in credit
standards indeed works as a financial accelerator of these shocks to the economy. More
specifically, the presence of credit standards increases output volatility by approximately
21%. This demonstrates the quantitative importance of endogenous credit standards over
the business cycle that we should take into account in our analysis. To combat the impact
of endogenous fluctuations in credit standards, we introduce three alternative monetary
policies. First, we show that a credit growth-augmented monetary policy is an effective
tool in reducing the additional volatility arising from endogenous credit standards. Second,
the addition of the exchange rate to the monetary policy also proves to be successful in
counteracting the fluctuations in lending, thus eliminating most of the additional volatility.
Third, we let the policy interest rate respond to changes in the foreign interest rate in
order to indirectly counteract movements in lending. This policy, if well-designed, can
substantially eliminate the additional volatility.

There have been other studies investigating the impacts of deep habits in the banking
sector on economic fluctuation. However, to the best of our knowledge, existing studies on
this field all employ the closed-economy framework. The Ref. (Aliaga-Diaz and Olivero
2010), using the deep habits mechanism developed by (Ravn et al. 2006) for the banking
sector to model the switching cost of borrowers, showed that the interest rate spread moves
in a countercyclical pattern, as observed in the US data. Furthermore, they found that
countercyclical spreads do indeed work as a financial accelerator of the productivity shock
in the US economy. The Ref. (Melina and Villa 2014), by endogenizing the bank spread
through the deep habits framework in banking, was able to replicate the negative response
of the spread to an expansionary fiscal shock observed in the data. Additionally, their
findings point out that countercyclical fluctuations in the interest rate spread generate an
amplification mechanism in the transmission of the government-spending shock. The Ref.
(Ravn 2016) incorporated empirically demonstrated endogenous fluctuations in interest
rate spreads and collateral requirements into macroeconomic models. It was shown that
the countercyclical lending standards amplify the impacts of macroeconomic shocks on
the economy, with output volatility going up by 25%. The Ref. (Melina and Villa 2018)
incorporated the financial frictions arising from deep habits into the DSGE model and
applied the Bayesian technique to estimate the model. They discovered that monetary
policy in the United States responds to credit growth during the Great Moderation. The Ref.
(Airaudo and Olivero 2019) used a DSGE model with financial frictions arising from the
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existence of the lending relationship in banking to examine the optimal monetary policy.
Their analysis demonstrates that countercyclical fluctuations in lending spreads exacerbate
the inflation-output trade-off when designing the optimal policy in both discretion and
commitment instances. Furthermore, they showed that the welfare cost of committing to
suboptimal rules increases as we raise the magnitude of deep habits. The Ref. (Shapiro
and Olivero 2020) introduced deep habits into an RBC model with endogenous labor force
participation to investigate the role of labor force participation as an accelerator of financial
shocks in the model. They showed that the impacts of countercyclical spreads on labor market
dynamics are magnified by endogenous participation.

We also contribute to the growing body of literature on open economy models com-
menced by (Mendoza 1991). The Ref. (Monacelli 2005) introduced the imperfect exchange
rate pass-through in the small open economy setting and found that the monetary policy
analysis in an open economy model is not isomorphic to that in a closed version under
the presence of incomplete pass-through. * The Ref. (Gali and Monacelli 2016) employed
the small open economy model with sticky prices and sticky wages to investigate the
impacts of increased wage flexibility. They discovered that higher wage flexibility leads to
a reduction in welfare, especially in countries with a fixed exchange rate regime. Recently,
many studies have incorporated financial frictions into the small open framework. The
Ref. (Céspedes et al. 2004) introduced financial frictions formulated by (Bernanke et al.
1999) to investigate the relationships among balance sheets, exchange rates, and outcomes
in the small open economy setting. They pointed out that the external financing premium
determined by an entrepreneur’s net worth is unaffected by the exchange rate regime,
which is contrary to the previous literature. In their model, they showed that the flexible
exchange rate regime plays a better role in containing the external shocks and is optimal in
terms of welfare. The Ref. (Christiano et al. 2011) incorporated both financial frictions and
employment frictions into the small open economy framework, and employed Bayesian
methods to estimate the model for Swedish data. They found that the entrepreneur’s
wealth shock is crucial to explaining movements in both GDP and investment, whereas
a shock to the marginal efficiency of investment only plays a limited role in variance
decomposition. Their analysis also showed that, in general, the impact of demand shocks
is reduced, while that of supply shocks is magnified once the open economy feature is
introduced. The Ref. (Afrin 2020) investigated the impacts of financial frictions emerging
from oligopolistic bank competition on Australian business cycles, and demonstrated that
the oligopolistic banking sector produces a distinct shock propagation mechanism that
frequently accelerates business cycles.

The remainder of the paper is organized as follows. Section 2 presents the small open
economy model. Section 3 shows the calibration strategies. We report the main results,
robustness checks, and policy analyses in Section 4. Finally, Section 5 concludes.

2. Model

The DSGE model presented here is fully based on the models of (Ravn 2016); (Gali
and Monacelli 2016); (Monacelli 2005); and (Schmitt-Grohé and Uribe 2003). The economy
is inhabited by: (1) households; (2) entrepreneurs; (3) domestic retailers; (4) importers;
(5) commercial banks; and (6) monetary authorities. Households choose consumption,
deposit, and labor to maximize their utility subject to the budget constraint. Entrepreneurs,
borrowing from banks, employ capital stock and labor services to produce homogeneous
goods. Domestic retailers then differentiate the goods at no cost and resell them in a
monopolistically competitive market for consumption, investment, and export. Importers
also operate in monopolistic competition, importing differentiated goods from the world
economy and selling them in the home economy. Banks maximize the expected discounted
value of profits by choosing their demand for deposits, external debt, and loan rates.
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2.1. Households

There is a continuum of households indexed by i € (0,1). Household preferences are
given by the following utility function:

0 . . i\1+y
Eo Y (") |og(C? — i) — 2, DY M

=0 I+y

where P € (0,1), h* € (0,1), and ¢ denote the discount factor, the habit parameter in
consumption, and the inverse Frisch elasticity, respectively. C;” is a composite consumption
index, and NJ is labor. The superscript p is used, since households are assumed to be more
patient than entrepreneurs. Z; represents the disutility of a labor supply shock. The shock
evolves as follows:

logZ; = pzlogZy_1+ (1 —pz)log Z + 0ze44,

where €, is an i.i.d. process with standard deviation 0, Z > 0 is the steady-state value
of the labor supply shock and p; € (0,1) is the persistence of the shock. Let C;” = [(1 —

) (C P ) T+ o (C¥ & ) ]’7?1 be a composite index of domestic final good consumption

Cy produced by domestlc retailers and imported good consumption Cy, imported by
local retailers. 7 > 0 measures the intratemporal elasticity of substitution between domestic
and imported goods. v € (0,1) denotes the share of imported goods in the consumption
basket of the home country.

In each period ¢, households face two optimization problems: an optimal allocation of
goods, and a utility maximization problem. First, the optimal allocation of expenditures
between domestic and imported goods implies:

. P It/ . P =1 .
ip H,t ip Lp _ Ft i,p
Cyy = (1 —v)(Pt ) ¢ G = v( B ) c/’, ()

- “pil
where P; = [(1 — v)P1 T+ vP1 . "]™7 denotes the consumer price index (CPI). Py; =

fo P}{ i tdj) 1 ¢ and Pr; = fo P; 3 fd])ﬁ are the price indexes of domestic and imported
final goods, respectively, both expressed in the home currency. € > 1 denotes the elasticity
of substitution across the final goods within each category of domestic or foreign goods.”

Second, households, taking the deposit rate, nominal wage, and the sum of profit as
given, choose the consumption, labor supply, and stock of deposit to maximize their utility

function. The optimization can be summarized as follows:

= o Nlon( @ iy 7, N
‘max  Eg ) (BP)'|log(C;F —nPCF)) — Zit— |, 3)
CIP N[ M, =0 I+y
s.t. . .
pC” +/ Mi db < WiNj + Rf_l/ Mi, db+Yi, @)
0 ! 0 !

where W; denotes the nominal wage, Rf—l is the gross interest rate on the deposit Mé i of

household i in bank b, and Y: denotes the sum of profits gained by household i. Equation (4)

represents the budget constraint of the household. The first-order conditions yield:°
1 h? P

N =\
cl —necl | P cf’+1 wecl

©)

Zth = ZUt)\f, (6)
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where A} is the Lagrange multiplier associated with Equation (4), w; = f is the real wage,

and Il = ptTJ;l is the gross inflation rate. Equation (6) describes the opt1ma1 choice for
labor supply, while a combination of Equations (5) and (7) can be interpreted as an Euler
equation for consumption.

2.2. Wholesale Good Entrepreneurs

The economy is inhabited by a continuum of entrepreneurs indexed by e € (0,1).
Entrepreneur e eventually maximizes the following utility acquired from consuming both
domestic and imported final goods:

EOZ )t log(C! — nlce!), (8)

where ! € (0,1) and k! € (0,1) denote the discount factor and the habit parameter
in consumption, respectively. Similar to household Consumption it is assumed that the

7
consumption of entrepreneur C%, defined as C*! = [(1 — )’7 (CEI )T T Yol (Cy I) ]’7*1 ,
is a composite index of domestic and imported final goods.”

Following (Kiyotaki and Moore 1997); (Iacoviello 2005); (Gerali et al. 2010); and (Ravn
2016), we assume that the entrepreneur’s loan from each bank is restricted by the collateral
constraint as follows:

1
bt = ‘Sb ¢, )
Rb,t

where Lj ,, Ré . and ¢, ; denote the borrowing of entrepreneur e from bank b, the bank b’s

gross lending rate, and the loan to value (LTV) ratio allowed by bank b, respectively.® a¢ is
the expected value of the entrepreneur e’s asset and is given as follows:

a; = E:Qi1Kf, (10)

where Q; denotes the price of installed capital, and Kf is the stock of capital of entrepreneur e.

In each period t, entrepreneur e faces two main optimization problems: an optimal
allocation of loans from different banks, which results in the lending relationship; and a
utility maximization problem. The former can be summarized as follows:

1
min[/ Fth‘étdb}, (11)
Ly, oo 7 7
s.t.
! ——Cp,ray (12)
ht btlts
Rb,t
S S T N
Uo (Lo =1 Spp-1) ™ db] = (Dy)", (13)
Sh = P1Shi—1 + (1= 1)Ly, (14)

where L}, denotes the entrepreneur ¢’s demand for loans offered by bank b, while (Dl)e
is the demand for loans by the firm augmented by lending relationships. The term Sé/ 4
defined as Sé, P = fol (Slb,t)ede, indicates that habits are external, as in (Ravn et al. 2006). The
parameter /i € (0,1) denotes the degree of habits in lending, 7, is the elasticity of substitu-
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tion across different banks loans, and p; is the persistence of lending relationships. I'y ; is
defined asTy,; = R bt E #&, with the first term indicating the interest rate payments and the

second one being the amount of collateral. The parameter v, denotes the relative weight of
collateral-minimization desire. Equation (11) demonstrates the minimization problem of
the entrepreneur. Following (Ravn 2016), we assume that entrepreneurs take both interest
rate expenditures and collateral requirements into consideration when they choose optimal
demand for loans from each bank.” Equation (13) shows that entrepreneurs form deep
habits in their relationship with banks, while Equation (14) indicates the evolution of stock
of habit. The assumption of deep habits in wholesale good entrepreneurs’ demand for bank
loans, as explained by (Aliaga-Diaz and Olivero 2010), yields a wedge between effective
borrowing and actual borrowing. The wedge displays switching costs.'’ Given a total
demand for loan (D})¢, each entrepreneur e chooses L}, ; to minimize both the interest rate
expenditure and the amount of collateral. The solution to the problem yields the demand
for bank b’s loans:

.
Laf:(IT) (D) + 'S}y s, (15)

1 1
where I} = R} + #, with Rl = [fol(Rlb,t)l_'ﬁdb} " and ¢ [ 01 Cll);m} I being the
aggregate lending rate and LTV ratio, respectively.
In addition to the allocation of lending expenditure, in each period ¢, entrepreneur e
chooses consumption, capital, labor, investment, and borrowing to maximize the utility

function. The maximization problem can be summarized as follows:

[e9)

max Eoy Z(ﬁl)t log(Cf'I — hICffl),

il KENEIE (D 120

s.t. .
bt < o7 Cb At (16)
Rb,t
i
1 E m-1
[/<&—W%FQWd4 = (D})’, (17)
0 ’ 7’
(YF)™ = Ae(K§_1)*(Nf)' ™%, (18)
log(At) = palog(Ai_1) + 0ugay, (19)
2
v( If
K= (1—-8)K ,+If[1-2 ~1) |, (20)
2\

1
Pfcte'l +/0 Ré,tflLi,tfldb < PP(Y{)Y — WiNf — PiIf + (D)) + B¢ + ¥4 (21)

The wholesale goods are produced via the technology in Equation (18), where « is the
capital share in production, (Yf)® denotes wholesale goods, and Nj is labor. The total pro-
ductivity A; is assumed to be the same across entrepreneurs and follow the AR(1) process
as in Equation (19), with p, € (0, 1) being the persistence of the shock and ¢, following
an ii.d. process with standard deviation ¢;. Equation (20) is the evolution of capital with,
0 € (0,1) being the depreciation rate of physical capital and I{ being entrepreneur e’s
investment. Following (Gali and Monacelli 2016), we assume that investment is subject to
an adjustment cost function.!! Entrepreneur ¢’s budget constraint is given by Equation (
21), where P/ denotes the wholesale price at which entrepreneur e sells its goods in a
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competitive market to domestic retailers, and W;Ny is the wage bill. &; and ¥; are two
lump-sum transfers given exogenously to entrepreneurs.'? The first-order conditions yield:
W
—_ Kl CI
t+1

1

S = AL 22
crwict, )

—[SIEt

B'E; f“ Rl ViR, = Af, (23)

mc _
wr = (1— a)T;Ath_th «, (24)
Pt

I 2 I I
A= Alg |1 — 7(*—1) - t(t—1> 25
t Mt[ AN '.}/Itfl I (25)
Lo \2/1I
')’/\t+15/t+1< t1+1> (t;:l— )],

+ﬁEt

mc
Aiqr = B'aE, (At—i-l t+1At+1KlX N} “) + B (1= 8)Ex(Ay1qe41) + ViCEe(qeaTTis), (26)

Pt+1

where q; = Qf is the price of installed capital measured in units of consumption goods.
Note that thls price must be equal to the shadow price of capital in units of consumption

I
goods, which means that the equation g; = % holds at all times. A/, x/, and v/ denote

the Lagrange multipliers associated with the budget constramt (21), the law of motion for

capital (20), and the collateral constraint (9), respectively. p, - l:;t denotes the relative

price, while mc; = % is the real marginal cost of domestic retailers in terms of final
goods prices. '

A combination of Equations (22) and (23) yields a standard Euler equation. Equation (24)
describes the optimal choice for labor, which equalizes the marginal product of labor with
the marginal cost of labor. Equation (25) characterizes the optimal decision for investment,
equalizing the marginal cost of investment to its marginal benefit. Finally, Equation (26)
indicates that the cost of acquiring one extra unit of capital equalizes the expected value
of price plus the payoff from holding capital. The latter, in turn, integrates the marginal
product of capital with the ability to pledge as collateral.

2.3. Retailers

There is a continuum of retailers indexed by j € [0, 1]. In each period ¢, retailer j buys
the homogeneous wholesale goods from domestic entrepreneurs at the wholesale price P{*
in a competitive market, differentiates them at no cost, and sells them in a monopolistically
competitive market at the price Pyj;. The total domestic final good is a composite of

individual retail goods:
71
e ()

where Y is the output of firm j and Y; indicates the total final goods."? To introduce
price stickiness, we allow for monopolistic competition to occur at the retail level, as in
(Bernanke et al. 1999).! Specifically, we use a Calvo pricing setting with the degree of price
stickiness 6, which means that in each period ¢ the retailer j can re-optimize their price
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with a constant probability 1 — 6. Therefore, the probability that the price set at time ¢ will
still hold at time t + s is 6;. The problem of domestic retailer j can be written as follows:

[ee]
max Z E; [GﬁAf,Hs(PH,t - Ptﬁs)yﬁfﬂ]' 27)
Pr s=0
s.t. N .
P\
It (PH,t) : 2

where Af tis denotes a relevant stochastic discount factor for retailers. Since retailers are

4
owned by households, the discount factor is given by Af, s = (BP) % ﬁ Equation (27)

indicates the discounted profits of domestic retailer j, while Equation (28) represents the
demand for retailer j’s goods. The first order condition with respect to P ; yields the
following:

€ EtZ?’:o(GH)SAEHS(PH,t+s)€+lYt+smCt+s
e—1 EtZE';o (GH)SAzt+s(PH,t+s)€Yt+s

Py =

7

Y . . . .
where mc; s = PI;J:— denotes the real marginal cost of domestic retailer j in terms of final
S

goods price at pefiod t +s; 255 > 1is the markup earned by retailers. Since all retailers
who can re-optimize their prices at time t choose the same price, the aggregate price index
of final domestic goods evolves according to:

- 5 \1—e1-L
Pr = [0u Py + (1 —01) (Prp)' )<,
Therefore, the inflation rate of domestic goods is:

1
I-e

Pp 4 =1—
My, = -1 :[9H+ 1— 0,11 6} ) (29)
g PH,tfl ( ) H,t
where [Ty ; is defined as [T ; = Pf_fi—t .

2.4. Banks

The economy is inhabited by a continuum of banks indexed by b. They receive deposits
(M;;,t) from households, borrow from foreign countries, and use these funds to lend to
entrepreneurs (Lj ;). Following (Schmitt-Grohé and Uribe 2003), we employ the debt elastic
interest rate to close our open economy model and induce stationarity. Specifically, we

assume that banks borrow from foreign countries (Dy, ;) at an interest rate R{ . The rate R{ ,
in turn, rises in the aggregate level of debt and is assumed to take the following form:

Dy D

Rl =R +p+gleh 7 -1,

where R* denotes the (gross) world interest rate, which is assumed to be constant for
simplicity, p captures the invariant component of a country-specific interest rate premium,
and the remaining term is the variant component of the premium. The variable D; denotes
the aggregate level of foreign debt, which is taken as exogenous by the bank, and P} is
the foreign price index.'® The parameter ¢ measures the elasticity of domestic interest rate
with respect to changes in the external debt.

In each period t, the individual bank b chooses foreign debt Dy, the total amount of
loans Ly 4, its lending rate Rlb/ . and its LTV ratio ¢ ; to maximize its expected discounted

profits.'® Since banks are owned by households, the discount factor Af, 11+ 18 also given by

households’ marginal rate of substitution. The maximization problem of the bank can be
written as follows:
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max  E; ) Af,urs {Xb,t71+st,t71+5Lh,tfl+s (30)
Ré,trLb,t/éb,tlDb,t s=0
Lyt 14s L .
+[1 - Xb,t—1+s}17T§t—1+sﬂt—1+s + [ My, di
fo Lb,t71+sdb 0
1
+Dp 4 sE s — Lppis — R?—Hs/o Mlb,t—1+sdi - R{1+5Dh,t1+sgt+s},
s.t.
Xoi =X+ O(Gps — ), (31)
1 i
LM:AA%m+mﬁh (32)
L /Ty — Iy, —
LW:ﬁA[(IQ> (DDV+W%ﬁ4de:(Ii> Di+H'S,, 4, (33)

where D! = f01 (D!)¢de is the total demand for the loan composite, € is the exchange rate,
Xb,t and x denote the probability of repayment and its steady-state value, respectively. The
parameter © determines the elasticity of repayment probability to the difference between
the LTV ratio and its steady-state value ¢. Equation (30) indicates the bank b’s profit. The
first term represents the payoff obtained from loans made to entrepreneurs with probability
Xb,t—1, while the second one indicates the liquidation value of collateral retrieved from
entrepreneurs with probability (1 — Xb,t—l)-17 Following (Barro 1976), we assume that
there is a drop in the value of collateral retrieved in liquidation, which is captured by the
parameter T € (0,1). Equation (31) imposes a positive relationship between the probability
that loans offered by bank b are repaid and the collateral requirement of that bank.'® As
a result, each bank faces a trade-off when choosing its LTV ratio {;;: An increase in the
LTV ratio raises the profitability of loans through a rise in both current and future market
shares, at the cost of higher credit risk.'"” Equation (32) indicates bank b’s balance sheet,
which equates to the total loans made by bank b to the integration of total deposits received
from all households and foreign debt denominated in domestic currency. Equation (33)
represents the total demand for bank b’s loans from all entrepreneurs.

The first-order conditions with respect to Dy Ly, th/t, and ¢, after imposing a
symmetric equilibrium yield:

&
M:Rﬁ(éﬁ) (34)
Cray
vj = EtAf,tJrl XeRE+ (1— Xt)TTt — R+ 1 (1= pp)viq |, (35)
EtAft+1XtLt = legDille/ (36)
/ Uy + (-fth
Il Up _ p 1
mvtDti = —@Et)\ (RtLt — Tgtﬂt), (37)
Zt(vp + &R s

where v/ denotes the Lagrange multiplier associated with the constraint (33). Therefore,
v} can be interpreted as the shadow value of lending an extra dollar to the entrepreneur.
Equation (34) is the uncovered interest rate parity condition. Equation (35) expresses that
the shadow value of lending an additional unit is determined by the benefit obtained
from offering the extra unit minus the borrowing cost, which is the deposit rate (R%). The
former, in turn, incorporates the weighted probability of repayment and the benefit that
the borrower will borrow more in the next period due to the habit developed for that bank.
Equation (36) states that the marginal benefit obtained from a rise in the lending rate must

be equal to the marginal cost of a higher lending rate due to the market share loss. Finally,
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Equation (37) indicates that the marginal benefit gained from an increase in the LTV ratio is
equal to its marginal cost.

2.5. Importers and Incomplete Pass-Through

The setting here, following (Monacelli 2005), features an incomplete exchange rate
pass-through and allows the deviation from the law of one price to be gradual and per-
sistent. The incomplete exchange rate pass-through is induced by the price setting of
the importers according to the Calvo pricing rule. Specifically, we assume that there is a
continuum of monopolistically competitive retailers, indexed by j € (0,1), who import
differentiated goods from the rest of the world at a cost 5fP;j,tf where P;j,t is the price of
the imported good j (1M ;) denominated in the foreign currency. The problem of importer
j can be summarized as follows:

e 5 AL 08P — 1Pl 1M o
Ft s=0
s.t. _ .
5 _
IMjsis = £ IMi+s, 39)
’ Priis

where 0r denotes the degree of price stickiness and IM; is the aggregate imported good.
Since importers are owned by households, the stochastic discount factor Af’t s is also given
by households’ marginal rate of substitution. Equation (38) represents the discounted
profits of importer j denominated in home currency, while Equation (39) is the demand for
importer j’s goods. The first order condition with respect to Pr; yields the following:*’

e EXXo(08) ALy s(Prirs) IMisLgis

Pp; = :
e=1  EYZo(0) Ay s (Priys) IMiss
ErvsPE . . . . .
where Lgi1s = %Tii“ is the real marginal cost of importers in terms of the price of

imported final goods at period t + k.?! Since all importers who can reoptimize their prices
at time t choose the same price, the aggregate price index of imported final goods evolves
according to:

_ = iy L
Pry = [0pPE, €y + (1= 0p) (Pry)' €] Te.

The inflation rate of imported goods is:

P 1] T
Mpe = 5= = [0p + (1= 0p)111° ], (40)
Ft—-1

Py
Ppiq”

where ITf is defined as I1p; =

2.6. Central Bank

The central bank sets its interest rate according to the following rule:*?

RY RY I
1og<R;> = or 1og<1f{d1> +(1 —pr)sbnlog(rf) +erns (41)

where R and IT denote the steady-state value of the policy interest rate and the inflation
target, respectively. p, and ¢ denote policy parameters representing interest smoothing
and the response of the policy rate to the deviation of inflation from its steady-state. The
monetary shock ¢ is an i.i.d. process with standard deviation o;.
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2.7. Demand for Exports

Following (Gali and Monacelli 2016), we assume that the foreign demand for domesti-
cally produced goods is given by:

Pr\ ™"
Chi=v ( ‘ ) Y/,
’ Pt*
where P/ denotes the price level of the world economy, Py, is the export price index, and

Cjy s is the aggregate export index.?’ The world output, denoted by Y, is assumed to follow
the AR(1) process:

log Yy = py log Y+ (11— py) logY* + Oyey L 42)

with p, € (0,1) being the persistence of the shock and ¢, following an i.i.d. process with
standard deviation oy. Since the size of the open economy is small enough compared to
the world economy, we can neglect its impact on the world economy. As a result, the
price level of the world economy equalizes the price of foreign products, that is, Pi' = Pf ;.
Furthermore, because the export price is assumed to be flexible and determined by the
law of one price, we obtain the following condition &:Pf; ; = Pp . Therefore, the foreign
demand can be rewritten as follows:

* h, T, 4
Ch = U(Pt ngt) Yy, (43)

where pf’f defined as p]:’f = % indicates the term of trade.

2.8. Equilibrium

In the symmetric equilibrium, all markets clear.”* Domestic goods are used for domes-
tic consumption, investment, and exports. Therefore, the final good market clearing is as
follows:

Yi = Cht + Iy + Clyyp, (44)

where Cp ¢, defined as Cy; = Cﬁ +C IILI ;» indicates the total consumption for domestic
final goods. Since foreign goods are imported for both consumption and investment, the
market clearing for imported goods is given by:

IM; = Cps + Iry, (45)

where Cr, defined as Cry = Cp, +C lI—",t' represents the total consumption for foreign goods.
The aggregate consumption is given by:

Ct=Cl+cl. (46)

Furthermore, the budget constraints of households and entrepreneurs are both binding
in equilibrium. A combination of these two equilibrium conditions yields the evolution of
foreign debt:

Rffl D;_1& = D& + PH,tC}k—[,t — gtpg,tIMtAF,t- 47)

where Ar; denotes the price dispersion for imported goods and is given by the following
expression:

I_I €
Afpy = (1—06F) (ﬁ;) +O0p(ITp ) Ap—1. (48)

Similarly, the price dispersion for domestically produced goods (Ap ;) is given as
follows:

H €
A = (1—6y) (nﬁi) + 01 (M)A -1 (49)



Economies 2021, 9, 203

12 of 26

3. Calibration

The model is calibrated for the Swedish economy. There are 31 structural parameters
that need to be calibrated:

® 18 structural parameters: o, 6, ¥, 1, v, €, B, &, Oy, Or, Ow, v, d, @, nl, 01, 1, and 7t that
appear in the steady-state system; and

* 13 structural parameters vy, ¢r, Pe, P1, 0r, Pa, Py, Oér Pz (7,12, (75, (T,,z, and (Tzz that do not
appear in the steady-state system.

The time unit in the model corresponds to one quarter. The full set of calibrated values
is displayed in Table 1. The intertemporal discount factor 8” for households is calibrated
to yield an annual interest rate of 2.25% as in (Christiano et al. 2011). The discount factor
for entrepreneurs B! is set at 0.95, which is commonly assumed in the literature.”” The
steady-state of labor supply shock Z is chosen so that 25% of households’ time is devoted to
working. Accordingly, Z is set at 2.63. The habit parameter for consumption is calibrated so
that the volatility of aggregate consumption relative to aggregate output is consistent with
the Swedish data. The calibrating result of 0.6 is in line with the estimates of (Christiano
et al. 2011).

Based on parameter values commonly used in much of the related business-cycle
literature, the capital share « is set at 0.32 and the depreciation rate J is set equal to
0.025, which implies an annual depreciation of 10%. Our baseline setting for the capital
adjustment cost parameter v is 2.58, following the estimation of (Christiano et al. 2011). The
Calvo pricing parameters for both domestic final goods and imported final goods 6 and
Or are set equal to 0.8, implying the average duration of changing prices of five quarters,
which is in line with the estimated values of (Christiano et al. 2011). Following (Ravn 2016),
we set a value of 0.05 for the relative weight of collateral-minimization desire v},.%°

As for the deep habits parameters, we resort to the value estimated by (Aliaga-Diaz
and Olivero 2010) and set the deep habits formation equal to 0.72. The persistence of the
lending relationship p; is set equal to 0.85, following (Ravn et al. 2006) and (Aliaga-Diaz
and Olivero 2010). Following (Ravn 2016), we set the elasticity of substitution in the
banking sector 7; at 230. The recovery rate of assets T is set to target the LTV ratio of 0.75
in the steady-state, following (Liu et al. 2013). The resulting value of 0.9425 is in line with
the calibration of (Ravn 2016). To calibrate the value for the steady-state of repayment
probability x, we use data for non-performing loans to gross loans in Sweden collected
from the Federal Reserve Economic Data of the Federal Reserve Bank of St. Louis over the
period 1998-2016. The average value for this ratio is 1.1%. Accordingly, we set x = 0.989.
The elasticity of credit risk @ is set at —1.5, as in (Ravn 2016).

As for the openness-related parameters, the share of foreign goods in the total con-
sumption basket v is calibrated to match the observed average real import/real GDP ratio
in Sweden. Accordingly, v is set at 0.3759. The elasticity of substitution between domestic
and foreign goods 7 is set equal to 2.>” We set the elasticity of substitution across varieties
of goods € at 6 to target a gross mark-up of 1.2, as is common practice in the literature.
The world interest rate is set at 1.01 (4% per year). Our baseline setting for the debt elas-
tic interest rate parameter ¢ is 0.18, which is the median value estimated by (Uribe and
Schmitt-Grohé 2017) for various countries . We also set the parameter d at 0.01, as in (Uribe
and Schmitt-Grohé 2017). Following (Gali and Monacelli 2005), we employ real U.S. GDP
as a proxy for world output and apply the AR(1) process to calibrate the parameters of the
foreign output shock.”® We obtain the following result:

log(Y;) = 0.004 + 0.95791og(Y; ;) + €+, 0y = 0.0031.
g(¥7) (0.0064)  (0.0274) g(¥i1) it

The persistence p, and the steady-state of the foreign demand shock Y* are thus equal
to 0.9579 and 1.244, respectively. As for the monetary policy parameters, we set the interest
rate smoothing parameter p, at 0.819 and the response to the deviation of inflation from
its steady-state ¢ at 1.909, which follows the estimation of (Christiano et al. 2011). We
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resort to the estimation of (Smets and Wouters 2007) and set the persistence of technology
shock p,; at 0.95. The persistence of labor supply shock p; is set at 0.95, which is roughly
in line with (Liu et al. 2013). As for the standard deviation of those shocks, we draw on
the relative size calibrated by (Ravn 2016), who found that the standard deviation of the
technology shock is an order of magnitude the same as that of the labor supply shock. Since
they do not include the monetary shock, we rely instead on (Christiano et al. 2011) which
indicated that the standard deviation of the monetary shock is an order of magnitude
smaller than that of the technology shock. Given the relative magnitude, we calibrate the
absolute size of those shocks so that the standard deviation of aggregate output matches
that of Swedish data.

Table 1. Calibrated parameters.

Parameter Value Description
Preference parameters
B 0.9994 Discount factor for households
B! 0.95 Discount factor for entrepreneurs
Z 2.63 steady-state of labor supply shock
hP 0.6 Consumption habits for housholds
h 0.6 Consumption habits for entrepreneurs
€ 6 Elasticity of substitution across goods
Production parameters
« 0.32 Capital share in production
o 0.025 Depreciation rate of capital
0% 2.58 Capital adjustment cost
O 0.8 Calvo index for domestic price
Or 0.8 Calvo index for imported price
(4 0.05 Relative weight of collateral optimization
Banking parameters
n 0.72 Deep habits formation
01 0.85 Persistence of deep habits stock
7 230 Elasticity of substitution for banks
X 0.989 steady-state probability of repayment
(S) -15 Elasticity of repayment probability
T 0.9425 Recovery rate of assets
Openness parameters
v 0.3759 Degree of openness
7 2 Trade elasticity of substitution
R* 1.01 World interest rate
p —0.0094 Constant component of country premium
[ 0.18 Debt elasticity interest rate
d 0.01 Foreign debt parameter
Y* 1.244 steady-state of foreign shock
Policy parameters
I1 1.005 steady-state gross inflation target
or 0.819 Interest rate smoothing
or 1.909 Response to the deviation of inflation
Shock parameters
Oy 0.9579 Persistence of foreign shock
oy 0.0031 SD of foreign shock
Oa 0.95 Persistence of technology shock
Oa 0.0015 SD of technology shock
0z 0.95 Persistence of labor supply shock
o 0.0015 SD of labor suppy shock
oy 0.00075 SD of monetary shock

4. Results

In this section, we show how fluctuations in credit standards emerging from the deep
habits in the banking section amplify the propagation mechanism of various shocks to the
economy. For this purpose, we compare the results from the baseline model described in
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previous sections to the model in which the deep habits mechanism is shut off, that is, we
seth' =0and p; = 0%

4.1. Dynamic Properties of the Models

We first consider the dynamic properties of the two models and compare them to
the empirical moments. Table 2 illustrates the properties of our two models: (1) a model
featuring the deep habits mechanism in the financial sector; and (2) a model without
deep habits.

Table 2. Dynamic properties of the models.

Data Deep Habits Model No Deep Habits Model

Standard deviation

Output 2.38 2.38 2.16
Relative standard deviation
to output
Consumption 0.57 0.53 0.55
Investment 2.33 3.77 3.13
Export 2.59 1.12 1.13
Import 2.54 0.79 0.81
Correlation with output

Consumption 0.59 0.89 0.91
Investment 0.89 0.90 0.93
Export 0.81 0.99 0.99
Import 0.77 0.90 0.89

Spread —-0.28 -0.67 -

Autocorrelation coefficients

Output 0.92 0.83 0.82
Consumption 0.85 0.78 0.77
Investment 0.88 0.85 0.84
Export 0.86 0.85 0.84
Import 0.89 0.75 0.75
Spread 0.69 0.98 0.66

Notes: The data moments in the second column are calculated using the Swedish data for 1993Q1-2018Q3. All
data series are collected from the International Financial Statistics (IFS). The empirical moments are computed
after employing quadratic detrending to eliminate the trend component from the data. The last two columns
present the simulated moments (100,000 periods) of the deep habits model and the model without deep habits.

In general, the empirical moments are closely matched by the two models. First,
both models allow us to generate the fact that while investment is more volatile than
output, consumption is less so. Interestingly, output and investment become more volatile,
but the standard deviation of consumption relative to output drops once we incorporate
credit standards into the banking sector. These findings are in line with (Aliaga-Diaz and
Olivero 2010). Second, the two models accurately reproduce the correlation with output of
consumption, investment, export, and import. Finally, regarding the persistence of macroe-
conomic variables, the autocorrelation coefficients of output, consumption, investment,
and export are well captured by the two models.

Furthermore, the simulated results demonstrate that the introduction of credit stan-
dards in the financial sector better replicates the dynamic properties of the Swedish business
cycles. Specifically, the deep habit model provides better fits for both the correlation with
output of consumption and investment and the autocorrelation coefficients of output,
consumption, and investment. More importantly, it generates the countercyclicality of the
bank spread, which is in line with the data moment.

4.2. Impulse Response Analysis

Next we consider the impulse response functions. To facilitate the comparisons, we
display the impulse response functions (IRFs) for two models: the baseline model featuring
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deep habits in the banking sector and the model without the deep habits mechanism.
Figure 1 presents the IRFs for a number of key variables to monetary policy shock. After
a contractionary monetary policy shock, output, consumption, and investment decrease.
Furthermore, the bank spread between the lending rate and the policy rate in the baseline
model goes up due to the presence of deep habits. The mechanism is the following: When
the shock arrives, output and demand for loans are both lower than usual. As a result, the
future market share motive is dominated by the current profit one and banks try to exploit
the lending relationship by increasing the bank spread to raise their current profit. The
cost of lending increases, and thus investment decreases more in the baseline model than
that in the model without the deep habits mechanism. In turn, output, consumption, and
employment all drop by more under the deep habits model. The model thus generates the
countercyclical movement of the bank spread, which is in line with previous literature.

In addition, banks also tighten up the other credit standards, the collateral pledge.
Specifically, the monetary policy shock causes a drop in the LTV ratio, which expresses an
increase in the collateral requirement. The demand for loans, and thus investment, output,
and consumption fall even further in the deep habits model. The countercyclical fluctua-
tions in both interest rate spreads and collateral requirements amplify the propagation of
the monetary policy shock to the economy.
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Figure 1. Impulse responses to the monetary policy shock, ¢, ; of size one standard deviation in two different models: deep

habits model (baseline) and no deep habits model.

As for the responses of openness-related variables, the monetary policy shock triggers
contractions in domestic demand for foreign output, generating an increase in trade balance
and a decrease in foreign debt in both models. This is supported by both empirical evidence
(see, e.g., (Lindé 2003)) and theoretical models (see, e.g., (Christiano et al. 2011); (Kollmann
2001)). It is also worth noting that under the baseline model, foreign debt decreases more
than in the no deep habits model. The explanation is as follows: Foreign debt is one source
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of funding that banks can utilize to offer loans to entrepreneurs and under the deep habits
mechanism, total lending drops by more, the demand for foreign borrowing thus drops
even further.

The dynamic effect of the foreign demand shock is presented in Figure 2. A positive
foreign demand shock pushes up the foreign demand for domestic goods, and thus the
exports. This drives up the production level of entrepreneurs, making them raise their
demand for loans from banks, and thus also their demand for capital stock and labor.
Because of the shock’s persistence, output and demand for loans are expected to be high
in the periods to come. Under the baseline model featuring the lending relationship,
banks lower the interest rate spread and relax the credit constraint since current profit is
not a priority at present. Therefore, investment, output, employment, and total lending
increase by more in the presence of deep habits. Furthermore, it may seem surprising that
foreign debt negatively correlates with output and the trade balance exhibits pro-cyclical
behavior. The reason is that the foreign demand shock induces an increase in foreign
assets, thus generating a decrease in foreign debt and an increase in trade balance (see, e.g.,
(Lim and McNelis 2008)). Additionally, note that foreign debt falls by less in the baseline
model in order to support a larger increase in total lending.
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Figure 2. Impulse responses to the foreign demand shock, ¢+ of size one standard deviation in two different models: deep
habits model (baseline) and no deep habits model.

The IRFs in Figure 3 for the technology shock can be characterized as follows: A
positive technology shock leads to an increase in consumption, investment, and output.
Under the deep habits model, banks lower the lending margin and raise the LTV ratio. The
explanation is that after the positive shock, output and demand for loans will be higher for
periods to come due to the persistence of the shock, and thus the future profits of banks
are expected to be higher. Consequently, banks are willing to sacrifice current profit for
future market share by relaxing both the bank spread and the LTV ratio. Under the baseline
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model, the cost of lending falls, and thus investment increases by more than in the model
without the deep habits mechanism. Since the increase in investment positively affects
the capital stock, output is raised by more in the baseline model. In addition, the positive
technology shock induces an increase in domestic demand for foreign output, triggering a
rise in imports. This leads to a fall in the trade balance and a rise in foreign debt. Under
the presence of deep habits, the foreign debt increases by more in the baseline model.

Similar results are obtained for a positive labor supply shock and the impact is
illustrated in Figure 4. A positive labor supply shock drives up both the entrepreneurs’
stock of capital and their demand for labor in current as well as future periods due to the
persistence of the shock. The increase in the production level results in a higher demand
for loans. Under the deep habits model, a fall in lending margin combined with an increase
in the LTV ratio raises the entrepreneurs” demand for loans further. This is again the result
of the deep habits mechanism: the future market share motive dominates the current profit
motive since output is expected to be higher in future periods. Banks thus find it optimal
to relax credit requirements and lower the bank spread. Analogous to the technology
shock, the positive labor supply shock generates domestic demand expansion, resulting
in a pro-cyclical response of foreign debt and a countercyclical response of trade balance.
In addition, due to the existence of deep habits, the foreign debt increases by more in the
baseline model as in the case of technology shock.
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Figure 3. Impulse responses to the technology shock, ¢, of size one standard deviation in two different models: deep
habits model (baseline) and no deep habits model.
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Figure 4.

Impulse responses to the labor supply shock, ¢, ; of size one standard deviation in two different models: deep

habits model (baseline) and no deep habits model.

In conclusion, it is shown that for each shock in our model, the endogenized lending
relationship works as a financial accelerator of macroeconomic shocks.

4.3. Deep Habits and Aggregate Fluctuations

Following (Ravn 2016), we now compare the theoretical variance of macroeconomic
variables in two models: the baseline model and the model without the deep habits mecha-
nism. To facilitate the comparisons, we compute the variance ratios for macroeconomic
variables by dividing the variance of each variable in the baseline by that of its counterpart
in the model without deep habits. The results are shown in Table 3. It is clearly indicated
that endogenous credit standards generate a significant increase in macroeconomic volatil-
ity. Specifically, the variance of consumption rises by 16% when the deep habits mechanism
is incorporated, while that of output increases by somewhat more (21%). The variance of
employment increases by 20% due to the positive effect of output on the demand for labor.
Moreover, the numbers show that the main source driving up the volatility of output is
the investment volatility which goes up by 76% under the deep habits model. This is the
direct effect of the endogenous fluctuation in credit standards: during a boom the credit
constraints are inclined to be reduced, which enables entrepreneurs to borrow more from
the banks. The entrepreneurs, facing collateral constraints, employ the additional funding
to push up the capital stock because the capital investment in turn can be used as collat-
eral pledge to increase the access to credit further. This demonstrates how endogenous
credit standards work as financial accelerators of macroeconomic innovation in our open
economy setting.
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Table 3. Deep habits and Aggregate fluctuations.

Variance Ratio

Output 1.21

Total investment 1.76
Total consumption 116
Lending 1.32
Employment 1.20
Foreign debt 1.22
Trade balance 1.03

Notes: We use the theoretical variance of selected variables to compare two models. The variance ratios are then
computed by dividing the variance of each variable in the baseline by that of their counterpart in the no deep
habits model.

4.4. Robustness Check

In this section, we check the robustness of our model results presented in the previous
section when the values of key parameters are adjusted. In addition, we compare our
findings to those shown in the related literature.*

We first examine the sensitivity of our findings to changes in the elasticity of credit risk
with respect to the difference between the LTV ratio and its steady-state, ®. In particular,
we let this parameter vary from the baseline value of —1.5 to a (numerically) smaller value
of —1, as well as to a (numerically) larger value of —2. The resulting variance ratios for this
experiment are displayed in Table 4. It is clearly seen that our results are not sensitive to
this elasticity since only minor changes are recorded as we change the value of ® from —1
to —2.%!

We next consider the robustness of our results to changes in the persistence of deep
habits in banking, as captured by the parameter p;. As the number illustrates, changing
p; results in significant changes in the variance ratios of macroeconomic variables. In
addition, a low persistence of deep habits of 0.3 is sufficient to eliminate the additional
volatility emerging from the lending relationship. Therefore, a certain degree of persistence
is needed to observe any amplification. Similarly, changing the strength of deep habits //
leads to major changes in our results, and a reduction of this parameter to 0.3 is enough
to remove the amplification arising from deep habits in banking. The next two columns
display the results for different elasticity of substitution between banks’ loans 7;. It is
clear that changing the value of #; does not alter our conclusions from the baseline model.
Specifically, a reduction of this value to 190, as in (Aliaga-Diaz and Olivero 2010), leads
to even stronger amplification, while with a higher value of 300, the model still displays
substantial amplification.

Table 4. Robustness check.

Va;;:il:)ce Output  Investment Consumptiohending Employment Debt B:liziie
Baseline 1.21 1.76 1.16 1.32 1.20 1.22 1.03
0=-1 1.21 1.76 1.16 1.31 1.20 1.22 1.03
0=-2 1.22 1.76 1.17 1.32 1.20 122 1.03
01 =03 1.01 1.14 1.01 1.03 1.01 1.00 0.95
n=03 1.00 1.06 1.00 1.02 1.00 0.99 0.96
7 =190 1.28 1.98 1.22 1.40 1.26 1.29 1.06
7 = 300 1.15 1.54 1.11 1.23 1.14 1.15 1.00
n=15 1.20 1.74 1.13 1.32 1.19 1.18 0.94
n=25 1.22 1.77 1.18 1.31 1.21 1.27 1.09
v=03 1.22 1.76 1.17 1.30 1.20 1.23 1.04
v=04 121 1.76 1.16 1.32 1.20 122 1.02

Notes: We use the theoretical variance of selected variables to compare two models. The variance ratios are then
computed by dividing the variance of each variable in the baseline by that of their counterpart in the no deep
habits model.
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As shown in the Table 4, we also report the robustness check for openness-related
parameters. Given the uncertainty in the literature about the value of trade elasticity of
substitution #, we allow this parameter vary from its baseline value of 2 to 1.5 or 2.5. It is
clearly shown that variance ratios of macroeconomic variables displays only minor changes
as we change the value of trade elasticity from 1.5 to 2.5. A similar result is obtained when
we let the degree of openness v vary from 0.3 to 0.4. Changing v only leads to a very small
deviation from our baseline results.

4.5. Policy

In the previous section, we have demonstrated that the fluctuation in credit standards
serves as a financial accelerator of the business cycle. This suggests that while constructing
policies to protect the economy from unfavorable financial market spillovers, policymakers
should take this mechanism into consideration. In this section, we examine three alternative
monetary policies that may be employed to alleviate the effect of endogenous credit
standards.®

RY R‘Z_l I, 111}
10g<R;> = pr 10g<Rd +(1-pr) {4771 log<n> + ¢ 10g<lt—ln>} +ery,  (50)
R4 R4 II R
log<R§> =0 10g< 1;3) +(1—pr) [¢n10g(nt> +¢r 10g<R}>

R4 R% I1
10g<R;> = or log(;{dl> + (1 -py) |:(P7T log<Ht) + ¢e log<e£:)] + ey, (52)

where ¢, ¢;, and ¢. denote the responses of the policy rate to the nominal credit growth,
the deviation of the foreign interest rate from its steady-state, and the deviation of the
exchange rate from its steady-state, respectively. Equation (50) is a credit growth augmented
monetary policy; Equation (51) is a foreign interest rate augmented monetary policy; and
Equation (52) is an exchange rate augmented monetary policy.

+ert,  (51)

45.1. Aggregate Fluctuations

We first illustrate how different monetary policies might be used to mitigate the
influence of the deep habits mechanism on aggregate fluctuations. To this end, we compare
the theoretical variances of selected macroeconomic variables in the model without the deep
habits mechanism with those in: (1) the deep habits model with credit growth augmented
monetary policy; (2) the deep habits model with foreign interest rate augmented monetary
policy; and (3) the deep habits model with exchange rate augmented monetary policy,
respectively. The results are presented in Table 5. Some interesting findings are obtained
from this exercise. On the whole, these three policies do reduce the impact of deep habits
on aggregate fluctuations. Second, the effectiveness of these policies increases when we
increase the policy parameters (¢;, ¢r, ¢e). For example, let us consider the results of
credit growth augmented monetary policy. The variance ratios of output for ¢, = 0.01
and ¢; = 0.05 are 1.18 and 1.06, respectively, indicating the credit growth policy is more
effective in reducing the effect of the deep habits mechanism when we increase ¢;. Similar
conclusions are drawn for the other two policies. Last, all three policies, if well-constructed,
can eliminate the majority of the additional fluctuations deriving from deep habits in the
banking sector.
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Table 5. The impacts of different monetary policies.

Credit growth augmented monetary policy

Variance ratio ¢ =0.01 ¢; = 0.05 ¢ =0.07 ¢ =0.1
Output 1.18 1.06 1.01 0.94
Total investment 1.71 1.52 1.44 1.33
Total 1.14 1.03 0.99 0.93
consumption
Lending 1.28 1.16 1.11 1.04
Employment 1.16 1.04 0.98 0.91
Foreign debt 1.18 1.06 1.01 0.93
Trade balance 1.00 0.90 0.86 0.80
Foreign interest rate augmented monetary policy
Variance ratio ¢r = 0.01 ¢r = 0.05 ¢r = 0.07 ¢r=0.1
Output 1.19 1.11 1.07 1.01
Total investment 1.72 1.59 1.53 1.44
Total 1.15 1.08 1.05 1.00
consumption
Lending 1.29 1.19 1.14 1.08
Employment 1.18 1.09 1.05 0.99
Foreign debt 1.19 1.10 1.06 1.00
Trade balance 1.01 0.94 0.90 0.86
Exchange rate augmented monetary policy
Variance ratio ¢ = 0.01 ¢ = 0.05 ¢ = 0.07 ¢ =0.1
Output 1.19 1.10 1.06 1.00
Total investment 1.72 1.59 1.52 143
Total 1.14 1.07 1.04 0.99
consumption
Lending 1.30 1.24 1.21 1.16
Employment 1.17 1.08 1.03 0.97
Foreign debt 1.19 1.09 1.04 0.97
Trade balance 1.00 0.91 0.87 0.81

Notes: We use the theoretical variance of selected variables to compare two models. The variance ratios are then
computed by dividing the variance of each variable in the credit growth (foreign interest, and exchange rate)
augmented monetary policy by that of their counterpart in the no deep habits model.

4.5.2. Impulse Response Analysis

We now consider the impulse response functions. To facilitate the comparisons, we
display the impulse response functions for three models: (1) the baseline model; (2) the
model without the deep habits mechanism; and (3) the deep habits model with credit
growth augmented monetary policy. In Figure 5, we demonstrate the impacts of nominal
credit growth augmented monetary policy in our model. The figure displays the impulse
responses of selected variables to a positive technology shock in the baseline model and
the model without deep habits, as well as the impulse responses generated when the
baseline model is incorporated with the policy (50) with a value of ¢; = 0.1. It is seen
that the introduction of credit growth augmented monetary rule actually reduces the
effect of endogenous credit standards on macroeconomic fluctuation significantly.”* The
explanation is that in the presence of interest rate responsiveness to nominal credit growth,
the central bank can partially counteract the fluctuations of lending. Therefore, compared
to the baseline model in which the simple monetary policy rule is applied, less credit is
injected into the economy during the boom.
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Figure 5. Impulse responses to the technology shock, ¢, of size one standard deviation with and without the credit growth

augmented policy.

5. Conclusions

In the present study, we augmented a small open economy model with three financial
frictions: monopolistic competition, borrowing constraints, and lending relationships.
Following (Aliaga-Diaz and Olivero 2010), we assumed that entrepreneurs form deep
habits in their demand for banks’ loans to incorporate the lending relationship in our
framework. In this way, fluctuations in credit standards were endogenized, as in (Ravn
2016). In order to extend the current setting to the small open economy framework, we
made use of the model of (Gali and Monacelli 2016) with some modifications. First, we
allowed for a Calvo-type price setting of imported goods to incorporate the incomplete
pass-through into the model, as in (Monacelli 2005). Second, we relaxed the assumption of a
complete international asset market and used the debt elastic interest rate to close the model
and induce stationary. We then employed this framework to analyze how endogenous
credit standards amplify the propagation mechanism of macroeconomic shocks to the
economy.

Our analysis has demonstrated that countercyclical movements in credit standards
indeed work as an amplifier of shocks to the economy. In particular, the existence of en-
dogenous credit standards increases output volatility by approximately 21%. Furthermore,
we suggested three alternative tools for policymakers to mitigate the impact of endogenous
credit standards on macroeconomic volatility. First, we have shown that credit growth
augmented monetary rule succeeds in counteracting the fluctuation of lending, and thus
considerably decreases the additional volatility. Second, the exchange rate augmented
monetary policy, if well-constructed, is considered an efficient tool to eliminate most of the
additional fluctuations caused by deep habits in the banking sector. Finally, the introduc-
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tion of the foreign interest augmented monetary rule also proved successful in dampening
the effect of endogenous movements in lending standards.

For future research, we plan to incorporate housing into household consumption
and the production function of entrepreneurs. The Ref. (Liu et al. 2013) found that the
movements in land prices and the quantity of land are crucial factors in explaining the
business cycle, and that a large portion of the investment fluctuation can be attributed to a
shock to land prices. The Ref. (Ravn 2016) investigated the impacts of commercial land
on aggregate fluctuations, and demonstrated that excluding land from entrepreneurs’ pro-
duction function reduces additional volatility emerging from the deep habits mechanism.
Therefore, we anticipate that adding housing to our model can further amplify the effects
of endogenous credit standards on the economy.
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Notes

1

Several studies support this finding. For example, the Ref. (Aliaga-Diaz and Olivero 2010) points out that banks obtain an
information monopoly over the creditworthiness of customers when they monitor borrowers, which triggers costs for borrowers
to switch to other banks (switching costs). Deep habits, as proposed by (Ravn et al. 2006), can be indicated as a parsimonious
way of incorporating switching costs into the dynamic general equilibrium model. Furthermore, the deep habits model can
generate countercyclical credit standards, which is in line with empirical findings. The explanation is that an expansionary shock
triggers an increase in output, and thus the demand for loans from entrepreneurs. In order to set the new bank spread, banks
will consider the following trade-off: (1) Increasing the current profit by setting a higher spread; (2) generating a higher future
market share by lowering the spread to attract more borrowers. Due to the persistence of the shock, the latter effect dominates
the former one. As a result, a positive shock will lead to a lower credit spread.

We believe that bank competition on the amount of collateral that firms need to pledge is particularly relevant for the market
of bank loans. The Ref. (Cerqueiro et al. 2016), using the difference-in-difference method for Swedish data, demonstrated that
collateral is crucial for both borrowers and lenders and that with a high-quality collateral pledge, borrowers can experience
a lower lending rate and an increase in credit availability. Furthermore, as the duration of the lending relationship increases,
collateral requirements tend to relax. The Ref. (Berger and Udell 1995), for example, showed that a long relationship with banks
reduces the probability of collateral pledging for borrowers.

For this study, we choose the Swedish economy to calibrate our models for the following reasons: First, Sweden is a small
open economy with a floating exchange rate regime; thus, the fluctuation of the exchange rate could play an important role
in the formulation of monetary policy. The Ref. (Bjernland and Halvorsen 2014) provided empirical evidence to support this
hypothesis. Specifically, by employing a structural VAR model with sign and zero restrictions, they found that monetary policy
responds strongly to the movements in the exchange rate in the case of Sweden. Second, empirical studies demonstrate that
credit standards in Sweden are countercyclical (see (Olivero 2010)). Therefore, investigating the impacts of credit standards on
aggregate fluctuations in the Swedish economy is extremely important. Finally, as previously indicated, bank competition over
the amount of collateral that entrepreneurs must pledge is particularly relevant for the Swedish bank loan market.

Various empirical studies support the viewpoint of Monacelli (see, e.g., (Campa and Goldberg 2005); (McCarthy 2007)). Moreover,
the Ref. (Ferrero et al. 2008), using data from Sweden, Italy, and the United Kingdom, provided evidence on how import prices
react to a sharp initial depreciation of the exchange rate and conclude that the pass-through on import prices is high, but with a
delay.
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Note that C;’f ; and Cﬁ are, in turn, composites of domestic differentiated goods and imported differentiated goods indexed by
j€(0,1): ‘
1 a1 1 &1
ip _ Lp _
Cre = /( H]t) djl Crp = /( F]t) = dj
0 0

The derivations of first-order conditions are available upon request. Following the standard literature in models with deep habits,
we consider a symmetric equilibrium only.

For simplicity, we assume that the share of imported goods in the consumption basket of entrepreneurs is the same as that of
households.
For simplicity, it is assumed that the LTV ratio allowed by bank b is the same for all entrepreneurs.

There are a number of reasons for entrepreneurs to minimize their collateral pledges. One crucial reason is that they do not want
to lose control of assets in the event of default. Moreover, the process of asset valuation induces some additional costs, which
entrepreneurs would prefer to avoid. It is worth noting that when v;, is equal to zero, entrepreneurs are just concerned with the
interest rate expenditure, as in (Aliaga-Diaz and Olivero 2010).

The actual borrowing, denoted by Lb ;- is the amount that entrepreneur e will pay back to bank b in the following period. The
effective loan, instead, demonstrates the fund available to that entrepreneur after deducting the switching costs to pay for
investments, labor services, and so forth.

1 =1
Analogous to consumption, investment is a composite index of domestic and foreign goods, thatis, If = [(1 —0)7 (If;;) 7 +
-1
o (If ) 7|71, I, and I}, are, in turn, composite indexes of domestic and imported differentiated goods, respectively.

Followmg (Gali and Monacelli 2016), we assume that the share of imported goods in the investment basket is the same as that in
the consumption basket for simplifying reasons.

E=h ! iZ’ Sf} 114D represents the difference between effective and actual borrowings, while ¥ = fo (1—Xpi-1) (Ré’ t—1Lpe—1—
TCt,lat,l)db indicates the wedge between the effective and actual repayment of loans. xj, ; is the probability of repayment and
the parameter T captures the fact that the value of the collateral is lower in liquidation, as we discuss in more detail in the banking
sector. The two lump-sum transfers are to guarantee that all markets clear.

Since we assume that retailers involve no cost at differentiating goods and that each retailer is matched to one entrepreneur
randomly, the following equation must hold for all time #: Y{ =Y ;.

This assumption renders our analysis of entrepreneurs’ problems simpler, as pointed out by (Bernanke et al. 1999).
In the symmetric equilibrium, we have D; = Dy.
The total amount of loans L; ; is defined as L;; = fol Lj de.

Following (Ravn 2016), we assume that a fraction of bank b’s loans to a specific entrepreneur relative to the total loans of that

L . . . . .
bank <%) is equivalent to a fraction of that bank’s total loans relative to the total loans of all banks in the economy
0 l7 t—1
ﬁ . Furthermore, it is assumed that a lump-sum transfer ¥; is made to entrepreneurs for compensation of handing
o Lbt—1

over their assets in order to guarantee that no money falls out of the economy.

For simplicity, we assume that entrepreneurs do not internally consider that they can not pay back the loans with some positive
probability. This implies that when offering loans to entrepreneurs, the bank recognizes that a proportion of the total loans will
end up not being repaid ex-post, while each entrepreneur simply thinks that they can repay the loan they obtain. The wedge
between effective and actual repayment of loans arising from this assumption ends up in the lump-sum transfer earned by the
entrepreneur. The more credit standards are relaxed, the larger the wedge becomes.

Each bank also faces a trade-off when choosing its lending rate: while raising the lending rate Ré,t leads to higher profits, it
comes at the cost of losing market share as entrepreneurs switch to other banks.

We impose the condition P;j,t = P;,t' for all t because prices are assumed to be flexible in the world economy. Therefore, the
marginal cost is the same for all importers as in (Monacelli 2005).

Note that Lg; measures the deviation from the law of one price. When we shut down the incomplete pass-through feature, the
law of one price holds, thatis, Lg; = 1 for all £.

This assumption is reasonable because the Sveriges Riksbank (the central bank of Sweden) has introduced the inflation target
since 1993. .

The aggregate export Cj; , is produced via the following technology: Cj; , = [ fol (C}‘{jlt) %} <", where CEj,t is the export good ;.
In fact, we consider a semi-symmetric equilibrium as in (Airaudo and Olivero 2019). On one hand, we assume that all households
in the consumption sector, all wholesale goods entrepreneurs in the producing sector, and all banks in the financial sector do

behave identically. On the other hand, we assume that price is sticky in the retail sector. Specifically, there exists a faction of
1 — 6 of retailers that can reoptimize their prices, whereas a fraction of 6 cannot. As a result, the pricing is different among
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domestic retailers. A similar assumption is applied to the imported sector. A full list of equilibrium conditions is available upon
request. The model is linearized and solved using DYNARE (Adjemian et al. 2011).

% Note that a significant difference between discount factors is to guarantee that in the steady-state, the collateral constraint is
binding, that is, 1/{ > 0. Interested readers are referred to (Gerali et al. 2010) for a more detailed discussion.

26 This is also in line with (Booth and Booth 2006), who find that the concern about collateral minimization is of limited importance
to firms. Therefore, we assign a small value of 0.05, and later we report a robustness check for this parameter.

27

Since there is no consensus on the trade elasticity of substitution in the literature, we also check the sensitivity of our results for
different values of this parameter.

28 We use the quarterly data over the period 1993Q1-2018Q3 for the real U.S. GDP. The series is then detrended by the log quadratic
method, as in (Uribe and Schmitt-Grohé 2017).

The value of collateral retrieved in liquidation 7 is re-calibrated so that the steady-state of the LTV ratio remains unchanged
at 0.75.

In each exercise, the value of collateral retrieved in liquidation T is re-calibrated if necessary to guarantee that the regulatory LTV
remains unchanged at 0.75.

29

30

3 In fact, there are very small increases as we (numerically) increase the value of this elasticity from —1 to —2. In other words, deep

habits induce larger effects as this elasticity is (numerically) higher. This seems confusing because given the relaxation of credit
standards, it is more costly for banks to give loans in light of repayment probability when the elasticity is (numerically) higher,
making banks less appealing. However, in this case, we have to increase the value of T to keep the LTV ratio unchanged at 0.75,

which offsets the negative effect of the (numerically) larger elasticity on the cost of a marginal increase in LTV ratio.

32 The monetary rule has recently been modified to include several aspects of the open economy, such as the exchange rate and

foreign interest rate. The Ref. (Lim and McNelis 2008) demonstrated that the domestic interest rate moves along with the foreign
interest rate due to the activity of arbitrage and the assumption of a small open economy. The Ref. (Agyapong 2021), introducing

the real exchange rate in the policy rule, investigated the effectiveness of the Taylor rule in predicting exchange rates.

3 Similar results are obtained for the two remaining policies. The explanation is as follows: By allowing the policy rate to react to

changes in the foreign interest rate (or changes in the exchange rate), the central bank can indirectly counteract the fluctuations of
lending through controlling foreign debt. As a consequence, less credit is poured into the economy during the boom, damping
the impact of credit standards on aggregate fluctuations.
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