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Abstract

:

Wireless sensor networks (WSNs) are considered producers of large amounts of rich data. Four types of data-driven models that correspond with various applications are identified as WSNs: query-driven, event-driven, time-driven, and hybrid-driven. The aim of the classification of data-driven models is to get real-time applications of specific data. Many challenges occur during data collection. Therefore, the main objective of these data-driven models is to save the WSN’s energy for processing and functioning during the data collection of any application. In this survey article, the recent advancement of data-driven models and application types for WSNs is presented in detail. Each type of WSN is elaborated with the help of its routing protocols, related applications, and issues. Furthermore, each data model is described in detail according to current studies. The open issues of each data model are highlighted with their challenges in order to encourage and give directions for further recommendation.
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1. Introduction


Wireless sensor networks (WSNs) have recently evolved as a very vigorous research area in the field of advanced network communication. Moreover, it also plays an important role in terms of rapid technological progress, emerging practical development, and application activities [1]. The rapid growth of WSNs between 2012 and 2022 has been reported as increasing from 0.45 billion to 2 billion [2]. The major advantages of WSNs are self-organized and configured within the specified time interval, which is fixed by developments in manufacturing. Furthermore, the high impact of WSNs is enhanced in the capacity, integrity, and reliability of the network. Mostly, the WSNs are composed of many tiny and scattered sensor nodes, which have less battery capacity, thereby raising the issue of power and energy consumption. The fundamental purpose of WSNs is the collection of data by the collaboration of intermediate sensor nodes via the wireless connection. Due to any changes that occur in the environment such as temperature, humanity, velocity, speed of the wind, and light, data need to be updated according to the application requirements. Some areas including building monitoring, smart agriculture, and healthcare are easy to deploy, while the environmental [3,4], glacier [5], habitat and traffic monitoring [6], hazardous chemical detection, earthquake [7], volcano eruptions and disaster management [8], and weather forecasting and flood detection [9] are not considered as an easy deployment due to their hostile environment. Moreover, in these environments, the sensor nodes are distributed randomly by dropping through the uniform airdrop deployment method (UAD).



The contributions of this survey article are mentioned as follows:




	
The WSNs types in different groups are classified according to their protocols, applications, and current issues.



	
The data-driven models for WSNs categorize into four groups such as query-driven, event-driven, time-driven, and hybrid-driven.



	
These data models are described according to the related issue and their proposed solution.



	
Last, this survey also highlights each data model’s limitations and challenges for helping new researchers to work on new enhancements and modification in the field of data-driven WSNs.








The rest of this paper is organized as follows: Section 2 consists of a summary of the earlier existing studies, surveys, and reviews from the last six years on WSNs data-driven models. Section 3 describes in detail the WSNs’ architecture overview. Section 4 presents a detailed taxonomy of WSN types in different groups according to their protocols, applications, and current issues. In Section 5, the detailed description of WSNs data-driven models is presented related to data management for energy efficiency. Section 6 highlights each data-driven model’s limitations and challenges for helping new researchers, and the conclusion is presented in Section 7.




2. WSNs Architecture Overview


A typical WSN’s architecture consists of a sensing field that contains various kinds of sensor nodes such as data-sensing nodes, the base station, and the sink, all of which are related to each other. In the sensing field, the base station collects the data from all of its sensor nodes and transfers these data to the sink node. The sink node collects the data from all the sensor nodes efficiently due to its high processing, functionality, and memory [10]. Each sensor node is composed of different basic components, namely a sensing unit, microcontroller, wireless transceiver, and battery by determining the physical objects. After the acquisition of the sensing unit, the data are digitalized by using a microcontroller, processing power, and coordination capability [11]. Now, the data are transferred into the other connected sensor nodes through the transceiver. The transceivers are used for the transmission and reception of the data. WSNs are divided into four types based on the kind of sensor node: static, mobile, hybrid, and mobile robot [12]. Normally, all deployment of static wireless sensor networks (S-WSN) sensors is static, but mobile wireless sensor networks (M-WSN) sensors, such as i-Mouse, are fitted with locomotive platforms and may move after the first installation. Another side, a hybrid wireless sensor network (H-WSN) integrates both static and mobile sensors. Instead of implementing mobile sensors, robots are utilized to handle static sensors; these networks are known as WSRNs. Robots within wireless sensor and robot networks (WSRNs), also known as carrier-based, contain the static sensors as payload and install these sensors in suitable areas. Therefore, in this scenario, several of the predetermined deployment models are adopted while the robot’s mobility is optimized using a route optimization algorithm [13].



Finally, battery power is the main component that is used in all steps of data communication through the data process, and users can easily access data and information according to need through the internet [14]. The typical network architecture of sensor nodes in WSNs is shown in Figure 1.



The data transmission is transferred from one location to another location through the routing protocol in WSNs. A well-designed WSN protocol helps the network live longer. For this reason, the proposed protocol is made with considerably more emphasis than the other aspects of design. The WSN protocol architecture is designed to be energy efficient and meet application needs. There are two types of data collection protocols now in use: hierarchical protocols and non-hierarchical protocols [15]. The attraction of a non-hierarchical collection of protocol modules over a completely vertically stacked design, which is common in several other groups of communication systems, is that events transmitted through one layer (module) do not need to be analyzed with an intermediary layer. Nodes are drawn to the sink node because it avoids constraints and is maintained within the transmission range. Non-hierarchical WSN deployments are usually best for an event-driven data model, but hierarchical architecture implementations are better for long-term deployments. The hierarchical routing architecture gives higher coverage, while the geographic routing implementation delivers an extended network life. It may seem prudent to adopt a hybrid method, where the most computationally intensive tasks are done by a power mote [16].



Chain, tree, grid, and cluster-based hierarchical routing are the four primary kinds of hierarchical routing. Chain-based routing is simple to install and manage; the chain’s structure does not vary frequently, and nodes always transmit data to the closest node. As a result, the amount of energy required to build a chain is minimal. The drawback in chain-based routing is that there may be various nodes inside a chain; however, if the sensor node is far from the sink node, the data must travel a long distance to reach the sink node. The delivery period is considerable, which may create significant delays and make it unsuitable for time-sensitive applications [17]. The nodes are split into numerous branches, leaf nodes, and parent nodes in tree-based routing. Data are sent to the leaf node toward its parent node, next to another parent node, and so on, until they reach the sink node. The disadvantage of tree constructions is that when a tree’s parent node fails, all data transfer within its branches would be lost. Furthermore, if indeed the branch has a large number of sensor nodes, data transfers are delayed, and energy demand may rise [18]. The whole network space is split into several grids, each with its own cluster head. All sensor nodes in a grid will transmit data to its cluster head, which will transmit it to the cluster head of another grid until it arrives at the base station [19].



Unfortunately, when a grid has a large number of sensor nodes, perhaps there is a lot of data traffic, and the cluster head node’s energy is depleted quickly. The tree, chain, and grid-based routing have significant issues in that long-distance communication is not possible due to the lack of scalability for various sensors. Network clustering is attempted in various routing techniques to address these disadvantages. The cluster-based method divides networks into several clusters. Each cluster is made up of several sensor nodes, one of which is chosen as the cluster head. Due to the decreased number of data packets to be delivered, the bandwidth is kept to a bare minimum. In the cluster-based technique, the data-aggregating method decreases the quantity of immediately transmitted data to the base station as well as the amount of energy that is required due to the shorter transmitted power [20].




3. Related Work


In this section, a brief review of the various existing studies and survey literature about WSNs is presented. WSNs design is a huge challenge to sustain because the geographical structure includes small-scale, large-scale, and hostile areas. In this geographical structure, various applications are used that have their own requirements and related issues. There are only a few studies that focus on WSNs data-driven models. Hence, this survey presents the application types, architectures, data-driven models, and challenges/limitations with future recommendations for data-driven models in WSNs, as shown in Table 1.



Table 1 shows the difference between this survey article and existing studies in the area of WSNs for data management. Each WSNs type along with related applications is explained in detail [23,24,32]. The WSN types and architecture are presented in [21,31], data aggregation and non-data aggregation are outlined in [22], and WSNs’ applications are explained with the increase in network lifetime in [4,10]. Energy-efficient routing protocols are designed for WSNs applications in [32]. Hence, this survey presents the WSNs’ applications, types, architecture, and data-driven models in detail. After the configuration of WSN types, applications, and architecture, data need to be captured and delivered by sensor nodes. Data are based on different data-driven models according to the WSN scenarios. Data-driven models are necessary for handling the data in WSNs to enhance network lifetime, congestion control, traffic control, and overload, while data redundancy reduction, packet loss, data delay, and data accuracy affect each data-driven model. Thus, the researcher needs to do more work for the enhancement of data-driven models.



A top–down survey [4] presents a battery system between application requirements and the increase in the battery life while designing WSNs. The main categories of applications are healthcare, the environment, agriculture, industry, transportation, public safety, and military system. The requirements of each application are stated in the survey as well. However, battery replacement is very pricey and impractical, especially in hostile areas. The existing standard of low power includes Zigbee, wirelessHART, ISA100.11a, IEEE 802.15.6, Bluetooth low energy (BLE), and 6LoWPAN. These standards do not respond to all applications. The survey also reviews major energy-saving mechanisms, discusses their advantages, and suggests further recommendations.



Elimination of data redundancy, reduction in network traffic, and enhancement of WSN lifetime are some of the significant techniques of data aggregation. Various existing types of data aggregation techniques and protocols are surveyed [21]. The data integration technique with clustering in WSNs is presented in detail for the types of underground, underwater, and ground sensor networks. Terrestrial WSNs are based on structure and structureless methods that are influenced by data aggregation architecture with computational intelligence. The underground WSNs entail different challenges for the networks such as energy efficiency, topology, dense application, and power communication reduction. Additionally, we briefly introduce the two underground WSNs architecture such as static and mobile UWSN. Wireless body sensor networks (WBSNs) of physical components of sensor nodes, architecture, and data aggregation protocols are also explained.



The survey [22] provides an overview of WSNs and their types. A basic block diagram of a node, the physical parameters of WSNs, and design challenges such as energy consumption, cost, hardware design, computational, security, memory cost, and specific environment are described in detail. The types of WSNs presented include the mobile WSNs, underwater WSNs, underground WSNs, wireless multimedia sensor networks, and terrestrial WSNs. Similarly, a state-of-the-art review has presented the design and key challenges of WSNs. The current and attractive main requirements and constraints for WSNs and a general review of WSNs applications and their types are elaborated in detail in [23].



WSNs applications diversity is rapidly increasing due to the wide range of interactive communication in the surrounding nodes. The study focused [10] on the analysis and evaluation of different classification and characterization parameters for WSN applications because researchers and designers need more help to identify and satisfy the specific WSNs applications. The characterizations of various parameters are classified into six categories: communication and traffic, node, network, the operational environment, service component, and service.



The structure of the open system international (OSI) model for the protocol stack consists of three layers. On the other hand, the international standard organization (ISO) proposed seven layers. Note that the WSNs’ architecture consists of only five layers, and each layer has different characteristics, as presented in [24]. The study reviews WSNs’ characteristics with advantages and challenges, applications, topologies, and types.



For the designing of WSNs, different applications are used and consist mostly of factors such as objectives of applications, challenges, cost, hardware, and environmental condition. The remote sensing applications are presented with an expanded survey [33] to identify new and existing applications. The survey recommends both system requirements as well as the protocol stack of WSNs in parallel, while classifications with different challenges and issues are faced in various environments.



A comprehensive survey of hierarchical routing protocols that are constructed for mobile wireless sensor networks is presented in [25]. The purpose of the study is to propose a routing protocol that supports sensor node mobility in mixed WSNs, which include static and mobile sensor nodes. Furthermore, the researchers emphasize the benefits and drawbacks of each routing approach as well as performance concerns. The study focuses on discussing some of the most current traditional and efficient hierarchical routing that has already been constructed. The survey additionally includes a comprehensive categorization of the examined methods based on various parameters. The routing approach, mobile element, control manner, mobility pattern, clustering attributes, network architecture, protocol operation, communication paradigm, path establishment, protocol aims, energy mode, and applications are mentioned as performance metrics. Furthermore, we investigate the protocols based on latency, network size, energy economy, and scalability, as well as the benefits and limitations for every protocol.



The purpose of the paper is to investigate several problems of interest linked to WSNs by looking at specific instances of actual WSN applications, both commonly used and innovative ones [26]. The use of WSNs in various domains, such as heathland, military, urban, flora, wildlife, and industrial, is investigated in this article through the examination of relevant representative cases that are both innovative and well known. Additionally, the author’s investigation revealed that the utilization of WSNs not only gives numerous benefits in selected domains especially compared to the earlier comparative methods and techniques, it also presents innovative applications. Furthermore, both the challenges and solutions produced for a wide variety of applications are highlighted and reviewed.



The author of [27] presents a review of detecting outliers in WSNs. The research also includes details on WSN applications and descriptions of outliers from earlier research. Furthermore, several categories of outlier origins in WSNs were explicitly explained. The focus of the research has been to give a complete analysis on WSN outlier detection. The research provides a variety of approaches and investigates outlier detection strategies in each application area as well as its benefits and drawbacks. Furthermore, the limitations of outlier methods in WSNs are also discussed. Finally, the study evaluated the specified approaches for outlier diagnosis in WSNs from the perspective of its properties, applicability, and limitations.



Similarly, the aim of the research in [28] is to investigate the area of underwater wireless sensor networks and give a thorough understanding of UWSNs’ objectives, architectures, current advancements, taxonomy, and limitations. Furthermore, the study presents the most recent data for several factors that can fulfill the criteria for speedy UWSN growth. Additionally, the research presents a review of literature using well-known and reliable article databases. These categories help pinpoint future problems for enhancement and provide more possibilities for long-term contribution to the area of underwater sensor networks.



WSNs have a wide range of potential applications. The application of such networks in the context of big data highlights its capacity to transcend fundamental limitations in order to satisfy specific objectives. In another study, [29] presents two main points regarding big data collection in LS-WSNs. To begin, the capability of WSNs and big data is explored, with a focus on data collecting. Next, current data techniques are examined and debated in the research. The article provides an overview of big data gathering in LS-WSNs and also the limitations that must be handled. Furthermore, the aim of the study is to give research and industry with important insights into its potential field of study as well as to encourage the development of innovative big data collection in LS-WSNs schemes and structures.



In the study, Xu, G et al. [30] focuses on the specific application of WSNs in marine environment monitoring because of its easy deployment, real-time observing, automatic process, and low cost. The study provides a current state-of-the-art review of WSN applications for marine environment monitoring. It starts by going through the basics of WSN-based marine environment monitoring, such as possible applications, a basic WSN architectural, a generic sensor node design, sensory parameters and devices, and wireless communication technologies. Then, the study goes over the relevant study in terms of numerous studies, methods, methodologies, and strategies for monitoring the maritime environment using WSNs. According to the results of the study, there are still a few significant problems and possibilities in the development and implementation of WSNs for maritime environment monitoring, such as sensor security and stability.




4. Types of Wireless Sensor Network


In this section, the wireless sensor networks (WSNs) are classified into six types, including terrestrial, underground, underwater, multimedia, mobile, and wireless body area networks according to the environment. Therefore, each WSN type has its specific data-driven model mode that is based on data capture involving computation, analysis, and transmission method. The relationship between network application types and data-driven models, as in all land-dwelling applications, are known as the terrestrial type of WSN [34]. A fire in the forest is an example of an event-driven model. When fire occurs in a forest, sensor nodes sense and detect the specific data (event-driven model), collect the data, and send data to the sink node. Second, weather forecasting is a form of periodic or continuous (time-driven model), where sensor nodes capture the data continuously and send it to the sink node according to the time slot. Third, the query-driven model is mostly used in a healthcare environment where the operator creates the query for the specific requirement of the data in the healthcare process. Finally, hybrid data depend upon the environmental situation and condition of the scenarios. More than one data-driven model can be used in a specific application. For example, in an industrial environment, continuous data that are used for monitoring and observation are known as time-driven data, while during breakdown or some emergencies, these data are known as event-driven to resolve the issues or event by sensor nodes.



Each group has its own various routing protocols, application, and related issues and constraints. Figure 2 shows the WSNs’ various types, applications, architectures, data models constraints, and challenges.



4.1. Terrestrial WSNs


Terrestrial WSNs are land-dwelling spaces containing hundreds of thousands of sensor nodes deployed in interesting places. These nodes are very low cost or inexpensive. Two types of terrestrial WSNs are deployed such as unplanned and pre-planned (sensor nodes are arranged in 2D or 3D placement) [35]. These nodes are driven by battery power. Due to the harsh or hostile environmental condition of nodes deployment, nodes are not rechargeable and not replaceable [33]. Energy preservation is one of the hardest challenges [10] in terrestrial WSNs. In addition, energy consumption within in-network communication is one of the most critical challenges due to data redundancy. The data aggregation techniques are used for energy conservation at each sensor node during data collection. Therefore, energy can be preserved through multi-hop optimal routing, short transmission range, data aggregation, eliminating data redundancy, and delays [36]. Low-energy adaptive clustering hierarchical protocol (LEACH), hybrid energy-efficient distributed routing (HEED), geographic adaptive fidelity (GAF), power efficient gathering in sensor information systems (PEGASIS), sensor protocol for information via negotiation (SPIN), and energy-aware routing (EAR) are routing protocols that are mostly used. The main terrestrial application is weather forecasting, glacier, forest, military surveillance, natural disaster, earthquakes, and volcanos. The major challenges and issues are the efficiency of energy, transmission of data, operation environment, data aggregation, battery lifetime, difficult deployment of the grid, and optimal and 3D models due to the harsh environment for terrestrial WSNs. The major challenge of the continuous data stream in WSNs is to get valuable data by deployed sensor nodes due to with limited battery power. The skyline query is the one of popular query-driven models; [37] study snapshot skyline query on a data stream by sensor nodes in WSNs. The query-driven model is used for environmental monitoring and event surveillance application, which are considered in the terrestrial WSNs application type.



There are various complex monitoring applications of terrestrial WSNs; for example, fire detection requires smoking density and temperature observation data; security requires vibration and infrared radioactivity data, and many sensitive areas where people are not allowed and people are tracked by privacy emergence monitoring need an event-driven data model [38].



Time-driven data models are used for time-series data collection in periodic wireless sensor networks. The time-driven data model is divided into periods, and the further periods are divided into slots with respect to fixed time slots on every sensor node. Time-driven data applications generate large volumes of data by the sensor nodes due to this high energy consumption and reduced network lifetime [39].




4.2. Underground WSNs


Underground WSNs have also been considered terrestrial WSNs in the last decade. In this network, two types of wireless devices are considered, such as on-ground transceiver devices, while these devices avoid communication under the soil. In the soil sensor device, these are generally connected to gain access to data [40]. However, underground WSNs require a high cost to design, implement, and maintain the special sensor for the network communication. Mostly, application sensors are deployed under the ground for agriculture and minefields to monitor conditions in the soil, environment, infrastructure, border patrol, and security monitoring [41]. Recently, underground applications consist of agriculture for large-scale environmental monitoring to improve farm choice and to detect accidental infection such as soil monitoring, underground environments, and levels of water information under the surface [42]. On the other hand, WSNs are used to monitor underground environments such as mines and miners’ security to transfer information in case of a disaster. However, the most difficult function is to certify safe working situations in coal mines underground where unconditional environments such as dust, gas, and water monitoring exist [43]. Underground WSNs have design routing protocols for their specific applications such as underground routing protocol (URP), underground opportunistic routing (UnOR), and bounce routing in tunnels (BRIT) [44]. Some existing studies examine underwater WSNs for pipeline and mine monitoring [45,46]. A time-driven data model such as temperature readings from the pipe’s environment and the pipe surface has the ability to provide crucial data for the leakage’s identification and localization. When water leaks from a pipe in to the underground, the local temperature profile in the ground might vary when compared to values measured at other nodes far away from the leak [45]. Similarly, event-driven data models are used for safety, of which coal mine productivity is a top focus, and the model performs an essential part in it. Coal mining is mostly done underground, when geological structures are more difficult. As coal mining progresses to deeper levels, the volume of gas emitted rises, increasing the danger of coal and gas outbursts. Other natural causes, such as rock breaks, coal dust bursts, and water leaks also create tragedies in deep mines. WSNs have the potential to observe and analyze changing, hostile, and unfamiliar situations. As a result, a mesh WSN with multi-parameter monitoring in underground coal mines is created, functioning as a replacement to the cable monitoring system (CMS), depending on advanced technologies [46].




4.3. Underwater WSNs


Underwater WSNs are extended terrestrial WSNs that have attracted considerable attention because of their value in obtaining resources that are difficult to transport. Underwater WSNs are deployed in the sea. However, its hostile environment due to the time taken for exploration, expense, and people is difficult to measure [47]. UWSNs and terrestrial WSNs can be compared based on their different environment variable quantities. However, a UWSN has high signal attenuation because underwater communication is acoustic, with frequent synchronization, propagation delays, limited memory, and less bandwidth. These sensor nodes cost more than terrestrial sensors [48,49]. Some UWSN applications include seismic and tsunami sea life exploration, environmental condition of underwater quality, oil/spills, gas monitoring, agriculture, minefields, pipeline and cables, submarines, natural resources fish farms, flood, volcano, earthquake, coalmine tunnels, and tsunamis [50]. The most critical problem of UWSNs is the energy consumption of sensor nodes, because it is more difficult to recharge or replace battery power. Thus, energy saving to prolong the network’s lifetime becomes a crucial issue in many UWSN applications [41]. Efficient routing protocols have been developed for UWSN. Such protocols are constraint depth-based routing (CDBR), which is an extension of (DBR) [51], and constraint energy-efficient depth-based routing (CEEDBR) extended from (EEDBR) [52]. There are four types of UWSN applications: scientific, industrial, military, and security. Monitoring, controlling, and ocean sampling in specific sectors have great barrier reef operations and are among the many uses for UWSNS in the scientific sector. Furthermore, time-driven data are collected by robotic fish to monitor temperature and pressure as well as detect oxygen levels in water [53]. UWSNs’ industrial applications have a major influence on commercial activity facilitation. Underwater monitoring applications of oil and gas pipeline are possible with UWSNs. In the study [54], a prototype is designed for monitoring underwater oil and gas pipelines. The technology is created to give an event data-driven model of the health of pipelines that operate across huge territories. Similarly, Ross et al. [55] also built an underwater oil and gas pipeline monitoring system, which is required for the monitoring of an actuator mechanism. The various military and security applications utilize event-driven data models such as performing port and harbor control and monitoring, sea mine identification, border security from unauthorized battleships or submarines, and decentralized situational surveillance, military, and defense applications, which employ a mix of underwater sensors to look for possible threats early [56,57].




4.4. Multimedia WSNs


Multimedia is a new and emergent type of WSNs. The real-time environmental scalar data, images, video stream, audio data, and tracking movement are only retrieved with multimedia WSNs. Multimedia networks consist of sensor nodes furnished or fixed with microphones, cameras, and other multimedia objects. These types of networks have additional abilities such as the processing time, storage of associates, and fusion of multimedia data from different sources [58]. The aim of the multimedia network is a wide range of possible applications such as military and surveillance [59], smart city surveillance [59], person locator services and environmental monitoring [60], industrial, biomedical sensing, and healthcare [61], object tracking, and traffic avoidance applications [62]. The big challenges in multimedia sensors are source coding, high bandwidth cost, coverage, and energy consumption, QoS application specific, in-network processing, and channel capacity [63]. Two main types of routing protocols are used such as frame sharing (FRASH) and multi-path multi-speed (MMSPEED). One of the event-driven data applications in wireless sensor networks with the most potential is movement tracking. However, existing scalar-based WSNs are incapable of extending various image data, such as object kind and shape. To solve the complexity, a multimedia WSN is used to handle the object’s different data. When adopting multimedia, service quality issues always emerge, necessitating the use of network technologies to provide consistent service quality. In the study [62], the authors show that the quality of service (QoS) for multimedia applications varies depending on applications. As a result, delivering QoS while optimizing a network becomes a major issue. Event-driven and query-driven data-driven models are the two most common data models of basic service modes. The service mode based on events only has one sort of service, which is an event-driven service [64]. The majority of event-driven data model applications in multimedia sensor networks are latency and error intolerant. Monitoring the technological ensemble from nodes is essential for an application. Query-driven models have two sorts of services available, including the data query service and stream query service. The majority of services for data inquiry are aimed at the error-prone but query-specific delay-tolerant applications [65,66].




4.5. Mobile WSNs


Mobile WSNs is the most recent type where mobile sensor nodes always change their positions and restructure the networks. Mobile WSNs are also called hybrid networks due to their combination of fixed and mobile nodes. When sensor nodes are deployed, information on the field of interest is gathered [49,67]. To increase the mobile WSNs’ mobility, the number of applications is scattered by people, animals, manned vehicles, auto vehicles, and unmanned vehicles. Mobile WSNs’ applications are widely classified into inventory tracking, on-demand, mining, environmental and seismic monitoring, acoustic and fire detection, healthcare, and meteorology [68]. The main issues and limitations of the mobile WSNs are the mobility of sink/sensor nodes, static and dynamic deployment, hardware cost, energy depletion, protocols and topology design, heterogenetic network, localization, and data redundancy. The routing methods of mobile WSNs are divided into hybrid, distributed, and centralized, while two types of routing approaches are used, which are classical-based and optimized-based. In mobile WSNs, the mostly used existing protocols for communication are angle-based dynamic source routing (ADSR), dynamic source routing (DSR), and low-energy adaptive clustering hierarchy (LEACH) [69]. In a mobile WSN (MWSN), the easier option is to use stationary sensor nodes and move the sink nodes. A query-driven data model used for crops on a farm may contain sensors that detect humidity or temperature, and anytime a farmer passes by, its smartphone functions as a sink node, while allowing the data to be downloaded. When sensor nodes are connected to animals in tracking applications, event data are detected by the static sinks while sensor nodes are mobile. When the animals are within its range, a static sink is utilized to gather tracking data stored in the sensor nodes [70]. On the other hand, target coverage is critical since it is prevalent in applications. In these scenarios, in data gathered, wherever only the data on certain points need to be gathered where the event occurs. Since sensors are generally distributed in a messy manner throughout a large area, moving a subset of mobile sensors is frequently necessary to guarantee adequate coverage of the sensing field [71]. Unmanned aerial vehicles (UAVs) are widely used for data collecting and picture capture in current history. UAVs are used with wireless sensor networks (WSNs) to develop data-collecting systems with a wide range of capabilities. These methods are designed as UAV-WSNs, but they are ideally adapted for remote monitoring and emergency response, particularly in the region of landslides, wildfires, floods, and other disasters applications. Event-driven data model observation is the foundation for making the appropriate judgement in these circumstances. Additionally, event-driven data detection still saves the lives and cost to a certain measure [72].




4.6. Wireless Body Sensor Networks (WBSNs)


Considered as one of the most enabling technologies, WBSNs are mostly used in medical and non-medical applications. The non-medical applications include environmental monitoring system, video clip and recording voice by a mobile phone, social networking and gaming software applications, iris recognition, poisonous gas or fire in the home, and fingerprints and facial patterns. Medical applications include continuous observation data such as blood pressure, body temperature, heartbeat, and blood sugar. It is a subfield of WSNs due to its continuous monitoring; the main intention is the healthcare of people when they are in critical situations. The intelligent biosensors are used as a sensor device in wireless BSNs, which are fixed outside or inside the human body to sense the interesting information from the human body; then, sensory data are transferred to the base station for further processing. Wireless BSNs are widely used in many applications such as healthcare, medical and non-medical, and telemedicine. The main challenges faced in wireless BSNs are low power, low data transfer rate, inaccessible power source, piezoelectric energy, and the trade-off between communication and processing. The routing protocol in Wireless BSNs is classified in various groups such as thermal routing protocols (energy consumption, objective, packet delivery ratio, temperature rise, and delay), QoS routing protocols (throughput, energy consumption, objective, mobility, packet delivery ratio, and delay), cluster-based protocols (metrics, energy consumption, objective, average delay, packet delivery ratio, and security), and cross-layered routing protocols (average delay, packet delivery ratio, energy consumption, objective, metrics, and mobility) [73]. WBSNs must satisfy the quality of service (QoS) demands of users/applications and the relevant network. In order to describe QoS criteria, users must first determine the type of applications that need to be used as well as their data delivery models from sensors to the base station, such as continuous/time driven, query driven, event driven, or hybrid driven. Each of these data delivery model types has its own set of requirements for quality of service. Every data delivery model has its own QoS criteria for QoS metrics except for the continuous/time data delivery model, while the other data delivery models must meet all four essential requirements: real-time delivery, reliable delivery, energy efficiency, and flexibility to network channel circumstances [74]. The continuous data-driven paradigm usually withstands minor delays and packet losses. While there is a high rate of packet loss on a communication connection, QoS structures or methods must take extra provisions, for events such as a heart attack delivering crucial data. It ensures that the important data reach the destination in a timely and accurate manner [75].





5. Analysis of Data-Driven Models for WSNs


In WSNs, the data transmission between sensor nodes and the sink node is delivered by data-driven models according to the nature of the data. The data-driven models are used for specific interest objects which are classified into four basic data-driven models in WSNs, as shown in Figure 3. These models, such as query-driven, event-driven, time-driven, continuous-driven, and hybrid-driven [76,77], are described in detail in the following subsection and presented in Table 2.



The data processing of each data-driven model is different. Suppose the query-driven model starts the process with query generation for getting data from sensors as per the user requirement. Once the user generates queries, then, it sends the generated query to the WSNs’ sensor nodes. If the query matches with the data of the sensor nodes, then it is accepted; otherwise, it is rejected and deleted. For the event-driven model, sensor nodes are mostly in sensing mode. Sensors usually sense data according to an event, and at the moment the event occurs, data are sent to the sink node; otherwise, data are sensed continuously. In a time-driven model, sensors also sensed the data continuously. The sink node sets a timer to all sensor nodes for sensing the data. Sensor nodes divide that specific time into periods and further divide periods into slots. The sensor nodes send the data to the sink within a specific period of time; otherwise, sensor nodes collect the data continuously. Lastly, the hybrid model is made from merging two models. Suppose if the hybrid model is made by merging event-driven and time-driven models. Normally, the hybrid model processes with respect to the time-driven model to sense and send the data periodically. Whenever an event occurs, the hybrid model switches from a time-driven model to an event-driven model for further processing in the WSNs.



5.1. Query-Driven Model


In WSNs, a query-driven model is used when the user needs data regarding their requirement. According to the user’s need, the user sends the request to the sensor node in the interested region. Interested regions have various types of nature such as environmental monitoring, agriculture, healthcare, military, forest monitoring, etc. Hence, there is a huge problem regarding energy in WSNs due to the harsh environment. The energy problem in this model does not affect the whole network; it only affects the nodes of a specific region, which is consumed by data transmission.



For reducing energy consumption, Snigdh et al. [78] propose a data protocol based on multi-tree and multiple-tree algorithms. In tree-based architecture, the parent node has more load as compared to the child node, as the child node forwards data as well. The parent node receives data from the child node as it might have redundant data, which can cause high transmission. Mostly, data load occurs due to congestion, packet loss, collusion, chances of data being delayed, network control overheads with quality of service (QoS), and loss of reliability. The query-driven model is usually used for fast communication; most of the applications include health monitoring applications, post-emergency management systems (rack any object), and fire temperature.



Jain et al. [79] propose a QWRP: a query-driven virtual wheel-based routing protocol for location-based data collection. The data collection is by a mobile sink node that is placed in an interesting location-based region. To improve data delivery performance, QWRP is used. In the network, special nodes are known as wheel nodes, which have the information of mobile sink nodes. When the mobile sink wants to get the data from the interested region, wheel nodes send the query to the interest region of the mobile sink node with the help of an angle-based forwarding algorithm. The main purpose of the wheel node algorithm is to decrease the data delivery time and enhance the data delivery ratio. However, more wheel node energy is wasted compared to simple network nodes.



In the same way, Khan et al. [80] propose a query-driven virtual grid-based data dissemination QDVGDD protocol for wireless sensor networks consuming a single mobile sink to decrease the network overhead and control the data delivery ratio. Initially, WSNs constructed a virtual infrastructure that controls and spreads both query and response packets. A mobile sink surrounds the sensor field in a clockwise direction and then spreads query packets in the sensor field to show its interest.




5.2. Event-Driven Model


Event-driven model applications are used for emergency and disaster recovery-based applications such as health emergencies, forest fires, earthquakes, monitoring of air quality, animal movement, rain, lava eruption, military applications [96], and volcanic eruption [97,98,99]. The main feature of the event-driven model is that the collection of data is not formed on a continuous, regular basis while an event is occurring. An event-driven model requires reliability and assurance of delivery on time due to the emergency in the specific region. In the same environmental conditions in which the event occurs, region nodes collect and transmit redundant or raw data, which causes a high transmission rate. The raw form or redundant data causes serious event issues to occur as the region’s sensors face congestion, data redundancy, and network overload, as high traffic generates high energy consumption and high transmission cost.



In WSNs, the data fusion with Dempster–Shafer evidence theory and event-driven algorithm (EDDS) are proposed to reduce the data size and energy consumption [81]. The EDDS algorithm is used on a group of nodes, and the data sampling rate is based on the threshold when an event occurred. Furthermore, weighted data fusion is used for practical confidence and structure rules when data are transmitted from cluster heads (CHs) toward the sink. EDDS detects anomaly data and finds the data redundancy to identify the occurrence of event.



An event-driven routing between event and fault disambiguation is a very big challenge. Biswas et al. [82] present a true event-driven and fault-tolerant routing (TEDFTR) algorithm for event-driven routing. When an event occurs, any node sends events occurrence information report to the base station through multi hopping with the help of the TEDFTR algorithm. TEDFTR is a distributed event detection algorithm that detects true environmental events such as earthquakes, floods, high chemical density, and wildfire. To assure that the event is true, fault measures between neighbor nodes are carried out through a voting system. To relay is selected based on the hop-count and multi-object weight sum method through the next-hop node for an event alert.



In WSNs, updating the mobile sink’s node’s location is a very big challenge for high communication overhead and high energy consumption. An event-driven virtual wheel-based data dissemination (EDVWDD) scheme is proposed for sensor fields to include multi wheels to decrease the mobile sink node updates [83]. Whenever an event occurs, general sensor nodes send event-sensed data to the mobile sink. With the help of EDVWDD, a new virtual wheel structure is constructed where the event occurs. The nodes in the virtual wheel structure access the mobile’s sink location easily while the remaining nodes do not send data toward the mobile’s sink. When under the virtual wheel structure, nodes receive information about the mobile’s sink and then send their data to the sink with the help of a geographical routing algorithm for the shortest path selection and data delivery delay minimization.



Vajdi et al. [84] investigate the problems of hostile environment applications or event-driven wireless sensor networks (EWSNs) such as forest and fire detection events. In these applications, data harvesting is a big challenge to handle from sensor nodes in the field. These applications are used in many physical and arbitrary trajectory obstacles where the mobile sink cannot easily move. The predefined trajectory is based on EWSNs in the environment where there is no possibility to visit each sensor node one by one. Thus, sensor nodes are deployed randomly by aircraft. The study aims to select a set of rendezvous points (RPs) with a predefined trajectory for two main purposes, which are less energy consumption and the control of high data delivery delay in the EWSNs. A direct influence on the lifetime of WSNs is found on energy consumption is directly related to the rate of data transmission.



Similarly, Zhang et al. [85] propose an entropy-driven data aggregation with gradient distribution (EDAGD) deployment strategy for maximizing WSNs lifetime. The EDAGD strategy contains three algorithms. A multi-hop tree-based data aggregation (MTDA) framework is proposed for minimizing path distance, which decreases data transmission distance in the transmission process by limiting the number of hops required. An entropy-driven aggregation tree-based routing algorithm (ETA) is suggested for the Choquet integral and entropy, which uses data aggregation to monitor abnormal events. During the data transmission process in abnormal areas, sensor data are set to function, and the remaining nodes are set to sleep to save energy. For reducing the energy hop problem, a gradient deployment algorithm (GDA) is used.




5.3. Time-Driven Model


A time-driven model is a sequence of data points composed of overtime intervals by a track system based on time. In WSNs, time-driven data are produced via a sensor node by a periodic form from environmental conditions. The environmental condition does not affect network sensor nodes, these sensor nodes are continuously sensing and sending data to the sink node. The sink node collects the data from the sensor nodes in a form of a round base on time duration. Now, each sensor node is divided into the period, and each period is divided into fixed time slots that represent specific reading. Time-driven networks sometimes experience the physical observed environment condition that features dynamic change slow down and speed up. As a result, a lot of redundant or raw data products that cause various types of traffic are generated in WSNs such as packet losses, high energy consumption, data representation, data accuracy, data redundancy, network overload, high transmission cost rate, data latency, congestion, data delivery ratio, etc. In recent years, various studies have been proposed to tackle these challenges and issues [86,87,88,89].



In WSNs, data redundancy is a challenging issue that arises due to temporal and spatial correlation data collection from sensor nodes. Roohullah Jan et al. [86] propose two new lightweight fold aggregated techniques such as exact matching-based weight-enabled local data aggregation EMWA, and marginal weight-enabled local data aggregation MWA at the node level. For exact matching and to remove marginally aggregated data, EMWA is used to reduce redundancy by similar and average functions. The main aim of EMWA is to reduce the average data transfer rate. To eliminate data redundancy, data with similar values are removed and weighted values are used. To achieve high data accuracy, integrity, and reliability, EMWA uses exact matching data values instead of approximate matching values. MWA aims to calculate the distance between two consecutive readings with a predefined threshold value for identifying marginal differentiation. These extremely small values with updated weighted values are stored in memory and consume energy.



In contrast, outlier detection with an efficient data aggregated scheme is proposed for a fundamental process of saving energy and prolonging network lifetime in WSNs [87]. The novel data aggregated scheme is a radial basis function for data aggregate RBFDA based on cosine similarity and neural network that observes dense areas in a cluster neighborhood together with sensor nodes due to high similar data achievements. The neighborhood member nodes calculate data by the cosine similarity function for the detection of similarities. The Mahalanobis function uses the data outline detected from multivariant data at the node level. The CH node receives a data set from the member nodes and then checks data determination and classification, deletes outlier and reduces data redundancy based on multivariant values for improving data accuracy, and decreases network overload, all of which save energy save prolong the network lifetime.



Ibrahim et al. [88] propose an All-in-One hybrid data gathering and energy-saving mechanism for WSNs. The main idea of their mechanism is a self-reconfigurable sensor based on various parameters to select the mechanism that is suitable for data reduction techniques such as data redundancy amount and remaining power battery. The All-in-One mechanism is divided into three phases. In the first phase, the aim is an on-period data reduction technique to decrease the data transmission amount from sensor nodes by any aggregation, prediction, or compression. In the second phase, based on in-period data adaptation, the rate variation considers the monitoring condition for data transmission by using on–off transmission and adaptive frequency sensing. Third, in-node means the data correlation among the neighboring nodes by using data clustering techniques for in-network correlation.



A large-scale WSN includes many sensor nodes and thus faces issues in terms of data analysis and gathering; it has some limitations regarding data redundancy, sensor energy, and network lifetime. Ramezanifar et al. [89] propose an open-pit mining data aggregation technique for heterogeneous clustering sensor networks. Heterogeneous sensor data aggregation is difficult as compared to homogeneous data. The packet ID is used to identify different packets created by several sensors and various applications. The mining pit technique captures as several similar packets as needed, aggregate them strategically and dynamically, and then transmits them to the base station node. To reduce transmission and consume less energy, packets are sent by single hop near neighboring nodes with the help of the mining pit method.




5.4. Hybrid-Driven Model


A hybrid-driven model is a type of data collection and transmission from the sensor nodes that combines aspects of three data models: event-driven, query-driven, and time-driven. When an event occurs, the sensor collects and sends data of the event that is occurring only. After that, once the event stops, then nodes collect the data normally or periodically. On the other hand, when the user sends or requests query-driven according to their need, the sensor nodes send the data on the request of the user through a query. In WSNs, hybrid model sensors have the right to choose the data-driven model according to the occurrence of the event by modification of sensor processes. In existing studies, some researchers combined the methods and schemes to build hybrid models.



Onwuegbuzie et al. [90] propose a class of service traffic priority-based MAC (CSTP-MAC). In the work, data are classified into two classes; the first class is high-priority data (HPD) with priority tag 0 similar to a normal continuous data-driven model, and the second class is low-priority data (LPD) with priority tag 1 similar to an event-driven data model for a wireless body area network (WBAN). The body sensor monitors the body blood, temperature, heartbeat rate, and oxygen level where data collection on various body parts for monitoring prioritizes the patient’s most critical conditions. The hybrid data are used in two different ways, such as critical and non-real-time data. Both data have various data communication processes, traffic for low and high data, and bandwidth usages.



The hybrid data dissemination protocol (HDDP) uses two data-driven models proposed by Guerroumi and Khan Pathan [91]. The event-driven model detects the data; when an event occurs, the sensor nodes send data to the sink through an optimal path for energy consumption, and latency increases. The query-driven model is used when a user requests a sensor node through a source in the network.



Similarly, WSNs are used in a fixed and specific field called coffee production. An efficient technique cluster-based data aggregation (CBDA) for a hybrid model is proposed [92]. A hybrid model is composed of two models such as a time-driven and an event-driven model for less energy consumption in data transmission. The time-driven model sensors collect data from the fields and aggregate them into a constant time and next forward them to the base station. In an event-driven model, if any event occurs, data are aggregated by data aggregation technique and sent to a base station. The data aggregated CWSB technique uses cluster-based, either post event detected or after a specific time expiry.



A hybrid monitoring of software design [93] presents security specifications that are divided into two types for observed monitor objects. The first type is event monitor (inline) and the second is the time monitor (offline). Most of the time-static structure and dynamic behavior are used to build a hybrid monitoring model for enhancing the performance and advantages. Time monitoring is used for critical time limitations, while non-critical limits are used for event monitoring in hybrid data models. Monitoring software is used to monitor both the time and event, to execute out on a log result.



WSNs are made up of various individual sensor nodes that may connect to several other nodes for collecting data from the surrounding environment. The hostile environment conditions necessitate the development of WSNs that can be dropped with minimum danger from airplanes, where sensor nodes immediately begin to collect data and send it back to the base station for further analysis. In order to communicate, sensor nodes send the data to the base station, by using intermediate hoping in terms of neighbor collaborations. Thus, energy saving is a major issue in WSNs because the lifetime of sensor nodes depends on battery power.



Existing studies propose several techniques for saving energy in WSNs such as [100] hierarchical clustering, duty cycling and data-driven approach, rendezvous algorithms, [101] mobility-based energy conservation schemes, energy efficient sleep scheduling in [102,103] data reduction, protocol overhead reduction, and topology control. In Table 2, various healthcare applications are used in the query-driven model in terms of data delivery delay, and scheduling algorithms are used to save energy in WSNs [78,79,80,94,95]. If an unexpected event occurs in the WSNs environment such as fire, temperature, or a road accident, then emergency applications are used in the event-driven model [81,82,83,84,85]. Sensor nodes use the shortest minimal hop routing path for data while analyzing the reliability and true or fault probability-based events that occur.



The time-driven model emphasizes natural phenomena such as light, wind speed, temperature difference, rain, etc. Sensor nodes continuously collect and transmit data, which increase energy cost. High energy cost has a harmful impact on the sensors lifetime due to redundant data, data congestion, high traffic data, and network overload. For less energy consumption, data aggregation, clustering, data redundancy reduction, and routing protocols are used in WSNs [86,87,88,89]. Previous studies used a combination of time-driven and event-driven (hybrid) models. Sensor nodes handle two types of data, which are critical and non-critical data, which are classified on a priority basis. If a time-driven model is used, then non-critical data are sent; if an event occurs, the priority goes to the event-driven model. Most event-driven models are based on priority in the hybrid-driven model. Authentication methods, cluster-based data aggregation, hybrid data dissemination protocol, and a class of service traffic priority-based mechanisms are proposed to resolve the issues of data accuracy, data delivery rate, and latency [90,91,92,93]. However, many issues and challenges need to be resolved by future researchers related to data-driven models according to the WSNs types, application, and architectures.



Table 2 presents various existing studies and the analysis that the current work has done, and we identified the problems with respect to all four data-driven models and used applications regarding the performance metrices such as network lifetime, energy wastage, data delivery, and data aggregation in WSNs. As query driven data models are used for healthcare applications to handle the issues of data quality and data reliability, the results improve the data delivery ratio and delay. All these processes are carried out by using sleep/active scheduling algorithms. Event-driven data models in previous work target emergency applications such as wildfire, fire temperature, earthquakes, and road accidents. The true or false event direction and end-to-end delay problems are solved by increasing the latency and data delivery ratio. Query responses on data delay can be made by using mechanisms such as sleep/active scheduling and a virtual ringing wheel.



On the other hand, the time-driven data model in earlier work focuses on environmental monitoring applications such as temperature, humidity, light, pet mining, and pressure. The data redundancy, temporal, and spatial correlation issues are solved for decreasing the data size, reducing the transmission cost, and enhancing energy efficiency in WSNs by using mechanism such as data aggregation and data reduction methods. Similarly, the hybrid data model in previous work focuses on security specification, industrial environment, healthcare, and coffee arabica applications, whereas the two data-driven models are combined to detect the data including the fire, face detection, and temperature. If the time-driven model is used in one of the hybrid models, then it removes the data redundancy and increases the energy efficiency in WSNs. When the event occurs, then it gives priority for event data collection, so that it can quickly estimate the critical event and reduce reporting delay. Mechanisms such as hybrid data dissemination protocols, data aggregation, and classes of priority are used in the hybrid data model. In the next section, various important issues and limitations are highlighted with respect to data-driven models for further research.





6. Limitations and Challenges of Data-Driven Models


In this section, limitations and challenges for all data-driven models in WSNs are highlighted for the future research:



Query model: In a network, a query is used for the specific information of a place. For a request from the user, it is important to have geographical knowledge of the sensors’ location. To complete a request, the wireless communication links, topology, and deployment of sensors should not have inconsistency. To receive a query and send it back, sensors choose the single best route path from all the other paths. The biggest challenge that the query model faces is that there are many obstacles in large area wireless deployment; such obstacles are roads, mines, outdoor hostile areas, and pipelines. When large spaces occur among the sensor nodes, transmission cost increases, as collision occurs due to the small space from node to node.



Event model: In this model, data are highly important at times when a specific region of an event occurs. For data accuracy, high-density sensors node deployment is required. However, in most high-density deployment, event-occurring sensors send redundant data, which causes energy consumption. The node coverage must be good for event detection. The biggest challenge is the transmission link between the sensor nodes and the sink. The event information must deliver in the shortest time with a high probability to reach the sink with the exact location.



Time model: In the time model, the biggest challenge is energy consumption due to hostile areas as well as a large environment where humans cannot replace the sensor’s battery easily. The fault in link communication between transceiver and receiver latency is not correct, and packets drop due to the high transmission cost. Researchers should focus on enhancing the network lifetime, which directly reduces data redundancy and affects data accuracy. Mostly, data delivery is based periodically in real-time applications. Data delivery latency depends upon radio connectivity and is used for delivering data in multi-hop communication. The communication between transceiver and receiver is decreased by using multi-hop, which affects the latency and energy of sensors.



Hybrid model: Many limitations arise when a sensor switches its data from one model to another, as there are some difficulties during data processing and communication. A sensor’s life depends on the energy and battery lifetime. In hybrid data models, every data model uses different operations for data storage and sending. To identify the sensor’s location, the data delivery ratio, accuracy, and high transmission cost are limitations of the hybrid model.



Table 3 shows the limitations and challenges based on data-driven models in WSNs. For future work, the construction and enhancement of a new and innovative routing protocol are demands for the data query model to save the energy of the sensor nodes of the routing path. The elimination of data redundancies is also required for the data route. Moreover, time-sensitive scenarios in any query to further improve data delivery delay problems are required to be resolved. In an event-driven model, various protocols and schemes are required to solve the data delivery delay, end-to-end delay, data accuracy, latency, and reliability issues. This is because when an event occurs, the recognition of true or false event information is needed for a quick and safe response.



Furthermore, the time-driven model considers the data redundancy cause of high transmission and network lifetime at the sensor node level; thus, the cluster head level still needs to improve for energy consumption and data accuracy. Similarly, in the hybrid model, time-driven, event-driven, and query delivery-related issues and challenges need to be the focus of future researchers. In addition to these issues, switching between models, prioritization, authentication, handling the critical and non-critical data, storage of data, and data processing and analyzing issues need to be improved and focused on for the further research.



Table 3 is based on Table 2 for analyzing the performance metrics in WSNs that help the researchers with further research, and the future works related to each data-driven model are described in detail.



	
In the time-driven data model, the network lifetime is considered as a highly critical issue. The dense deployment sensor nodes are in a hostile monitoring environment for continuous data collection. When any node fails to perform the specific functions, hardware risk occurs due to the changing condition of the surroundings such as overcooling and overheating. Therefore, there is a need to increase the network lifetime so that the model can work in harder conditions such as with glaciers and at high temperature in industrial environments to enhance the network’s functionality.



	
Additionally, there are various implementations of WSNs for continuous data collection in hostile environments. In this scenario, several sensor nodes are moved far away from the wireless connections in the base location. Hence, these nodes depend upon the entire network of sensor nodes for data transfer to the base station, so that there is a need to work on these out-range sensor nodes for the data collection and location identification.



	
The event-driven data model is mostly used when an event occurs in any location of WSNs. A lot of primary data are lost because certain threshold values are set to detect an event so that there is a need to recover the lost data during the initial stage of an event.



	
In certain areas, when an event occurs, only active nodes transmit the data. Due to high data transmission, the nodes’ energy is imbalanced across the whole network, which also causes high energy consumption.



	
Various applications based on irregular or fault events sent information to the sink nodes such as in busy traffic where no accident has occurred but the data are interpreted as there being a road accident; all these problems could be improved in future work.



	
The query-driven feature in WSNs: only the sink node generates queries for the whole network due to the high communication cost, many queries could collect a similar data response by various sensor nodes in the network. However, due to double communication (forward and backward query), the network’s performance became slow and weak.



	
Investigation of the interaction of a cross layer and double communication with routing and query processing still needs to be explored in future work.



	
A hybrid data-driven model is considered more challenging and limiting than other data-driven models. Suppose a hybrid model is based on time and event-driven models. Mostly the data redundancy is removed, and the energy efficiency is enhanced by using the time-driven model. If any event occurs during this time, then priority is given to the event-driven model to resolve the issue. Hence, there is a need to save the data loss during the control moving from one model to another model in WSNs.



	
There are various challenges to face related to the hybrid data model in WSNs; future research recommendation include data splitting loss, high data changes, data monitoring, data handling, data analysis, updated information, location identification, and data transmission delay.







7. Conclusions


The impact of data-driven models is used to enhance the reliability of data or information for WSNs. This survey article provides WSN types with their protocols, issues, and related applications. Data collection models are elaborated in four categories: event-driven, query-driven, time-driven, and hybrid-driven according to their specific descriptions and use in recent studies. Most of the data models are based on data collection, which considers the energy, data latency, data transmission data accuracy, and data delivery ratio for enhancing the energy in WSNs. A comprehensive assessment of the open limitations of each data model with their challenges is highlighted in order to encourage and give directions for future research.







Author Contributions


Conceptualization, writing—original draft preparation, review and editing, G.S.; supervision, K.A.B.; investigation and visualization, N.A.K.K.K., S.R. and T.B. All authors have read and agreed to the published version of the manuscript.




Funding


This article has no external funding.




Institutional Review Board Statement


Not applicable.




Informed Consent Statement


Not applicable.




Data Availability Statement


Not applicable.




Conflicts of Interest


The authors declare no conflict of interest.




References


	



Nikoletseas, S.; Yang, Y.; Georgiadis, A. Wireless Power Transfer Algorithms, Technologies and Applications in Ad Hoc Communication Networks; Springer International Publishing: Cham, Switzerland, 2016; Volume XVIII, p. 745. [Google Scholar] [CrossRef]

	



Rawat, P.; Singh, K.D.; Chaouchi, H.; Bonnin, J.M. Wireless sensor networks: A survey on recent developments and potential synergies. J. Supercomput. 2013, 68, 1–48. [Google Scholar] [CrossRef]

	



Zhang, J.; Cui, Q.; Liu, X. An efficient key Management scheme for wireless sensor networks in hostile environments. In Proceedings of the 2009 International Conference on Multimedia Information Networking and Security, Wuhan, China, 18–20 November 2009; Volume 2, pp. 417–420. [Google Scholar] [CrossRef]

	



Rault, T.; Bouabdallah, A.; Challal, Y. Energy efficiency in wireless sensor networks: A top-down survey. Comput. Netw. 2014, 67, 104–122. [Google Scholar] [CrossRef]

	



Martinez, K.; Hart, J.K.; Basford, P.J.; Bragg, G.M.; Ward, T.; Young, D.S. A geophone wireless sensor network for investigating glacier stick-slip motion. Comput. Geosci. 2017, 105, 103–112. [Google Scholar] [CrossRef]

	



Boulmaiz, A.; Messadeg, D.; Doghmane, N.; Taleb-Ahmed, A. Robust acoustic bird recognition for habitat monitoring with wireless sensor networks. Int. J. Speech Technol. 2016, 19, 631–645. [Google Scholar] [CrossRef]

	



Rahman, M.U.; Rahman, S.; Mansoor, S.; Deep, V.; Aashkaar, M. Implementation of ICT and Wireless Sensor Networks for Earthquake Alert and Disaster Management in Earthquake Prone Areas. Procedia Comput. Sci. 2016, 85, 92–99. [Google Scholar] [CrossRef]

	



Anastasi, G.; Conti, M.; Di Francesco, M.; Passarella, A. Energy conservation in wireless sensor networks: A survey. Ad Hoc Netw. 2009, 7, 537–568. [Google Scholar] [CrossRef]

	



Shiravale, S.; Sriram, P.; Bhagat, S.M. Flood Alert System by using Weather Forecasting Data and Wireless Sensor Network. Int. J. Comput. Appl. 2015, 124, 14–16. [Google Scholar] [CrossRef]

	



Borges, L.M.; Velez, F.J.D.S.; Lebres, A. Survey on the Characterization and Classification of Wireless Sensor Network Applications. IEEE Commun. Surv. Tutor. 2014, 16, 1860–1890. [Google Scholar] [CrossRef]

	



Srivastava, S.; Singh, M.; Gupta, S. Wireless sensor network: A survey. In Proceedings of the 2018 International Conference on Automation and Computational Engineering (ICACE), Greater Noida, India, 3–4 October 2018; pp. 159–163. [Google Scholar] [CrossRef]

	



De Freitas, E.P.; Heimfarth, T.; Vinel, A.; Wagner, F.R.; Pereira, C.E.; Larsson, T. Cooperation among Wirelessly Connected Static and Mobile Sensor Nodes for Surveillance Applications. Sensors 2013, 13, 12903–12928. [Google Scholar] [CrossRef] [PubMed]

	



Zhang, Q.; Fok, M.P. A Two-Phase Coverage-Enhancing Algorithm for Hybrid Wireless Sensor Networks. Sensors 2017, 17, 117. [Google Scholar] [CrossRef]

	



Senouci, M.R.; Mellouk, A. Deploying Wireless Sensor Networks Theory and Practice Preface; Elsevier: Oxford, UK, 2016. [Google Scholar]

	



Carlier, M.; Steenhaut, K.; Braeken, A. Symmetric-Key-Based Security for Multicast Communication in Wireless Sensor Networks. Computers 2019, 8, 27. [Google Scholar] [CrossRef]

	



González-Parada, E.; Cano-García, J.; Aguilera, F.; Sandoval, F.; Urdiales, C. A Social Potential Fields Approach for Self-Deployment and Self-Healing in Hierarchical Mobile Wireless Sensor Networks. Sensors 2017, 17, 120. [Google Scholar] [CrossRef]

	



Almazaideh, M.; Levendovszky, J. Novel Reliable and Energy-Efficient Routing Protocols for Wireless Sensor Networks. J. Sens. Actuator Netw. 2020, 9, 5. [Google Scholar] [CrossRef]

	



Ghoul, R.; He, J.; Djaidja, S.; Al-qaness, M.A.A. PDTR: Probabilistic and Deterministic Tree-based Routing for Wireless Sensor Networks. Sensors 2020, 20, 1697. [Google Scholar] [CrossRef] [PubMed]

	



Chan, L.; Chavez, K.G.; Rudolph, H.; Hourani, A. Hierarchical routing protocols for wireless sensor network: A compressive survey. Wirel. Netw. 2020, 26, 3291–3314. [Google Scholar] [CrossRef]

	



Hosen, A.S.M.S.; Cho, G.H. An Energy Centric Cluster-Based Routing Protocol for Wireless Sensor Networks. Sensors 2018, 18, 1520. [Google Scholar] [CrossRef] [PubMed]

	



Dehkordi, S.A.; Farajzadeh, K.; Rezazadeh, J.; Farahbakhsh, R.; Sandrasegaran, K.; Dehkordi, M.A. A survey on data aggregation techniques in IoT sensor networks. Wirel. Netw. 2019, 26, 1243–1263. [Google Scholar] [CrossRef]

	



Singh, M.K.; Amin, S.I.; Imam, S.A.; Sachan, V.K.; Choudhary, A. A survey of wireless sensor network and its types. In Proceedings of the 2018 International Conference on Advances in Computing, Communication Control and Networking (ICACCCN), Greater Noida, India, 12–13 October 2018; pp. 326–330. [Google Scholar] [CrossRef]

	



Mallick, C.; Satpathy, S. Challenges and Design Goals of Wireless Sensor Networks: A Sate-of-the-art Review. Int. J. Comput. Appl. 1970, 179, 42–47. [Google Scholar] [CrossRef]

	



Ifeanyi, O.; Christopher, N.; Kelechi, O. Wireless Sensor Network: Characteristics and Architecture. Int. J. Comput. Technol. 2018, 5, 1398–1401. [Google Scholar]

	



Sabor, N.; Sasaki, S.; Abo-Zahhad, M.; Ahmed, S.M. A Comprehensive Survey on Hierarchical-Based Routing Protocols for Mobile Wireless Sensor Networks: Review, Taxonomy, and Future Directions. Wirel. Commun. Mob. Comput. 2017, 2017, 2818542. [Google Scholar] [CrossRef]

	



Kandris, D.; Nakas, C.; Vomvas, D.; Koulouras, G. Applications of Wireless Sensor Networks: An Up-to-Date Survey. Appl. Syst. Innov. 2020, 3, 14. [Google Scholar] [CrossRef]

	



Safaei, M.; Asadi, S.; Driss, M.; Boulila, W.; Alsaeedi, A.; Chizari, H.; Abdullah, R.; Safaei, M. A Systematic Literature Review on Outlier Detection in Wireless Sensor Networks. Symmetry 2020, 12, 328. [Google Scholar] [CrossRef]

	



Fattah, S.; Gani, A.; Ahmedy, I.; Idris, M.Y.I.; Hashem, I.A.T. A Survey on Underwater Wireless Sensor Networks: Requirements, Taxonomy, Recent Advances, and Open Research Challenges. Sensors 2020, 20, 5393. [Google Scholar] [CrossRef] [PubMed]

	



Djedouboum, A.C.; Ari, A.A.A.; Gueroui, A.M.; Mohamadou, A.; Aliouat, Z. Big Data Collection in Large-Scale Wireless Sensor Networks. Sensors 2018, 18, 4474. [Google Scholar] [CrossRef] [PubMed]

	



Xu, G.; Shen, W.; Wang, X. Applications of Wireless Sensor Networks in Marine Environment Monitoring: A Survey. Sensors 2014, 14, 16932–16954. [Google Scholar] [CrossRef] [PubMed]

	



Mohamed, R.E.; Saleh, A.I.; Abdelrazzak, M.; Samra, A.S. Survey on Wireless Sensor Network Applications and Energy Efficient Routing Protocols. Wirel. Pers. Commun. 2018, 101, 1019–1055. [Google Scholar] [CrossRef]

	



Maheshwari, A.; Chand, N. A Survey on Wireless Sensor Networks. Lect. Notes Netw. Syst. 2019, 46, 153–164. [Google Scholar]

	



Vieira, M.; Coelho, C.; da Silva, D.; da Mata, J. Survey on wireless sensor network devices. In Proceedings of the EFTA 2003. 2003 IEEE Conference on Emerging Technologies and Factory Automation. Proceedings (Cat. No.03TH8696), Lisbon, Portugal, 16–19 September 2003; Volume 1, pp. 537–544. [Google Scholar] [CrossRef]

	



Randhawa, S. Research Challenges in Wireless Sensor Network: A State of the Play. arXiv 2014, arXiv:1404.1469. [Google Scholar]

	



Bala, T.; Bhatia, V.; Kumawat, S.; Jaglan, V. A survey: Issues and challenges in wireless sensor network. Int. J. Eng. Technol. 2018, 7, 53–55. [Google Scholar] [CrossRef]

	



Guoe, M.; Shan, J.Y.; Yong, I. Evaluation of sensor network capability in a practical problem. Int. J. Adv. Appl. Sci. 2017, 14, 18. [Google Scholar]

	



Fattah, S.; Gani, A.; Ahmedy, I.; Idris, M.Y.I.; Targio Hashem, I.A. Efficient Continuous Skyline Query Processing in Wireless Sensor Networks. Sensors 2020, 20, 5393. [Google Scholar] [CrossRef]

	



Zhuang, Y.; Wu, C.; Wu, H.; Zhang, Z.; Gao, Y.; Li, L. Collaborative Neural Network Algorithm for Event-Driven Deployment in Wireless Sensor and Robot Networks. Sensors 2020, 20, 2779. [Google Scholar] [CrossRef] [PubMed]

	



Al-Qurabat, A.K.M.; Idrees, A.K. Two level data aggregation protocol for prolonging lifetime of periodic sensor networks. Wirel. Netw. 2019, 25, 3623–3641. [Google Scholar] [CrossRef]

	



Yu, X. The research of an advanced wireless sensor networks for agriculture. Afr. J. Agric. Res. 2012, 7, 851–858. [Google Scholar] [CrossRef]

	



Yu, X. Overview of wireless underground sensor networks for agriculture. Afr. J. Biotechnol. 2012, 11, 3942–3948. [Google Scholar] [CrossRef]

	



Wu, S.; Austin, A.C.M.; Ivoghlian, A.; Bisht, A.; Wang, K.I.-K. Long range wide area network for agricultural wireless underground sensor networks. J. Ambient. Intell. Humaniz. Comput. 2020, 1–17. [Google Scholar] [CrossRef]

	



Akkaş, M.A. Using wireless underground sensor networks for mine and miner safety. Wirel. Netw. 2016, 24, 17–26. [Google Scholar] [CrossRef]

	



Adel, A.; Norsheila, F. Probabilistic routing protocol for a hybrid wireless underground sensor networks. Wirel. Commun. Mob. Comput. 2011, 13, 142–156. [Google Scholar] [CrossRef]

	



Sadeghioon, A.M.; Metje, N.; Chapman, D.N.; Anthony, C.J. SmartPipes: Smart Wireless Sensor Networks for Leak Detection in Water Pipelines. J. Sens. Actuator Netw. 2014, 3, 64–78. [Google Scholar] [CrossRef]

	



Zhang, Y.; Yang, W.; Han, D.; Kim, Y.-I. An Integrated Environment Monitoring System for Underground Coal Mines—Wireless Sensor Network Subsystem with Multi-Parameter Monitoring. Sensors 2014, 14, 13149–13170. [Google Scholar] [CrossRef]

	



Wahid, A.; Kim, D. An Energy Efficient Localization-Free Routing Protocol for Underwater Wireless Sensor Networks. Int. J. Distrib. Sens. Netw. 2012, 8, 307246. [Google Scholar] [CrossRef]

	



Ari, A.A.A.; Yenke, B.O.; Labraoui, N.; Damakoa, I.; Gueroui, A. A power efficient cluster-based routing algorithm for wireless sensor networks: Honeybees swarm intelligence based approach. J. Netw. Comput. Appl. 2016, 69, 77–97. [Google Scholar] [CrossRef]

	



TagneFute, E.; Tonyé, E.; Lauri, F.; Koukam, A. Multi-agent Patrolling: Multi-Objective Approach of the Event Detection by a Mobile Wireless Sensors Network. Int. J. Comput. Appl. 2014, 88, 1–8. [Google Scholar] [CrossRef]

	



Felemban, E.; Shaikh, F.K.; Qureshi, U.M.; Sheikh, A.A.; Bin Qaisar, S. Underwater Sensor Network Applications: A Comprehensive Survey. Int. J. Distrib. Sens. Netw. 2015, 11, 896832. [Google Scholar] [CrossRef]

	



Yan, H.; Shi, Z.J.; Cui, J.-H. DBR: Depth-based routing for underwater sensor networks. In Proceedings of the International Conference on Research in Networking, Singapore, 5–9 May 2008; Springer: Berlin/Heidelberg, Germany, 2008; pp. 72–86. [Google Scholar] [CrossRef]

	



Mahmood, S.; Nasir, H.; Tariq, S.; Ashraf, H.; Pervaiz, M.; Khan, Z.; Javaid, N. Forwarding Nodes Constraint based DBR (CDBR) and EEDBR (CEEDBR) in Underwater WSNs. Procedia Comput. Sci. 2014, 34, 228–235. [Google Scholar] [CrossRef]

	



Klein, D.J.; Gupta, V.; Morgansen, K.A. Coordinated control of robotic fish using an underwater wireless Network. In Wireless Networking Based Control; Mazumder, S., Ed.; Springer: New York, NY, USA, 2011. [Google Scholar] [CrossRef]

	



Saeed, H.; Ali, S.; Rashid, S.; Qaisar, S.; Felemban, E.; Ali, S. Reliable monitoring of oil and gas pipelines using wireless sensor network (WSN) REMONG. In Proceedings of the 2014 9th International Conference on System of Systems Engineering (SOSE), Glenelg, SA, Australia, 9–13 June 2014; pp. 230–235. [Google Scholar] [CrossRef]

	



Abbas, M.Z.; Abu Bakar, K.; Arshad, M.A.; Tayyab, M.; Mohamed, M.H. Scalable Nodes Deployment Algorithm for the Monitoring of Underwater Pipeline. TELKOMNIKA Telecommunication Comput. Electron. Control. 2016, 14, 1183–1191. [Google Scholar] [CrossRef]

	



Font, D.; Tresanchez, M.; Siegentahler, C.; Pallejà, T.; Teixidó, M.; Pradalier, C.; Palacín, J. Design and Implementation of a Biomimetic Turtle Hydrofoil for an Autonomous Underwater Vehicle. Sensors 2011, 11, 11168–11187. [Google Scholar] [CrossRef]

	



Eldred, R.; Lussier, J.; Pollman, A. Design and Testing of a Spherical Autonomous Underwater Vehicle for Shipwreck Interior Exploration. J. Mar. Sci. Eng. 2021, 9, 320. [Google Scholar] [CrossRef]

	



Alnuaimi, M.; Sallabi, F.; Shuaib, K. A survey of wireless multimedia sensor networks challenges and solutions. In Proceedings of the 2011 International Conference on Innovations in Information Technology, Abu Dhabi, United Arab Emirates, 25–27 April 2011; pp. 191–196. [Google Scholar] [CrossRef]

	



Ahmad, I.; Shah, K.; Ullah, S.; Mardan, A.W.k.U.; Pakhtoonkhwa, K. Military Applications using Wireless Sensor Networks: A survey. Int. J. Eng. Sci. Comput. 2016, 6, 7039. [Google Scholar]

	



Wels, S. Applying service-oriented architectures in environmental monitoring systems. In Proceedings of the 27th Twente Student Conference on IT, Enschede, The Netherlands, 5 July 2017. [Google Scholar]

	



Srivastava, N. Challenges of Next-Generation Wireless Sensor Networks and its impact on Society. J. Telecommun. 2010, 1, 128–133. [Google Scholar]

	



Kim, B.-S.; Kim, K.-I.; Sung, T.-E.; Shah, B.; Chow, F.; Kim, K.H. Object Tracking Based on (m,k)-firm Model in Multimedia Wireless Sensor Networks. Proceedings 2019, 15, 46. [Google Scholar] [CrossRef]

	



Wu, M.; Tan, L.; Xiong, N. A structure fidelity approach for big data collection in wireless sensor networks. Sensors 2015, 15, 248–273. [Google Scholar] [CrossRef]

	



Abazeed, M.; Faisal, N.; Zubair, S.; Ali, A. Routing Protocols for Wireless Multimedia Sensor Network: A Survey. J. Sens. 2013, 2013, 469824. [Google Scholar] [CrossRef]

	



Angsuchotmetee, C.; Chbeir, R.; Cardinale, Y.; Yokoyama, S. A pipelining-based framework for processing events in multimedia sensor networks. In Proceedings of the 33rd Annual ACM Symposium on Applied Computing, Pau, France, 9–13 April 2018; pp. 247–250. [Google Scholar] [CrossRef]

	



Alanazi, A.; Elleithy, K.M. Real-Time QoS Routing Protocols in Wireless Multimedia Sensor Networks: Study and Analysis. Sensors 2015, 15, 22209–22233. [Google Scholar] [CrossRef]

	



Ang, K.L.-M.; Seng, J.K.P.; Zungeru, A.M. Optimizing Energy Consumption for Big Data Collection in Large-Scale Wireless Sensor Networks with Mobile Collectors. IEEE Syst. J. 2017, 12, 616–626. [Google Scholar] [CrossRef]

	



Bakhtiar, Q.A.; Makki, K.; Pissinou, N. Data reduction in low powered wireless sensor networks. In Wireless Senssors Networks Technology Applications; Matin, M.A., Ed.; Intech: West Palm Beach, FL, USA, 2012; Available online: https://www.intechopen.com/chapters/37872 (accessed on 28 August 2021). [CrossRef]

	



Ramasamy, V. Mobile wireless sensor networks: An overview. In Insights and Innovations; Sallis, P., Ed.; IntechOpen: West Palm Beach, FL, USA, 2017; Available online: https://www.intechopen.com/chapters/56900 (accessed on 28 August 2021). [CrossRef]

	



Burgos, U.; Amozarrain, U.; Gómez-Calzado, C.; Lafuente, A. Routing in Mobile Wireless Sensor Networks: A Leader-Based Approach. Sensors 2017, 17, 1587. [Google Scholar] [CrossRef]

	



Liang, D.; Shen, H.; Chen, L. Maximum Target Coverage Problem in Mobile Wireless Sensor Networks. Sensors 2020, 21, 184. [Google Scholar] [CrossRef]

	



Cao, H.; Liu, Y.; Yue, X.; Zhu, W. Cloud-Assisted UAV Data Collection for Multiple Emerging Events in Distributed WSNs. Sensors 2017, 17, 1818. [Google Scholar] [CrossRef]

	



Zuhra, F.T.; Abu Bakar, K.; Ahmed, A.; Tunio, M.A. Routing protocols in wireless body sensor networks: A comprehensive survey. J. Netw. Comput. Appl. 2017, 99, 73–97. [Google Scholar] [CrossRef]

	



Razzaque, M.A.; Javadi, S.S.; Coulibaly, Y.; Hira, M.T. QoS-Aware Error Recovery in Wireless Body Sensor Networks Using Adaptive Network Coding. Sensors 2014, 15, 440–464. [Google Scholar] [CrossRef] [PubMed]

	



Suriyachai, P.; Roedig, U.; Scott, A. A Survey of MAC Protocols for Mission-Critical Applications in Wireless Sensor Networks. IEEE Commun. Surv. Tutor. 2011, 14, 240–264. [Google Scholar] [CrossRef]

	



Arai, K.; Kapoor, S.; Bhatia, R. Intelligent Computing: Proceedings of the 2018 Computing Conference, Volume 1; Springer International Publishing: Berlin/Heidelberg, Germany, 2019; Volume 858. [Google Scholar]

	



Tilak, S.; Abu-Ghazaleh, N.B.; Heinzelman, W. A taxonomy of wireless micro-sensor network models. ACM SIGMOBILE Mob. Comput. Commun. Rev. 2002, 6, 28–36. [Google Scholar] [CrossRef]

	



Snigdh, I.; Surani, S.S.; Sahu, N.K. Energy conservation in query driven wireless sensor networks. Microsyst. Technol. 2020, 27, 843–851. [Google Scholar] [CrossRef]

	



Jain, S.; Pattanaik, K.K.; Shukla, A. QWRP: Query-driven virtual wheel based routing protocol for wireless sensor networks with mobile sink. J. Netw. Comput. Appl. 2019, 147, 102430. [Google Scholar] [CrossRef]

	



Khan, A.W.; Bangash, J.I.; Ahmed, A.; Abdullah, A.H. QDVGDD: Query-Driven Virtual Grid based Data Dissemination for wireless sensor networks using single mobile sink. Wirel. Netw. 2017, 25, 241–253. [Google Scholar] [CrossRef]

	



Yu, X.; Zhang, F.; Zhou, L.; Liu, Q. Novel Data Fusion Algorithm Based on Event-Driven and Dempster–Shafer Evidence Theory. Wirel. Pers. Commun. 2018, 100, 1377–1391. [Google Scholar] [CrossRef]

	



Biswas, P.; Samanta, T. True Event-Driven and Fault-Tolerant Routing in Wireless Sensor Network. Wirel. Pers. Commun. 2020, 112, 439–461. [Google Scholar] [CrossRef]

	



Jain, S.; Pattanaik, K.K.; Verma, R.K.; Shukla, A. EDVWDD: Event-Driven Virtual Wheel-based Data Dissemination for Mobile Sink-Enabled Wireless Sensor Networks. J. Supercomput. 2021, 77, 11432–11457. [Google Scholar] [CrossRef]

	



Vajdi, A.; Zhang, G.; Zhou, J.; Wei, T.; Wang, Y.; Wang, T. A New Path-Constrained Rendezvous Planning Approach for Large-Scale Event-Driven Wireless Sensor Networks. Sensors 2018, 18, 1434. [Google Scholar] [CrossRef]

	



Zhang, J.; Lin, Z.; Tsai, P.-W.; Xu, L. Entropy-driven data aggregation method for energy-efficient wireless sensor networks. Inf. Fusion 2019, 56, 103–113. [Google Scholar] [CrossRef]

	



Jan, S.R.; Khan, R.; Khan, F.; Jan, M.A.; Alshehri, M.D.; Balasubramaniam, V.; Sehdev, P.S. Marginal and average weight-enabled data aggregation mechanism for the resource-constrained networks. Comput. Commun. 2021, 174, 101–108. [Google Scholar] [CrossRef]

	



Ullah, I.; Youn, H.Y.; Han, Y.-H. An efficient data aggregation and outlier detection scheme based on radial basis function neural network for WSN. J. Ambient. Intell. Humaniz. Comput. 2021, 1–17. [Google Scholar] [CrossRef]

	



Ibrahim, M.; Harb, H.; Mansour, A.; Nasser, A.; Osswald, C. All-in-one: Toward hybrid data collection and energy saving mechanism in sensing-based IoT applications. Peer-to-Peer Netw. Appl. 2021, 14, 1154–1173. [Google Scholar] [CrossRef]

	



Ramezanifar, H.; Ghazvini, M.; Shojaei, M. A new data aggregation approach for WSNs based on open pits mining. Wirel. Netw. 2020, 27, 41–53. [Google Scholar] [CrossRef]

	



Onwuegbuzie, I.U.; Razak, S.A.; Isnin, I.F.; Darwish, T.S.J.; Al-Dhaqm, A. Optimized backoff scheme for prioritized data in wireless sensor networks: A class of service approach. PLoS ONE 2020, 15, e0237154. [Google Scholar] [CrossRef] [PubMed]

	



Guerroumi, M.; Pathan, A.-S.K. Hybrid data dissemination protocol (HDDP) for wireless sensor networks. Wirel. Netw. 2016, 24, 1739–1754. [Google Scholar] [CrossRef]

	



Ahmed, R.Z.; Biradar, R.C. Data aggregation for pest identification in coffee plantations using WSN: A hybrid model. In Proceedings of the 2015 International Conference on Computing and Network Communications (CoCoNet), Trivandrum, India, 16–19 December 2015; pp. 139–146. [Google Scholar] [CrossRef]

	



Khan, M.U.; Zulkernine, M. A hybrid monitoring of software design-level security specifications. In Proceedings of the 2014 14th International Conference on Quality Software, Allen, TX, USA, 2–3 October 2014; pp. 111–116. [Google Scholar] [CrossRef]

	



Chung, W.-Y.; Walia, G.; Lee, Y.-D.; Myllyla, R. Design issues and implementation of query-driven healthcare system using wireless sensor Ad-Hoc network. In Proceedings of the 4th International Workshop on Wearable and Implantable Body Sensor Networks (BSN 2007), Aachen, Germany, 26–28 March 2007; pp. 99–104. [Google Scholar] [CrossRef]

	



Jain, S.; Pattanaik, K.K.; Verma, R.K.; Shukla, A. QRRP: A query-driven ring routing protocol for mobile sink based wireless sensor networks. In Proceedings of the TENCON 2019—2019 IEEE Region 10 Conference (TENCON), Kochi, India, 17–20 October 2019; pp. 1986–1991. [Google Scholar] [CrossRef]

	



Harb, H.; Makhoul, A.; Jaber, A.; Tawbi, S. Energy efficient data collection in periodic sensor networks using spatio-temporal node correlation. Int. J. Sens. Netw. 2019, 29, 1–5. [Google Scholar] [CrossRef]

	



Lutakamale, A.S.; Kaijage, S. Wildfire Monitoring and Detection System Using Wireless Sensor Network: A Case Study of Tanzania. Wirel. Sens. Netw. 2017, 9, 274–289. [Google Scholar] [CrossRef]

	



Afghah, F.; Razi, A.; Chakareski, J.; Ashdown, J. Wildfire monitoring in remote areas using autonomous unmanned aerial vehicles. In Proceedings of the IEEE INFOCOM 2019—IEEE Conference on Computer Communications Workshops (INFOCOM WKSHPS), Paris, France, 29 April–2 May 2019; pp. 835–840. [Google Scholar] [CrossRef]

	



Kaur, H.; Sood, S.K.; Bhatia, M. Cloud-assisted green IoT-enabled comprehensive framework for wildfire monitoring. Clust. Comput. 2019, 23, 1149–1162. [Google Scholar] [CrossRef]

	



Sharad, N.; Shelke, Ȧ.; Patil, C.S. Energy Saving Techniques in Wireless Sensor Networks. Int. J. Curr. Eng. Technol. 2014, 4, 1441–1444. [Google Scholar]

	



Khriji, S.; El Houssaini, D.; Kammoun, I.; Kanoun, O. Energy-efficient techniques in wireless sensor networks: Technology, components and system design. In Proceedings of the Energy Harvesting Wireless Sensor Networks; De Gruyter Oldenbourg: Berlin, Germany; Boston, MA, USA, 2018; pp. 287–304. [Google Scholar] [CrossRef]

	



Pagar, A.R.; Mehetre, D.C. A Survey on Energy Efficient Sleep Scheduling in Wireless Sensor Network. Int. J. Adv. Res. Comput. Sci. Softw. Eng. 2015, 5, 557–562. [Google Scholar]

	



Sundaran, K.; Murugaanandam, S.; Ganapathy, V. Energy Efficient Techniques in Wireless Sensor Networks: Recent Survey. Sens. Lett. 2016, 14, 643–655. [Google Scholar] [CrossRef]








[image: Technologies 09 00076 g001 550] 





Figure 1. The typical network architecture of sensor nodes in a WSN. 
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Figure 2. WSNs various types, applications, architectures, data models constraints, and challenges. 
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Figure 3. Process of data-driven models for WSNs. 
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Table 1. Comparison of existing related works of data-driven models in WSNs.
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	References
	Applications
	WSNs Types
	Architecture
	Data-Driven Models
	Challenges/Limitations





	[4]
	Yes
	No
	No
	No
	No



	[10]
	Yes
	No
	No
	No
	No



	[21]
	No
	Yes
	Yes
	No
	Energy efficiency, topology design, cost, antenna design, condition and type of soil, variable requirements, environment size, and underground



	[22]
	No
	Yes
	No
	No
	Security, computational and memory, hardware design, cost, and power consumption



	[23]
	Yes
	Yes
	No
	No
	Resource constraints, quality-of-service, security, data redundancy, packet errors, variable-link capacity, and storage



	[24]
	Yes
	Yes
	No
	No
	Energy constraint, transmission media, computational capability, limited bandwidth, fault tolerance, scalability, and cost of deployment



	[25]
	Yes
	
	Yes
	Yes
	Delay, network size, energy-efficiency, and scalability



	[26]
	Yes
	No
	Yes
	No
	Node weight and dimensions, robustness, communication range, throughput, reliability and security, network tolerance



	[27]
	Yes
	
	Yes
	
	Resource constrains, communication cost, streaming data, heterogeneity and mobility of nodes, communication failures, large-scale deployment, identifying outlier sources



	[28]
	Yes
	Yes
	No
	No
	Limited bandwidth, delay variance and propagation, transmission range, complex acoustic environment



	[29]
	Yes
	Yes
	No
	Yes
	Data collection and storage, data processing



	[30]
	Yes
	Yes
	Yes
	No
	Battery power issues, communication issue, severe environment conditions



	[31]
	Yes
	No
	Yes
	No
	No



	[32]
	Yes
	Yes
	No
	No
	Fault tolerance, scalability, transmission media, power constraint, management at a distance sensor, and security issues



	This Survey Article
	Yes
	Yes
	Yes
	Yes
	Yes, present in Session 6
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Table 2. Summaries of existing studies for data-driven models in WSNs.
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	References
	Applications
	Data Models
	Problem Identify
	Network Lifetime
	Energy Wastages
	Data Delivery
	Data Aggregation
	Methods
	Limitations





	[78]
	Health-monitoring applications
	Query driven
	Data collection WSNs
	Multiple trees
	Parent node
	Delay requirements are not
	-
	Sleep cycle scheduling
	Need real-time applications such as battery life of nodes, critical response time, mobility nodes, and a lifetime of WSNs



	[79]
	Post-emergency management system
	Query driven
	Quality of service (QoS)
	Energy consumes
	Wheel nodes
	Data delivery delay
	Wheel node performs data aggregation
	Wheel maintenance mechanism
	Does not support multiple sink nodes and latency of the application



	[80]
	Emergency operations, battlefield environment
	Query driven
	Network control overheads quality of service
	Reduced network congestion
	Cell-header/forwarder nodes
	Data delivery performance
	Cell header
	Progressively shifting cell-header
	Does not handle random data propagation and volatile sink mobility patterns



	[81]
	Fire temperature
	Event driven
	End-to-end delay
	Event-driven clustering
	Active state for gather data
	Latency increases quickly
	Cluster formation based lead to redundancy
	Sleep state
	Do not focus on multi-source data and multi-path fusion



	[82]
	Wildfire, earthquake, high chemical density and flood
	Event driven
	True or fault event
	Residual energy
	Forwarder node
	Link reliability delivery ratio (DR)
	Distributed event detection
	Minimum hop-count
	Focus only on a specific environment



	[83]
	Monitoring an event of interest
	Event driven
	Overhead of mobile sink location
	Shortest routing path
	Transmitting and receiving data
	Minimizes data delivery delay
	Reducing the overhead of advertising
	Virtual wheel-based data dissemination
	Data transmission link can be lost due to the presence of an obstacle in the sensing environment



	[84]
	Grounded robots or vehicles environment
	Event driven
	Predefined trajectory environment
	Mobile sink predefined trajectory
	Fixed trajectory environment
	Data delivery time
	Rendezvous points (RPs)
	Number of hops sensor-node data transformation
	Do not handle a lifetime of network and energy consumption



	[85]
	Environmental monitoring forest, wildfire
	Event driven
	Energy hole problem
	Reducing the number of hops
	Sensors nearby the sink run out of energy
	-
	Abnormal event
	RP planning
	Do not consider data redundancy to save energy consumption



	[86]
	Production efficiency of factories, monitoring and controlling individuals’ city data
	Time driven
	Spatial and temporal correlation
	Faulty nodes
	Whole sensor nodes
	-
	At the node level and the cluster head level
	Matching- weight-enabled aggregation (EMWA), marginal weight-enabled aggregation (MWA) and Euclidean
	Data sense collection is long due to this large information loss



	[87]
	IoT data health in a community,
	Time driven
	Outliers and redundant data
	A load of network and energy consumption network lifetime
	Dense sensor nodes, network congestion, and traffic
	-
	Cluster Head
	Cosine similarity function, Mahalanobis distance
	Need data classification for accuracy



	[88]
	Temperature, humidity, light, and voltage
	Time/periodic driven
	Reliability and information
	Data redundancy or similarities
	Each node level and CH level
	-
	Redundancy data
	Aggregation, compression, and predictions
	Do not tackle data collision and scheduling



	[89]
	Pit mining
	Time driven
	Data aggregation of heterogeneous data
	Heterogeneous data collection
	Data transmission, sensor nodes, and a central node
	-
	Central node
	Average, sum, minimum, and produce a packet
	Deplete sensor batteries quite fast due to the high amount of data redundancy



	[90]
	Home, industrial, logistics, aviation, health, manufacturing, and military
	Time driven and event driven
	Data prioritization of heterogeneous
	Data priority class for energy saving
	All the sensors
	Packet delivery ratio
	-
	Class of service traffic priority-based medium access control (CSTP-MAC)
	Still, data handling of data prioritization for the network layer of the WSN protocol stack



	[91]
	Temperature, light intensity, magnetism, seismic activity, sound, water level
	Query driven and event driven
	Data query dissemination scheme and data gathering
	Energy threshold changes
	All the sensors
	Data delivery rate and latency
	-
	Hybrid data dissemination protocol (HDDP)
	Do not consider QoS (Quality of Service) parameters and the mobility of some nodes



	[92]
	Coffee Arabica and Coffee Robusta
	Time driven and event driven
	To detect time-driven or event-driven data
	Energy expended on cluster-head
	Data communication from sensor node to a base station
	-
	Each node level
	Cluster-based data aggregation (CBDA)
	Event-driven model accuracy true event information



	[93]
	Security specifications
	Hybrid is driven (event and time monitoring)
	Non-time-critical and time-critical monitoring
	-
	-
	Accuracy for event or time monitoring
	Constraints on sequences of action
	Authentication mechanisms
	It is not actually designed for secure software



	[94]
	Healthcare monitoring
	Query driven
	High reliability
	Low
	Packet lost collusion, over emitting
	Prime requirement
	No need
	Sleep and wake up
	High memory cost



	[95]
	Advertising mobile sink’s location by flooding
	Query driven
	Injection location and data collection location
	Select minimum length routing path
	Queries and data routing
	Data delivery delay
	Rendezvous nodes
	Virtual ring infrastructure
	Data loss if one sensor node fails
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Table 3. Analyzes the limitation and challenges of each data-driven model in WSNs.
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Data Model

	
Limitation and Challenges




	
Energy Consumption

	
Transmission Cost

	
Data Delivery Delay

	
End to End Delay

	
Accuracy

	
Reliability

	
Mobility

	
Latency




	
Node

	
CH

	
Network Lifetime






	
Query driven

	
high

	
medium

	
low

	
medium

	
medium

	
medium

	
medium

	
medium

	
high

	
Medium




	
Event driven

	
medium

	
medium

	
low

	
medium

	
high

	
high

	
high

	
high

	
high

	
High




	
Time driven

	
high

	
high

	
high

	
high

	
medium

	
medium

	
medium

	
low

	
low

	
Low




	
Hybrid driven

	
high

	
high

	
high

	
high

	
high

	
high

	
high

	
high

	
high

	
high
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