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Abstract: Organizations must quickly adapt their processes to understand the dynamic nature of 
modern business environments. As highlighted in the literature, centralized governance supports 
decision-making and performance measurement processes in technology companies. For this rea-
son, a reliable decision-making system with an integrated data model that enables the rapid collec-
tion and transformation of data stored in heterogeneous and different sources is needed. Therefore, 
this paper proposes the design of a data model to implement data-driven governance through a 
literature review of adopted approaches. The lack of a standardized procedure and a disconnection 
between theoretical frameworks and practical application has emerged. This paper documented the 
suggested approach following these steps: (i) mapping of monitoring requirements to the data struc-
ture, (ii) documentation of ER diagram design, and (iii) reporting dashboards used for monitoring 
and reporting. The paper helped fill the gaps highlighted in the literature by supporting the design 
and development of a DWH data model coupled with a BI system. The application prototype shows 
benefits for top management, particularly those responsible for governance and operations, espe-
cially for risk monitoring, audit compliance, communication, knowledge sharing on strategic areas 
of the company, and identification and implementation of performance improvements and optimi-
zations. 

Keywords: business intelligence; data model; data warehouse; enterprise system; IT governance;  
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1. Introduction 
In any organization, in order to achieve the best results, performance management 

must involve people at all levels of management. Performance management is one of the 
standard mechanisms for improving alignment between business unit/customer manage-
ment and personnel [1]. 

In particular, performance management has been recognized as a crucial mechanism 
in information technology, although the literature is scarce in this field [2]. Information 
technology (IT) companies and high-tech companies belong to the category of technology 
companies (also known as tech companies). They provide technology products or ser-
vices, such as electronics-based technology products, including activities related to digital 
electronics, software, and Internet-related services (e.g., e-commerce services; examples 
of tech company are Apple Inc., Samsung, Alphabet Inc., Meta, Intel, Microsoft, and 
Alibaba) [3]. In this dynamic business environment, the IT structure supports the flexible 
and effective use of technology systems and products to grow the business and improve 
cost efficiency. Therefore, centralized governance is needed to guide, coordinate, and sup-
port the business. IT governance has also been recognized as a structure that specifies 
decision rights and an accountability framework to encourage desirable behaviors [4]. 
Additionally, it is critical in providing strategic direction to ensure that goals are met, 

Citation: Biagi, V.; Russo, A.  

Data Model Design to Support  

Data-Driven IT Governance  

Implementation. Technologies 2022, 

10, 106. https://doi.org/10.3390/ 

technologies10050106 

Academic Editor: Mohammed 

Mahmoud 

Received: 31 August 2022 

Accepted: 4 October 2022 

Published: 8 October 2022 

Publisher’s Note: MDPI stays neu-

tral with regard to jurisdictional 

claims in published maps and institu-

tional affiliations. 

 

Copyright: © 2022 by the authors. Li-

censee MDPI, Basel, Switzerland. 

This article is an open access article 

distributed under the terms and con-

ditions of the Creative Commons At-

tribution (CC BY) license (https://cre-

ativecommons.org/licenses/by/4.0/). 



Technologies 2022, 10, 106 2 of 22 
 

 

risks are properly managed, and company resources are used appropriately [5]. Research-
ers put their efforts into investigating IT governance, methods, techniques, and tools to 
support decision making and align IT with business strategies and different frameworks. 
The Calder–Moir IT Governance Framework (Figure 1) was designed to help organiza-
tions by using these overlapping frameworks and standards and deploying the best-prac-
tice guide contained in ISO/IEC 38500. Calder argued that none of the international stand-
ards provide comprehensive guidance and that most standards have overlapping issues; 
therefore, he proposed the Calder–Moir IT Governance Framework [6]. The result is a 
series of proposals and plans that describe the characteristics of the business and IT, the 
expected performance, the changes needed to achieve that performance, and the resource 
implications [7]. 

 
Figure 1. IT governance framework. The upper half covers the processes that determine directions, 
make plans and decisions, and establish constraints. The lower half covers processes that manage 
capabilities or develop new ones and use them to deliver products/services. Once the business strat-
egies (red in figure), governance regimes, risk assessment, and controls have been developed (yel-
low in figure), IT works with the business to develop architectures and deliver plans based on those 
requirements (green in figure). The three layers into which the framework is divided, respectively, 
indicate the key issue for the board to consider (internal level), the executive management respon-
sibilities (middle layer) and the issue related to IT practitioners (external layer) [7]. 
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As outlined in the literature and by the Information Technology Governance Institute 
(ITGI), the domains of IT governance are IT strategic alignment, IT value delivery, IT risk 
management, IT resource management, and IT performance monitoring [8–10]. IT deliv-
ery value is enabled by IT strategic alignment with the business. Risk management is 
driven by embedding accountability in the enterprise; it needs to be supported by reliable 
measures to verify the results achieved (Figure 2). 

 
Figure 2. IT governance framework. The five areas of governance. The system follows the five areas 
driven by the stakeholders needs. The two outcomes (IT delivery and risk management) and three 
drivers (IT strategic alignment, resource management, and performance measurement) [9]. 
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The performance measurement domain has been considered as one of the most im-
portant for increasing the organization’s capabilities and the IT governance maturity [11]. 
Therefore, the implementation of an enterprise performance measuring system is an inte-
gral part of effective IT governance [12]. However, literature highlights a gap between 
theoretical frameworks and practices and states that, although hard governance (struc-
tures, procedures) attracts the attention of many, soft governance (behaviour, collabora-
tion) could be crucial in bridging the gap [13–16]. Therefore, this research aimed to inves-
tigate the soft governance practices and contribute to designing a decisional support sys-
tem to implement data-driven governance. The literature scouting outlined limitations in 
the implementation of governance practices. As such, the proposed approach intends to 
help bridge this gap. Starting from the previewed research work, it extends the area of 
monitoring, overcoming the main limitation by structuring a data model that includes not 
only project information but also data sources from other organizations, providing com-
prehensive and organized reporting, as a key element in guiding organizations in such an 
ever-changing environment [17]. Therefore, the research proposes a solution that enables 
information sharing as one of the missions of governance in organizations and facilitates 
monitoring of the identified critical governance area, overcoming the current limitations 
in governance [18]: 
• siloed information management; 
• non-standardized data extraction; and 
• lack of report development techniques. 

The proposed repository data model can support online analytical processing 
(OLAP) and make available the information needed for decision making, providing flex-
ibility and autonomy to users in data analysis and reporting. 

The proposed model was then tested on a case-study, FSTechnology, which is part of 
the Italian Ferrovie dello Stato Group. It is an Italian rail transportation company with 
about 83,000 employees. It has declared its intention to invest EUR 58 billion, EUR 6 billion 
of which is earmarked for innovation and technology, as stated in its 2019–2023 strategic 
plan. FSTechnology was born in 2019 and is a services company dedicated to technology 
and innovation initiatives in support of the parent group. It is a multi-sourcing integration 
company, and its market extends to rail, freight, infrastructure, bus, and services. 

Therefore, it helped support the main needs for data-driven governance-monitoring 
by linking IT performance measurement with data-driven solutions. The main results ob-
tained attested to the bridging of the gap that emerged. Its managerial implications have 
led to (i) the availability of critical information across the enterprise; (ii) a centralized vis-
ualization by which to monitor processes and implement process improvements; (iii) com-
pliance verification activities; (iv) management support in data reporting (e.g., rapid and 
reliable reporting of critical information to the advisory board or to customers); (v) in-
creased digitization through automation of daily manual tasks in updating data; (vi) im-
proved contract and subcontract monitoring and formalization of new ones; (vii) optimi-
zation of financial area monitoring; (viii) scalability that enables rapid customization of 
reporting at any organizational level; and (ix) the ability to further integrate unstructured 
data from operations. 

The remainder of the paper is organized as follows. Section 2 describes the state-of-
the-art decision support system for data-driven governance and the data model of a data 
warehouse (DWH) coupled with a BI as one of the DSS systems. Section 3 outlines the 
methodology applied to design the data model and a description of the ER diagram, high-
lighting the main results, along with the BI reporting system developed for analysis. Sec-
tion 4 reviews strengths and weaknesses of the proposed solution and managerial impli-
cations discussing the main obtained results, and finally, Section 5 summarizes the main 
contributions and limitations of this work, documenting the potential for future research. 
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2. Background—Literature Review 
2.1. Performance Measurement 

Performance measurement has been recognized as the key element in bringing value 
to the business through IT and increasing the level of IT maturity [19,20]. In addition, a 
CIO’s role is to attest to where the business is and show the business intelligence dash-
boards representing the state of the organization and the metrics identified (e.g., showing 
the total cost of ownership (TCO) and service level performance) toward the use of busi-
ness intelligence (BI) [21,22]. Therefore, the performance measurement domain helps the 
organization make an effective decision structure, especially regarding IT principles, in-
frastructure management, and investments [23]. This holds especially true in governance, 
wherein the focus on decisional problems is growing, pushing toward data-driven deci-
sion making [24]. The means of value creation has shifted from tangible to intangible as-
sets, and the latter cannot be measured by using traditional financial measures. The first 
method proposed for organizations’ performance measurement is the balance scorecard 
(BSC). It has four measurement perspectives: customer focus, process efficiency, and abil-
ity to learn and grow. Each perspective is designed to answer the question about how the 
organization operates. As such, organizations consider intangible items (e.g., level of cus-
tomer satisfaction, streamlining of internal functions, creation of operational efficiencies, 
and developing staff skills). This allows long-term strategic goals to be linked with short-
term actions through a single, more complete view of business operations. However, set-
ting clear goals and measures is still a challenge and requires cooperation among different 
levels of governance within the company. Thus, BSC should include cause-and-effect re-
lationships, which are difficult to implement [25]. Others have proposed the use of critical 
success factors (CSF) and key performance indicators (KPI) to monitor performance. Now-
adays, the importance of data leads organizations to adopt business intelligence and ana-
lytics to uncover hidden information and accelerate organizational performance and in-
novation [26,27]. A performance measurement system (PMS) is defined as a system for 
assessing organizational performance in qualitative and quantitative terms through finan-
cial and non-financial indicators. The evaluated data are essential for making strategic 
decisions [28,29]. IT governance standards (proposed by ISO), repositories of best-prac-
tices and recommendations (e.g., ITIL, COBIT), methods (e.g., BSC) and models (e.g., ca-
pability maturity model integration (CMMI)), are widely used to reduce the complexity 
of decision making. However, the lack of a standardized measurement method leads to 
poor data consistency and practical implementation of performance monitoring [30]. 
Some studies have suggested that understanding the governance process, along with 
monitoring IT performance, is critical to the effective implementation of IT governance. 
Therefore, relational mechanisms, also known as the communication approach, along 
with knowledge sharing are effective supports in disseminating IT governance principles, 
policies, and decision outcomes to stakeholders [31]. Knowledge sharing is the provision 
of information and know-how to support the other person in collaborating to solve the 
problems, implement policies or procedures, or develop ideas [32]. A knowledge-sharing 
strategy has been recognized as a fundamental part of organizational strategy, as it ena-
bles adequate response to business needs and, consequently, the implementation of a 
long-term strategy [33]. 

Therefore, this study analysed the supporting methods and tools in performance 
measurement. Although the gap between IT and management may increase with this im-
plementation, it is crucial to bridge the gap between a performance management system, 
business intelligence, and analytics, which must be integrated with each other [34]. The 
data warehouse (DWH) is a key element of a BI system, supporting data integration, stor-
age, processing, analysis, and reporting [22]. 
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Finally, such systems have been recognized as crucial company assets in several 
fields, such as: in the area of security incident analysis, where alerts and events from dif-
ferent Internet security sources are stored in a single data warehouse [35], or in the field 
of Earth observation, wherein the concept of a multidimensional data model has been 
used [36]. Other fields of application include health care, wherein a unified data frame-
work has been proposed with the aim of simplifying the health information system infra-
structure [37], and in manufacturing to improve the quality of productivity [38,39]. 

2.2. Decision Support System for a Data-Driven Governance Background 
Since ancient times, the intelligence of decision-making has been recognized as cru-

cial. Despite the amount of research in decision making, it still remains one of the biggest 
challenges [40]. Since the 1960s the topic of decision making has attracted the attention of 
academics and practitioners, when organisations implemented transaction-processing 
systems for analysing operations. Nevertheless, there is a gap in using analytics to their 
advantage. Later, decision support was combined with computers, which led to decision 
support systems (DSS) and executive support systems (ESS) [40]. In the 1990s, organiza-
tions began to realize the importance of a business intelligence, following the develop-
ment of data warehousing [41,42], and online analytical processing (OLAP) [43]. Next, the 
complexity of data coming from different sources requires data integration and identifi-
cation of KPIs to extract relevant information to support decision makers. The digitaliza-
tion of decision making belongs to the governance domains along with performance 
measures (Figure 2); as such, decision support systems are information systems designed 
to enable these activities. Decision support systems refer to a field of research that includes 
the design and study of DSS application, clustered in five components [44–46]: 
• Model driven; 
• Data driven; 
• Communication driven; 
• Document driven; and 
• Knowledge driven. 

One of the most popular DSS tools is the balance score card (BSC), which integrates 
financial and non-financial indicators, as mentioned in Section 2.1. Later, the two creators 
(Kaplan and Norton) extended the tool to the strategy map (SM) [47] (both represented in 
the Business Strategy quadrant by Calder in Figure 1). The SM provides a cause-and-effect 
relationship among indicators. Others proposed activity-based costing/management or 
performance PRISM as a DSS system [47]. However, they require a great deal of human 
activity to implement. Digitalization allows one to collect a large amount of data, which 
companies use to develop strategies and make decisions. The development of IT enables 
these systems not only to reason about knowledge and provide detailed financial infor-
mation, but also to predict future measures. They can be used to measure enterprise per-
formance, to support decision makers in rapid evaluations of measured values and to pre-
dict future measures. Later, they were called retrieval-only DSS, executive information 
systems, OLAP systems and BI. A BI system is a data-driven DSS that provides support 
in querying a historical database and reports [44]. The greatest capability of data-driven 
DSS occurred in the early 1990s with the introduction of OLAP. The key element in the 
success of a data-driven DSS is ease of use and quick access to a large amount of accurate 
and organized multidimensional data [46]. 
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DSSs are usually classified into three groups to support the identification of the most 
suitable one for the purpose [48]: 
• Passive: This group does not suggest any decision but helps decision makers in the 

decision-making process; it is common in field operations in the organization. 
• Active: This group recommends decisions and gives advice to the decision makers. 

It requires the active participation of managers or leaders in organizations to define 
gaps in processes or improvements in the organization. 

• Cooperative: This is a framework designed for making decisions on behalf of the de-
cision makers. These proposals are then fine-tuned and validated by decision makers. 
In summary, a data-driven DSS represents a support in governance providing in-

sights and analytics to estimate impacts of the different policy options [49]. It is, thus, a 
necessary IT tool for a technology company, to support strategic and operational decisions  
[50] and to enable activities of data-driven governance. 

2.3. Data Model for DWH Coupled with a BI System for Data-Driven Governance 
To adequately address the design of a data model, a literature review was conducted 

with the goal of finding the optimal solution for designing a data warehouse data model 
for BI purposes as a support for analysing and reporting crucial business information in a 
data-driven governance context. Both the development and management of a BI system 
have emerged as critical activities, in light of the demonstrated effectiveness of a business 
intelligence technology along with the data warehouse for decision-making process sup-
port [51,52]. 

The term business intelligence was coined in 1958 by Luhn and defined as: “the abil-
ity to apprehend the interrelationships of presented facts in such a way as to guide action 
towards a desired goal” [53]. This tool can transform data into information and, through 
human analysis, into knowledge [54]. 

The main question that a BI can answer is: 
• What is happening now and why? 

In contrast, business analytics can answer the question:  
• What will probably happen in the future? 

BI refers to immediate answer and the central elements are [50]: 
• real-time data warehousing; 
• detection of exceptions and anomalies; 
• automatic learning and refining; 
• seamless workflow; and 
• data mining. 

The BI system gathers data from a variety of sources, and the main differences be-
tween BI and big data are highlighted below [55] in Table 1: 

Table 1. Main differences between BI and big data. 

 BI Big Data 
Data Sources Mostly internal Mostly external 
Data Types Mostly structured Unstructured  

History Essential Less relevant 
Users Managers/Controller Data scientist 

Precision Exact results Approximate results 
Privacy Not critical Critical 

Control over data  Almost full control Little or no control 
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The types of data come from the following sources: 
• Unstructured: e.g., conversations, graphics, images, and movies. 
• Structured: e.g., data coming from OLAP, data warehouse (DWH), data marts (DM), 

enterprise information system (EIS) or enterprise resource planning (ERP). 
In summary, BI has been widely used to describe the process of gathering, analysing, 

and transforming large amounts of data into information for decision makers [40]. Alt-
hough the use of big data is highly promoted today, standard relational databases are still 
essential [56]. The purpose of BI performance monitoring and control of an organization 
is to support many users; it should not be directed at solving a single business problem, 
but should support a group of users in different business decisions [57]. Therefore, diffi-
culties occur both when an information cube (data warehouse) must support all levels of 
business, and when a single group of data must feed several BI tools, resulting in the loss 
of performance. When implementing a BI system, a trade-off between a bottom-up and 
top-down approach must be considered. Another key aspect is that the system must be 
connected and adhere to the processes of the organization to convey correct information. 
For this reason, the criticality of the data model design in developing a BI system emerges. 
Finally, business intelligence and analytics frameworks enable linking different business 
elements (organizational rules, KPIs, authorizations, and visualizations). 

The data warehouse for BI purposes must ensure that data is available in the right 
form for analytical processing activities, such as OLAP, queries, reporting, and other de-
cision support applications [58]. In addition, the design is highly dependent on both data 
sources and user needs [59]. Bill Inmon defined the DWH as follows: “A warehouse is a 
subject-oriented, integrated, time variant and non-volatile collection of data in support of 
management’s decision-making process”. Ralph Kimball defined it as follows: “A ware-
house is a copy of transaction data specifically structured for query and analysis”. A data 
warehouse is a large repository that collects data from internal databases, such as opera-
tional data, and databases outside the organization. Its main characteristics are that it is 
topic-driven, its data is stored in a single source, and that it is time varying and not volatile 
[41,60]. In summary, operational databases are different from data warehouses, so user 
queries have no impact on these systems. Furthermore, the integration of BI and DWH 
enables an organizational operational platform for decision making, ensuring the security 
of data access [51,61]. Maryska et al. proposed a DWH architecture based on a traditional 
BI solution, with the aim of integrating it into the enterprise architecture of any organiza-
tion to support the implementation of cost allocation, profitability, and management 
within the analytics task performed [62]. Researchers propose using data integration and 
business analytics techniques to define a data governance model that measures data qual-
ity [5]. Although the design of DWH along with BI systems is a well-established practice, 
the literature on IT governance application is still poor. 

To prepare a data warehouse for BI purposes, the data collected must be cleaned, 
integrated, and transformed. Integration includes such operations as identifying and re-
solving data conflicts and removing redundancies. At this stage, different types of data 
are stored while maintaining the same format throughout the extract transform load (ETL) 
process [60]. In an integrated architecture, the ETL layer enables improvements in data 
quality and consistency and the flow of information between systems [51]. Data quality 
has been classified into four dimensions: intrinsic, contextual, representational, and acces-
sibility [63,64]. The repository containing the data can range from spreadsheet to main-
frame systems, after data modelling a crucial part of ensuring data quality is ETL, which 
is a key component of the DWH. Therefore, proper design of this process is necessary for 
data integrity and quality improvement, as it refreshes the DWH with updated and added 
data in source systems since the last extraction [65]. Extraction and transformation are the 
same in both Kimball’s and Inmon’s approaches, whereas the loading process differs in 
that clean data are loaded directly into data marts and then into a central DWH. The liter-
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ature recommends the use of Kimball’s DWH design method in organizations where peo-
ple operate in different departments/units and information is siloed [66]. Therefore, we 
adopt Kimball’s approach to develop the model. 

The data model typically defines the dataset for an application and supports the de-
velopment of information systems by providing the definition and format of the data [67]. 
The literature states that there are no standard methods for implementing the conceptual 
model [67,68]; hence, the designer must choose the right data model based on the appli-
cation. In addition, the common and main criteria needed to evaluate a data warehouse 
design methods are correctness, completeness, minimization, and comprehensibility [69]. 

To support the designer in obtaining a data warehouse data model, several ap-
proaches have been proposed. The main proposed methods, based on operational sys-
tems, can be grouped into [70] the structure-based method, known as a data-driven ap-
proach, and the process-based approach [22,71]. The former considers that the data 
sources available in operational systems influence the conceptual and logical design of the 
data warehouse. However, this approach highlights a lack of guidance in identifying the 
DWH model, a gap between the design and behavioural aspects of the system and a man-
ual transformation required to obtain the model. The latter is aimed at designing a DWH 
that can provide the measurement of business performance. Therefore, it requires a deep 
understanding of business processes and their relationships, identifying the necessary 
data source. The main advantage is that it incorporates process performance measures 
into the process activities, giving those performing the process the opportunity to get an 
accurate picture of the business [72]. In this research, the structured-based approach was 
chosen, as explained in sec. 3. The dimensional model design technique represents data 
in a standard framework and is based on the following principles: focus on the business, 
build an appropriate information infrastructure, provide meaningful increments [42]. The 
dimensional model consists of facts, which represent key tables and dimensions, indicat-
ing the details and features. The main model design techniques are [73] as follows: 
• Star Schema: This is a simple model, which the dimension tables are directly related 

to the fact table. However, this model does not consider the necessary storage space 
and data normalization. 

• Snowflake Schema: This model allows normalization of dimensions, and hierarchies 
are separated. This model has better maintenance agility by reducing the number of 
redundancies. 
Other approaches proposed in the literature for modelling a data warehouse are 

multi-dimensional modelling (MDM) [42] and normalized modelling (data mart) [41]. The 
former is able to process data quickly and has advanced data warehouse features [50]; it 
is also used for decision support in BI [74,75]. It consists of fact tables and multi-dimen-
sional tables [76]. Therefore, the MDM mainly addresses business process or transaction, 
and it is simple to design. The second, on the other hand, is used for data integration and 
redundancy reduction; often a combination of the two methods is applied to two-tier data 
model [77]. Researchers proposed the data vault model, which consists of using the many-
to-many relationship of all entities at the beginning. This means representing the worst-
case scenario at the initial stage, and it is easier to modify the architecture, if a user re-
quirements change [57]. Moreover, another area of investigation is the optimization of a 
multi-dimensional data model by using a multi-criteria decision-making approach, in or-
der to increase the flexibility of the data model for BI purposes [78]. However, the optimi-
zation problem is beyond the scope of this work. In addition, others have defined a multi-
dimensional reference models to allow designers to adapt the model of a specific company 
and facilitate the design and development of a BI system solution [79]. 
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3. Proposed Approach and Results 
This section describes the proposed approach used to design and develop the data 

model and the resulting dashboards to support data-driven governance implementation. 
The data model of a DWH coupled with a BI system was designed according to the main 
steps outlined in the literature: (i) requirements analysis; (ii) data source analysis; (iii) data 
warehouse modelling; ETL process; and (iv) reporting [80,81]. This section describes the 
proposed approach and the main results obtained in contributing to a data-driven gov-
ernance implementation. 

3.1. Requirement Analysis 
To adequately address business needs on reporting requirements, the first key step 

is to define the desires of end users [59,82]. The type of the data-driven decision-support 
system developed is both passive and active. Therefore, as explained in Section 2.2, it aims 
to help decision-makers in the decision-making process. Furthermore, the managers of 
organization have been involved in gap analysis and identification of the eventual process 
improvements. As such, the tool can suggest decisions and provide guidance to leaders 
and decision makers. 

Therefore, in implementing data-driven governance, the macro functions the system 
must cover have been classified as [83,84]: 
• monitoring and reporting of critical information; 
• communication; 
• knowledge sharing; and 
• process improvement and optimization. 

This classification was made through literature scouting and interviews with man-
agers. To simplify the analysis, the governance needs were mapped and represented on 
the different DSS layers, as shown in Figure 3. 

 
Figure 3. Data-driven governance framework for a performance monitoring domain. In grey are 
represented the DSS layers and in blue are the main data sources. The requirements in green have 
been mapped on the DSS layers.  
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3.2. Data Sources Analysis 
As discussed in Section 2.3, BI data are mostly from internal sources, and big data are 

mostly external (Table 1). In this research, the goal was to design a data model for a DWH 
coupled with a BI system to support decision-makers in the organization. Therefore, in 
this second phase, after defining the requirements, the necessary data sources were 
mapped. The data sources involved were the organizational transactional system, plan-
ning system and repositories, including Excel files and document repositories (e.g., Mi-
crosoft SharePoint), in which all company documents (e.g., policy, procedure, guidelines) 
were stored. At this stage of the work presented, big data were excluded. However, we 
believe that future developments could include the collection and analysis of big data 
from the operational area of organization. 

3.3. Data Integration and Data Warehouse Modelling 
DWH designers mainly use the entity-relationship (ER) model as the basis for the 

proposed solution [85]. In this research, we adopted an ER model to represent the data 
model with the cross-foot notation. The data model, whose architecture is represented in 
Figure 4, is made up of 25 tables. The model has been built to report the project infor-
mation (as represented in the tables on the left side of the figure) and the contract infor-
mation (reported on the right side of the figure). Note that the presented model is intended 
as a general data architecture to be used for a DWH coupled with a BI. The structure shows 
the relationships between the elements in tables and their cardinality. The zero cardinality 
is represented as a circle and the one cardinality as a bar. In addition, the cross-foot’s no-
tation allows us to specify either the mandatory or the optional cardinality. The link be-
tween projects information and contract information (table “Project-contract link”) allows 
us to create reports giving a comprehensive view of the critical information, such as the 
relationship between the project progress and the new contracts signed or the expiring 
one. Moreover, including the table “System info”, an overview of the technology context 
in relation to the ongoing projects can be represented and monitored. It was considered 
that the projects’ information is updated four time per year and the key is the “ID project”. 
Meanwhile, the data related to the “Final balance” and the ”Order” tables are collected 
from the transactional system about six times per year, or when required.
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Figure 4. ER diagram data model design using the crow’s foot notation. The open-source software used for the model design was draw.io (tables’ elements name 
were manipulated and de-identified in order not to reveal the intellectual property of the units involved). 
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3.4. Reporting and Analytics of Critical Information 
Once the data have been organized in the data model represented in Figure 4, the 

analysis has been performed to support a data-driven governance decision support sys-
tem. OLAP databases are suitable for efficient data analysis of a large amount of data, 
especially when multiple measures must be performed [86]. It permits the analyst and the 
domain experts to go deep into an investigation analysis [87]. Coupling OLAP systems 
with multidimensional representation of data allows analysts to inspect the data at differ-
ent granularity; a query language can be used, such as MDX, SQL, or SPARQL, to perform 
the data querying [88]. In summary, this data structure allows representing both the de-
tails of the projects, contracts, and application/system information and to give an over-
view of the crucial company information. 

Once the crucial information to be monitored and the personnel involved in this pro-
cess were identified, data visualization was implemented. Exemplary reporting is repre-
sented in Figure 5 and Figure 6. The first provides an overview of the status of the con-
tracts managed by operations, as a critical monitoring area to be integrated into a compre-
hensive enterprise performance monitoring system [89]. It informs the CEO, or the person 
responsible for auditing the organization’s performance, about the type of procurement 
(tender or direct contract), the number of contracts signed, and the business unit respon-
sible for managing them. It warns of the expiration date of contracts, enabling managers 
to make quick decisions if a contract reaches its due date or the maximum capacity. The 
table shows whether an action has already been taken by the operational manager (in the 
contract renewal status) or needs to be noticed urgently. Similarly, to be compliant with 
the audit activity, subcontracts need to be monitored. The speedometer graph shows the 
amount (in euros) of subcontracts compared to the total number of contracts in force. Fi-
nally, the labels return a quick overview of current contracts and their total amount. These 
are examples of the different KPIs that can be displayed with the information organized.
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Figure 5. Contracts monitoring overview (quantitative data were manipulated and contracts‘ details de-identified in order not to reveal the intellectual property 
of the units involved). The percentage of subcontracting (30%) is the average value; by selecting the supplier and business unit this value will change according 
to agreed maximum subcontracting amount. 
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Figure 6. Project sheet (quantitative data were manipulated and the project’s details de-identified in order not to reveal the intellectual property of the units 
involved). These data are crucial information for managers, who report to the responsible or for the manager accountable to the customer about the project’s 
progress. 
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Additionally, this reporting system allows one to drill down on information details, 
as shown in Figure 6. Project timetables allow the management to monitor all the details 
of the project and its progress. This visualization also warns about time planning versus 
actual project status and economic trends. For example, the yellow indicator shows that 
the actual project costs are almost reaching the maximum total projected cost, attesting 
that the planned cost of the project may change. This is crucial information for the organ-
ization’s spending forecast for the current and next year. Another warning represented 
(red in the figure) concerns the project’s time plan. If it is out of time, it represents a critical 
issue, for example, for the organization’s resource allocation. Linking the projects to the 
contract details (represented in the data model Figure 4 and described in Section 3.3) made 
it possible to view the current passive contract for project implementation. System/appli-
cation details are embedded and attest to the technical details of the application or system 
developed. The service delivery mode (cloud or on premises), the programming lan-
guages, the application areas, and the application’s cluster are needed information for 
both the responsible of the project execution or the program manager to verify the tech-
nical details of the project. These technical details are critical to provide an overview of 
the enterprise architecture, to monitor infrastructure spending costs or the level of tech-
nological innovation. The aforementioned information falls within the crucial domain of 
the governance monitoring [90]. Overall, a dedicated user interface was proposed to high-
light the most critical information. In addition, reports were used by the management to 
indicate implemented actions or future critical actions to be taken. In the domain of a com-
plex business environment, this solution represents a strategic tool to facilitate fast and 
fact-based decision making. 

4. Discussion 
As already demonstrated in the previous work [17], approaches for the implementa-

tion of a data-driven governance are scarce in the literature, requirements are only partial, 
and no IT tool is available [91]. In addition to previous work, this proposal extends mon-
itoring and reporting to the entire area of the performance monitoring within the govern-
ance’s domain. This work proposes an approach for developing a DWH coupled with a 
BI system to support centralized, data-driven organizational governance, attesting to it as 
a strategic business asset for structured analysis and reporting. This is through near real-
time dashboarding available in a single location. The difficulties in requirement elicitation 
and identification are highlighted in the literature [57], especially in defining the need for 
the implementation of data driven governance. Therefore, this paper supports the design 
of a data model starting from structured data-driven governance’ requirements, improv-
ing the lack of clear criteria. 

Moreover, this research demonstrated the ability to access a large amount of accurate 
and organized multidimensional data to perform rapid and reliable supervising of critical 
information (e.g., in Figure 5), facilitate knowledge sharing, and be compliant with audit 
activities, as the crucial elements for a successful data-driven DSS [46]. The needs were 
defined by combining both the requirements of company managers interviewed and the 
documented requirements in the literature [92] with the purpose of meeting stakeholder’s 
needs and current research evidence. Furthermore, companies struggle with siloed and 
fragmented data in both systems and processes [93]. Therefore, this solution extends to all 
organizations, and its scalability allows customized reporting at any organizational level; 
it is based primarily on a common repository that collects data from various organiza-
tional data sources, and its analyses were designed for the management. In summary, the 
system demonstrated the ability to meet the functionality requirements for data-driven 
governance implementation (Figure 3). That is: (i) performance monitoring and reporting 
critical information, which allows us to verify the expiring contracts status and the related 
subcontracts [94], as well as the technical infrastructure [95]; (ii) communication, as it al-
lows us, through visualization, to understand projects and benefit management [96] and 
demonstrate earned value or show critical KPIs; in addition, the ability for involved staff 



Technologies 2022, 10, 106 17 of 22 
 

 

to drill down into data, product portfolio reports, and contract status increases analytical 
capacity, and understanding of objectives and KPIs [97], along with the ability to demon-
strate compliance with audit rules; (iii) knowledge sharing, the transactional, the planning 
system and the repository system concur to provide information, enabling knowledge 
transfer in a centralized place in the company; and (iv) process improvement and optimi-
zation, storing the data in one place and the fast data elicitation from multiple business 
units, which differ widely in terms of products, policies, and customers facilitate govern-
ance managers involved in the IT performance monitoring process to check the alignment 
of the current process with the operational execution of the work. Thus, they quickly iden-
tify and close gaps between the documented process and its actualization or eventually 
process improvement. This overcomes the constraints in governance of siloed information 
management, unstructured data extraction, and scarce report development techniques 
[18]. 

The reporting system is currently in use in the company to ensure dynamic and reli-
able data analysis by executives, middle-managers, and operators. The proposed ap-
proach can be applied in different contexts, following these building steps: (i) starting 
from the requirements analysis and mapping the needs onto the high-level block schema 
represented in Figure 3; (ii) identification and mapping the data sources needed to gather 
the information needed for the performance monitoring process in IT governance domain; 
(iii) designing the data model to identify the elements and their relationship along with 
the cardinality; and (iv) finally, the reporting should be tailored to the specific monitoring 
needs. 

5. Conclusions 
The current “data revolution” is not new in principle, as data processing has always 

been fundamental to the practices of public administration and governance. Nevertheless, 
new digital data technologies have enabled improved quality through data density, gran-
ularity, linked data, and machine learning. These improved qualities enable more encom-
passing monitoring, more sophisticated analyses, and forecasting, and thus, more effi-
cient, and anticipatory government practices. The governance of organizations ultimately 
chooses whether and which of the competing formulated policies to implement. There-
fore, data-driven governance can support these decision processes with insights and sim-
ulations based on predictive analytics to estimate impacts of the different policy options 
[49,98]. Thus, this work demonstrates that a data-driven decision support system is a nec-
essary IT tool for a technology company, to support both operational and strategic deci-
sion making [50] and to enable knowledge sharing, communication, and process diagno-
sis, as a part of a data-driven governance. Nevertheless, the development and implemen-
tation of an IT governance framework is critical for modern businesses enterprise [99], 
along with the digitalization of the involved processes. Therefore, this work adds to the 
current literature by demonstrating that data-driven decision support systems support 
the entire decisional process, attesting that a data-driven governance is a key IT element 
for a technology company [49]. The paper aimed to document that DWH coupled with BI 
is becoming an increasingly important technology for organizations that operate in dy-
namic environments, attesting that data-driven governance improves the overall organi-
zation in seeking to gain insights from diverse data sources and big data to support deci-
sion making [81]. This paper demonstrated the importance of the design and the develop-
ment of a decision support system for implementing the IT performance monitoring as 
one of the fourth governance domains (Figure 2) [9]. Key data-driven governance moni-
toring needs have been analysed, identified, and met with the system. The results of this 
work showed: (i) awareness of critical information across the enterprise; (ii) a unique point 
to monitor policies and processes to facilitate process improvements; (iii) support the 
management in compliance verification activities and in data reporting (e.g., to the advi-
sory board or to customers); (iv) decision-making process digitization through automa-
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tion of daily manual tasks; (v) improved contract, subcontracts monitoring and early for-
malization of new one; (vi) optimization of financial area monitoring; (vii) scalability that 
enables rapid customization of reporting at any organizational level; and (viii) ability to 
further integrate unstructured data from operations. As such, this research calls for the 
implementation of data-driven solutions in governance and performance monitoring. It 
bridges the gap between performance measurement in IT governance and practical im-
plementation. The scope of this research ranges from program and project portfolio, con-
tract, subcontract, and order management as a crucial area of governance to be monitored, 
to KPI/SLA and accountability management, thus helping to increase the dynamism of 
the processes under study [100]. Further research is needed to improve the proposed ap-
proach, as to make decisions on behalf of decision-makers (belonging to the cooperative 
DSS category as described in Section 2.2), which then requires further validation by the 
decision-makers themselves [48]. Furthermore, the data elicitation problems should be 
improved. As such, recent studies have demonstrated the application of artificial neural 
networks to reduce the problem of missing data [101] and others have suggested the im-
provement of data requirement elicitation through a requirements-driven DW design 
methodology based on the e-pivot table [59]. Moreover, investigations are directed toward 
the possibility of resource allocation on projects [102] and the inclusion of unstructured 
data to build a comprehensive decision-making support system [76]. Finally, research in 
this direction is expected to support decision making through performance monitoring in 
such ever-changing environments. 
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