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Abstract: Training on simulation data has proven invaluable in applying machine learning in robotics.
However, when looking at robot vision in particular, simulated images cannot be directly used no
matter how realistic the image rendering is, as many physical parameters (temperature, humidity,
wear-and-tear in time) vary and affect texture and lighting in ways that cannot be encoded in the
simulation. In this article we propose a different approach for extracting value from simulated
environments: although neither of the trained models can be used nor are any evaluation scores
expected to be the same on simulated and physical data, the conclusions drawn from simulated
experiments might be valid. If this is the case, then simulated environments can be used in early-stage
experimentation with different network architectures and features. This will expedite the early
development phase before moving to (harder to conduct) physical experiments in order to evaluate
the most promising approaches. In order to test this idea we created two simulated environments
for the Unity engine, acquired simulated visual datasets, and used them to reproduce experiments
originally carried out in a physical environment. The comparison of the conclusions drawn in the
physical and the simulated experiments is promising regarding the validity of our approach.

Keywords: robot perception; machine learning; traversability estimation

1. Introduction

Deep neural networks in general, and deep vision in particular, have become not only
a viable machine learning methodology but, in fact, an extremely successful one due to
the recent availability of large-scale datasets and the computational power to process
them. Robot vision has undoubtedly also received a major boost, but robot vision is more
than computer vision that happens to be applied to a robotics application, because robots
are able to supervise themselves by posteriorly discovering labels for earlier input via
their interaction with their environment. This important aspect of robot vision cannot be
served by static digital collections. However, the related research depends on conducting
physical experiments, which are more time- and effort-consuming, which makes it difficult
to accumulate the data volumes needed to fully exploit advances in deep learning.

On the other hand, training on simulation data has proven invaluable in applying
machine learning in robotics, mostly dexterous control and navigation. As noted by Zhao
et al. [1] in their recent survey, simulated images cannot be directly used to train vision
systems no matter how realistic the image rendering is, as many physical parameters
(temperature, humidity, and wear-and-tear in time) vary and affect texture and lighting in
ways that cannot be encoded in the simulation. What they note as a promising research
path is the simulated variability of the visual parameters, pushing the model to be general
enough to also include real-world data.
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In this article we present a concept that combines these two ideas: robots are able to
improve their vision models by interacting with the environment and, at the same time,
can expedite this process by assuming a performant initial model trained in a simulated
environment. We first briefly discuss traversability estimation and novelty detection to establish
that these robot vision tasks are prime examples of tasks where a robot can improve
through its interaction with the environment (Section 2). We then present the two simulated
environments we developed, designed to support experiments on these tasks (Section 3).
Finally, we present a preliminary experiment designed to build confidence in the validity
of experiments conducted in these environments (Section 4) and conclude (Section 5).

2. Background and Motivation

Traversability estimation [2] is a key technology in field robotics, as it allows robots to
extract from sensory input the occupancy and cost information that is typically used by
obstacle avoidance and navigation algorithms. Traversability estimation can be appearance-
based, extracting from the visual signal terrain features such as roughness, slope, disconti-
nuity and hardness [3] or terrain classes such as soil, grass, asphalt, and vegetation [4]; or it
can be geometry-based extracting terrain features such as roughness, slope, and discontinuity
from digital elevation maps (DEM) obtained from stereoscopic or depth sensors [5].

Even the more detailed appearance-based methods, however, only have broad classes
of terrain (such as ‘grass’ or ‘vegetation’) and the features they extract cannot make the
distinction between vegetation or foliage that a robotic platform can safely push away
and harder obstacles that the platform should circumvent. Applying deep learning, as
opposed to conventional machine learning and AI methods, has proven very effective
in general engineering and robotics tasks [6,7]. Specifically for traversability estimation,
methods that use deep vision to directly estimate traversability from raw images [8] can
be trained to make the distinctions that are appropriate for each platform, but require
training data specifically acquired and annotated for each platform. Our own earlier
experiments [9] validated the accuracy of labels autonomously collected by a physical
platform that annotated obstacles as compliant or hard obstacles by observing its IMU
while trying to push them. Naturally, data collected in this manner was too sparse to train a
deep vision system, but was sufficient for improving the accuracy of a general-purpose deep
vision system by training the final classification layers into a task-specific binary classifier.

At the same time, using simulated data to fine-tune deep vision systems is not a new
concept, both generally [10] and specifically in off-road navigation: Sharma et al. [11] used
the MSU Autonomous Vehicle Simulator (MAVS) [12] to fine-tune the DeconvNet semantic
segmentation network. MAVS provides realistic visual data that Sharma et al. proved
adequate for improving DeconvNet accuracy when validated on real data, but does not
integrate well with ROS software stacks. This restricts the simulated robot to data collected
from predefined routes that the robot cannot affect. As the authors note, an oversimple
or too random dataset can cause negative transfer, it is therefore important to be able to
acquire data based on the robot’s realistic operational scenarios.

This can be achieved using simulators that are better integrated with robotics software,
such as the Gazebo/ODE robot and physics simulator [13]. Chavez-Garcia et al. [14]
used Gazebo/ODE to train a network that directly maps range data to traversability
estimation. However, range data will only learn geometry-based traversability and is
unable to distinguish between compliant and hard obstacles. Since Gazebo does not
generate realistic visual data, it does not support transfer learning of deep vision networks.

A similar picture can be seen in the anomaly detection for inspection tasks. Simulated
experiments are mostly based on anomalies that can be detected in the 3D data [15,16].
Having said that, a recent breakthrough in applying deep vision for anomaly detection
uses a semi-simulated approach: Zavrtanik et al. [17] trained the network using simulated
visual anomalies on physical images, and showed that it is more efficient to learn the extent
of deviation rather than to model the visual appearance of normality or anomaly. Similarly,
Defard et al. [18] used a pre-trained convolutional neural network (CNN) and multivariate
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Gaussian distributions to obtain a probabilistic representation of the normal class from
simulated data. Defard et al. used real images in their experiments, but their findings
strongly corroborate the findings by Zavrtanik et al. on the efficiency of approaching
anomaly detection as a one-class learning task where data is used to find the extent of
deviation from the normal distribution that constitutes an anomaly.

The above motivated the development of the simulated environments presented here.
Specifically:

• We chose traversability estimation as an appealing task due to the fact that interesting
properties of the environment (most prominently obstacle compliance) cannot be
estimated geometrically from the range data that is available in Gazebo; while at the
same time the ability to integrate with autonomous navigation is important so that the
robot can supervise itself by attempting to traverse obstacles;

• We chose a vineyard spraying scenario as a characteristic of an application with
compliant obstacles (foliage);

• We chose anomaly detection as an interesting fact because, again, some anomalies can
only be identified visually, and there are strong indications in [19] that simulated data
can contribute to the training of relevant deep vision systems;

• We chose an indoors industrial environment scenario as a means to complement the
field robotics spraying scenario and additionally, owing to the fact that an industrial
environment’s visual features can relatively exhibit a uniform distribution in some
extent, where discolorations and other visual anomalies are expected to be indicative
of functional anomalies. Meaning, it would make more sense to implement the extent
of deviation methods on a home or commercial setting, where there is very little visual
uniformity in the first place.

Based on the aforementioned points, we developed the two simulated environments
presented in this article as a means for experimenting with alternative deep network
architectures in dynamic re-training scenarios where the robot learns as it interacts with
the environment. By using the simulated environment during the development of both
the self-supervision method and the architecture of the deep vision network, we aim to
construct a relatively robust state of development before deployment on physical platforms
and environments, where trial-and-error cycles require substantially more effort and time.

3. Simulated Environments

We developed our environments in Unity, a cross-platform 3D game engine integrated
with a variety of plugins for both simulating physics and photorealistic image synthe-
sis (See https://unity.com, accessed on 1 January 2022). In our experimental setup we
used the Nvidia PhysX 3.3 physics engine (See https://docs.nvidia.com/gameworks/
#gameworkslibrary/physx/physx.htm, accessed on 1 January 2022) to simulate the effect
of collisions between the platform and various elements of the environment. Some of these
elements are designed to easily yield without harming the platform (grass and thinner
foliage) while others are rigid obstacles that should be avoided (rocks and tree trunks).

Unity renders both visual and range data from this environment, which can be used
as simulated sensors for the Robot OS (ROS). In order to achieve this integration, it is
necessary to convert between the ROS message format used by ROS components to ex-
change information and the JSON data interchange format [20] used by Unity. For this we
used the Rosbridge suite (see http://wiki.ros.org/rosbridge_suite, accessed on 1 January
2022) to translate between ROS messages and JSON strings at the ROS side and the ROS#
library (see https://github.com/siemens/ros-sharp, accessed on 1 January 2022) at the
Unity side. In our setup ROS is running on an Ubuntu Virtual Machine and we initiated a
Rosbridge server that provides a WebSocket transport layer between Unity and the ROS
software stack, so that the latter subscribes to ROS topics such as pose, odometry, camera,
etc., published by ROS#.

In our scenario, we simulate the autonomous motion of an All-Terrain Vehicle (ATV)
navigating through the fields of a vineyard while encountering both non-traversable hard

https://unity.com
https://docs.nvidia.com/gameworks/#gameworkslibrary/physx/physx.htm
https://docs.nvidia.com/gameworks/#gameworkslibrary/physx/physx.htm
http://wiki.ros.org/rosbridge_suite
https://github.com/siemens/ros-sharp
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obstacles and traversable soft obstacles. Different foliage, for example, will or will not be
possible to push out of the way depending on the platform’s mechanical properties. In
other words, what would appear as an obstacle to standard ROS navigation using Point
Cloud data might or might not be traversable. The robot can experiment with the simulated
environment to acquire traversability ground-truth datapoints from the physics simulator.

3.1. Warehouse Environment

The industrial environment of a warehouse will be used for anomaly detection exper-
iments for inspection tasks. It offers many capabilities for increasing its complexity. For
instance, objects of different colour might exhibit different physical properties and thus
traversability estimation should rely on successful detection. Dynamic obstacles, such as
walking humans or other robots, can pose threats in determining traversable areas and
safe paths to proceed. Our design (Figure 1), solely includes static objects (racks, barrels,
tables, and fire-extinguishers, etc.) as a way to examine the fundamental properties of a
safe indoor navigation.
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Figure 1. Scene of the indoor environment (warehouse).

3.2. Vineyard Environment

The vineyard environment will be used for traversability estimation experiments
for spraying and inspection tasks. In particular, the simulated terrain displays several
properties that are of interest for traversability estimation experiments (steepness, rocks,
mud, foliage, tree leaves, trunks, and branches). Among these, in the experiments presented
here we turn our attention to foliage (Figure 2). Specifically, similarly looking foliage might
display radically different compliance and might or might not be traversable by a specific
platform. This makes classifying foliage as traversable or not a task that is both challenging
and very relevant, as being over-cautious can make a robot used for vineyard spraying and
inspection very inefficient.
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3.3. Dataset Collection

Both environments have been designed in a way that each comprises of two arenas, a
positive and a negative one. What differentiates each arena is the amount of hindrance that
objects exert on the robot’s path.

We manually defined the robot’s motion waypoints in areas that the robot should
traverse to. Being able to go forward and turn at rates we specify, its motion resembles the
one of a vines’ spraying robot for the vineyard scenario and a patrol robot for the warehouse.
Specifically, the waypoints’ XYZ coordinates are assigned manually at specific locations
we select and thus the Unity script that controls the robot’s movement is responsible
for driving the robot through each waypoint. In the case of navigating an obstacle-free
path, the robot navigates at a constant velocity and captures images, at a constant rate,
which are automatically collected and labelled as positive and thus the positive dataset
is constructed. On the other hand, we manually place obstacles (foliage, barrels, etc.) at
random locations close to the assigned waypoints, rendering them as potential threats
for the robot to decrease its speed as long as it senses their presence in its vicinity. To
be more precise, certain obstacles were placed in a manner that do not overlap with the
waypoints and hence the robot is safe to proceed but it is still able to identify their existence.
Additionally, some objects were intentionally placed at a specific location that obstructs the
robot’s path in order to generate negative datapoints (Figure 3).
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brown table.

We spawned the robot at random locations, and collected images that were annotated
based on whether the robot was navigating the positive or the negative arena. In parallel,
we automated a front-view screenshot collection, for both the positive and negative envi-
ronments, that stores the images directly in a folder as png images and therefore expedites
our building of positive and negative datasets.

4. Simulated Experiment

We conducted an experiment in order to evaluate the validity of conclusions reached
from the simulated environment. In this experiment, we reproduced the experimental sec-
tion of a prior publication where deep learning was used to learn a traversability estimation
model. In the original experiments data were collected from a physical indoor environment
and the experiments were used to evaluate different variations in the proposed method.

Should we reach the same conclusions using our simulated environment, then we
can claim that our environment can be convincingly used in early-stage investigations
of deep learning robot perception methods. This will facilitate the development phase
before moving to (harder to conduct) physical experiments in order to evaluate the most
promising approaches.
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4.1. Neural Network Architecture

Our experiment replicates the network architecture proposed by Hirose et al. [21,22],
namely a Deep Convolutional Generative Adversarial Network (DCGAN) ensemble of two
adversarial modules, i.e., a generator (Gen) and a discriminator (Dis), along with a third
network, the inverse generator (Gen−1). The inverse generator is trained on the real image
dataset and outputs the value of the latent vector z that is fed as an input to the Generator
(Figure 4). All three networks (Gen, Dis, Gen−1), are built as standard CNN which are
trained simultaneously in an unsupervised manner. Three tensors R, D, and F are extracted
from the discriminator and used as features for an additional classifier layer that decides if
the scene encountered by the robot is GO or NOT GO. Specifically:

• R corresponds to the Residual Loss and is expressed as the pixel-wise absolute differ-
ence between real and generated images;

• D corresponds to the Discriminator Loss and is expressed as the absolute difference
between the last convolutional layer features of the discriminator applied to the real
data, and the same layer features applied to the generated images;

• F corresponds to the Discriminator feature expressed as the last convolutional layer
features of the discriminator applied to the real data.
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classifier is a fully convolutional (FC) layer trained in a supervised way on a small amount
of both positive and negative annotated images. The FC layer is trained to output the final
GO or NOT GO decision (Figure 5).
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reshaped and concatenated before being used as inputs for the fully convolutional classifier.
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4.2. Training

We collected images through the robot autonomous navigation in Unity and randomly
split the runs between training and testing. For both the indoor (Figure 6) and outdoor
(Figure 7) scenario the resulting dataset, collected in a self-supervised manner, consists
of approximately 17,000 positive training images. On top of that, an additional 1% of
manually labelled negative images, along with an equal number of positive ones arbitrarily
selected from the large dataset, was used in order to train and test the FC layer. We
conducted our experiments on an Intel(R) Core(TM) i7-5820K CPU @ 3.30 GHz, using
Nvidia Cuda 11.4 GPU. Using the Pytorch Framework and Python 3.8.10, we trained for a
total of 60 epochs using a learning rate of 0.00001, Adam optimizer with beta1 = 0.85.
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4.3. Results and Discussion

We evaluated the environment’s suitability by assessing each network on the test
datasets. Specifically, in order to measure the performance of each network, we used
accuracy, recall, precision, and F1 score as metrics (Table 1).

The following points support our claim that the same conclusions are reached about
the method from the simulated and the physical experiments:

• The F feature is the one that performs best by itself, and R is the feature that per-
forms worst, although the differences are more pronounced in the simulated experi-
ments than in the physical experiments. The simulated experiments rank the features
correctly, but provide an exaggerated impression of their performance relative to
each other;

• Among the two-features models, those that include F perform better than the one that
does not. This observation conforms to the physical experiment, although, similarly to
above, the differences are more distinct in the simulated experiments;

• In the RDF model, recall is higher than precision, pointing to the direction of making
the model more specific in order to improve accuracy. This observation is accordant
with the physical experiment;

• Regarding the individual features, both the simulated and the physical experiments
show that D and F need to be more specific.

On the other hand, the following points run counter to our above-mentioned claim:
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• In the vineyard scenario, dropping the D feature increases the levels of performance,
although in the physical data all features provide some information and the RDF
model is the most performant one;

• Among the two-features models, those that exclude R perform better than the one that
does not. This observation is not consistent with the physical experiment, where the
experiment that excludes D performs equally well as the one that excludes R;

• Regarding the precision and recall of the R feature, the physical experiments show that
R needs to be generalized to increase recall, but the simulated experiments provide
mixed results.

Table 1. Results on the test dataset using networks of different variations for the simulated environments.

Features Accuracy [%] Recall [%] Precision [%] F1 Score

Vineyard Environment

R + D + F 90 97 85 91
R + D 75 76 74 75
D + F 84 86 85 84
R + F 96 95 95 95

R 51 53 76 36
D 85 85 84 86
F 95 92 91 93

Warehouse environment

R + D + F 94 94 90 92
R + D 79 80 81 79
D + F 88 91 87 90
R + F 90 90 90 92

R 53 51 41 34
D 80 80 78 79
F 93 93 91 92

Physical experiment, as reported by Hirose et al. [21]

R + D + F 94.25 95.75 92.96 94.33
R + D 91.63 94.00 89.74 91.81
D + F 93.00 96.50 90.19 93.24
R + F 93.13 95.00 91.56 93.25

R 85.38 83.50 86.75 85.10
D 91.63 94.50 89.36 91.86
F 92.25 95.50 89.67 92.49

Overall, we notice that our results are in relative accordance with the results obtained
using the physical platform and the highest accuracy was achieved using the ensemble of
RDF features for the warehouse environments which is more abundant in features than the
vineyard. Inevitably, some limitations are faced due to the conventionalized nature of the
simulated environment. Enriching the environment with more elements of physics and
stochasticity as well as integration with a physical platform constitute the main avenues of
our future research.

5. Conclusions and Future Work

We created two simulated indoor and outdoor Unity environments. The Unity/ROS
framework presented here combines ROS integration with the generation of realistic visual
streams, allowing simulated robots to acquire realistic visual data while moving in the
environment in dynamically computed routes dictated by their operational requirements.
We used this environment to train deep vision systems that classify objects detected in point
cloud data. In the outdoor environment experiment foliage is classified as a ‘compliant’
vs. ‘lethal’ obstacle for the purpose of traversability estimation. In the indoor environment
experiment objects are classified as ‘expected’ vs. ‘novel’.
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Through these experiments we aimed to test our main hypothesis that the simulated
environments provide a solid groundwork for robot vision problems. Specifically, we
reproduced an experiment originally conducted in a physical environment [21] in order
to establish whether the conclusions reached by analysing the results of the simulated
experiments are the same as the conclusions drawn by analysing the results of the physical
experiments. We found that our approach is valid for the purpose of feature selection, as
the relative ranking of the models using different mixtures of features is consistent between
the simulated and the physical experiments.

This conclusion allows us to include our simulated environments in our future research
plans as a testbed before carrying out physical experiments. Besides expediting the research
processes, this plan will also allow us to verify the environments on more experiments and
build more confidence on the validity of conclusions drawn from simulated experiments.
On this front, besides enriching the environment with more elements, we will also compare
the results obtained using Unity with results obtained using other simulation environments,
more commonly used in robotics research. Although Unity is unquestionably one of the
most realistic simulators available when it comes to synthesising visual signal, it will be
relevant to quantify and understand the effect of the level or image realism offered by Unity.
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