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Abstract: The landscape of financial credit risk models is changing rapidly. This study takes a brief
look into the future of predictive modelling by considering some factors that influence financial
credit risk modelling. The first factor is machine learning. As machine learning expands, it becomes
necessary to understand how these techniques work and how they can be applied. The second factor
is financial crises. Where predictive models view the future as a reflection of the past, financial crises
can violate this assumption. This creates a new field of research on how to adjust predictive models
to incorporate forward-looking conditions, which include future expected financial crises. The third
factor considers the impact of financial technology (Fintech) on the future of predictive modelling.
Fintech creates new applications for predictive modelling and therefore broadens the possibilities
in the financial predictive modelling field. This changing landscape causes some challenges but
also creates a wealth of opportunities. One way of exploiting these opportunities and managing
the associated risks is via industry collaboration. Academics should join hands with industry to
create industry-focused training and industry-focused research. In summary, this study made three
novel contributions to the field of financial credit risk models. Firstly, it conducts an investigation
and provides a comprehensive discussion on three factors that contribute to rapid changes in the
credit risk predictive models’ landscape. Secondly, it presents a unique discussion of the challenges
and opportunities arising from these factors. Lastly, it proposes an innovative solution, specifically
collaboration between academic and industry partners, to effectively manage the challenges and take
advantage of the opportunities for mutual benefits.

Keywords: financial credit risk modelling; machine learning; industry collaboration; Fintech;
financial crises

1. Introduction and Motivation

Predictive modelling is a mathematical process used to predict future events or out-
comes by analysing patterns in each set of input data (Lawton et al. 2022). As shown in
Figure 1, many predictive models are used in the financial industry, ranging from regula-
tory models (Basel and IFRS 9) for credit risk, fraud detection models, customer retention
models, collection strategies models, and market risk models. Yet these predictive models
are not only restricted to the financial industry—the ability to predict the future is a goal
for all organisations (De Jongh et al. 2017). The focus of this article is on traditional credit
risk prediction modelling, which has seen a lot of change in recent years. These changes
result in many opportunities to enrich predictive models within the financial credit field,
but at the same time, they can also create some challenges.

This gives rise to the research objectives of this study. Firstly, to investigate and
discuss the factors causing rapid changes in the landscape of credit risk predictive models
by specifically focusing on three pertinent factors, namely: machine learning, financial
crises, and Fintech. Secondly, to explore and discuss the challenges and opportunities that
are caused by the changes brought forward by the above. Lastly, to propose a possible
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innovative solution for utilising these challenges and opportunities in such a manner that
both academic and industry partners will benefit from them.
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Figure 1. Examples of predictive models in the financial industry.

In this study, we discuss machine learning, financial crises, and Fintech as factors
that are changing the predictive modelling landscape. The discussion will point out the
changes brought forward by these factors as well as make academics and their industry
partners aware that they might have to make some adjustments to adapt to these changes
going forward. We will show that these factors create a wealth of opportunities along with
the additional challenges that arise. These opportunities and challenges drive this study
not only to stimulate people’s interest in the changing landscape of predictive models but
also to warn them about the related risks. We also exploit the rising opportunities and
simultaneously address these challenges. In summary, this study investigates the changing
landscape of predictive modelling by considering three factors that influence financial
credit risk predictive modelling (see Figure 2): machine learning (Section 2), financial
crises (Section 3), and Fintech (Section 4), followed by providing a unique discussion of
the resulting challenges and opportunities (Section 5) and it suggests one possible original
solution to make use of these opportunities and challenges in such a way that will benefit
academic and industry partners alike namely industry collaboration (Section 6). In Section 7,
a discussion in the form of a conclusion is provided. Note that many of the opportunities
and challenges that arise are also applicable to other risk areas, e.g., market risk.
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2. Machine Learning
2.1. Role and Impact

Machine learning is influencing and will continue to influence predictive modelling.
Machine learning is the science of using computers to learn and act similarly to humans
(Fagella 2020). Many machine-learning techniques are successfully applied within the
predictive modelling field of finance. In some cases, it even achieves better results than
traditional models (Shi et al. 2022). Lessmann et al. (2015) compared 41 machine-learning
techniques on eight retail credit scoring datasets. The results showed that several of
the machine-learning techniques predicted credit risk significantly more accurately than
the industry standard of logistic regression. One specific example is a publication by
Verster et al. (2021) which showed that bagging and boosting techniques outperformed
logistic regression when predicting take-up rates of home loans in cases where banks
offered different interest rates. Meaning in the future, more machine learning techniques
will be used in financial credit risk predictive modelling.

2.2. Challenges and Opportunities

Many challenges and opportunities will arise within the world of machine learning
should these techniques be applied in the context of internal ratings-based (IRB) models
to calculate regulatory capital for credit risk (EBA 2021). Although machine-learning
models can outperform more traditional techniques such as regression analysis or simple
decision trees, they are often more complex and less ‘transparent.’ In addition, machine-
learning models need to comply with the standard industry practice of transparency and
interpretability (Yurcan 2022). One of the most significant challenges is to explain why
a model produces given outcomes. Several techniques have been developed to address
this challenge. Some of the more widely used techniques include graphical tools, Shapley
values, and local explanations (EBA 2021).

According to SAS Institute Inc. (2015), many people think machine learning means
magically finding hidden nuggets of information without having to formulate the problem
and with no regard for the structure or content of data. This is an unfortunate misconception.
The rapid expansion in the technological development of fast computers and software that
can perform machine-learning techniques within seconds creates an opportunity to build
machine-learning models quickly and easily. However, the related risk is the possibility of
obtaining nonsensical results when models are built by non-experts. The analyst still needs
to understand the underlying data, the business problem, and the underlying statistical
foundation (Efron and Hastie 2016). In our opinion, the future of success in predictive
modelling lies in where statistics and machine learning come together.

2.3. Overlap

When considering the impact that machine learning has on predictive models, it is
important to discuss the overlap between machine learning and statistics. Visually this
overlap is presented in Figure 3, and this overlap could be seen as “predictive modelling.”
Predictive modelling can be viewed as a synonym for machine learning but only when
referring to machine-learning techniques used for future prediction. Hastie et al. (2009)
purposefully rebranded the intersection between machine learning using classical statistical
modelling called “statistical learning.” Most machine-learning techniques used in the
predictive modelling context relate directly to statistics.

One example is ensemble-based models, such as bagging (Maldonado et al. 2014),
random forests (Yiu 2019), and boosting (Verster et al. 2021). For all three of these ensemble
machine-learning techniques (random forest, bagging, and boosting), the underlying tech-
nique is a statistical technique called CART (classification and regression tree) developed
by Breiman et al. (1984).
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Another popular machine-learning technique used in the predictive modelling context
is neural networks (IBM Cloud Education 2020). A neural network can be thought of as a
regression model on a set of derived inputs called hidden units. In turn, these hidden units
can be thought of as regressions on the original inputs (SAS Institute Inc. 2015). Therefore,
the core statistical underlying technique of a neural network is linear regression.

These are just two examples of machine-learning techniques used in predictive models
that are based on statistics. In fact, hardly any difference is observed where statistics
are used to build predictive models and where machine learning is used for building
predictive models. However, terminology differs, e.g., “weights” will be used in machine
learning and “estimates” in statistics. In another example, the process of obtaining values
for these estimates/weights in machine learning is called “training a model,” whereas,
in statistics, this is known as “fitting a model.” Machine learning will typically refer to
a “supervised application,” whereas statisticians will refer to a “predictive model” or a
“classification technique.”

The main difference between statistics and machine learning is the aim of the analysis.
Statisticians are interested in the values and significance of the estimates. In machine-
learning applications, however, the actual values of the estimates are less important than
the success of the model in predicting new cases (ActEd 2020). The pertinent question here
is: which are the most important? Efron and Hastie (2016) state that a hopeful scenario for
the future is one of an increasing overlap that puts data science—which includes machine
learning (2U Inc. 2020)—on a solid footing while leading to a broader general formulation
of statistical inference.

3. Financial Crises
3.1. Role and Impact

The second factor influencing predictive modelling is financial crises; some examples
are listed in Figure 4. Where predictive models view the future as a reflection of the past,
financial crises can violate this assumption. This creates a new research field on how to
adjust predictive models to incorporate extreme forward-looking conditions, which include
future expected financial crises. The credit crisis of 2007/2008 provoked concerns about
the use of models in finance (De Jongh et al. 2017). Many examples can be found in the
literature on the effect that this credit crisis had on financial credit risk predictive models
(Breed et al. 2019), (Dendramis et al. 2018), and (Skoglund 2014). Generally, financial credit
risk predictive models break down in a financial crisis (Saliba et al. 2023).
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3.2. Challenges and Opportunities

Historical financial crises created a new research field in predictive modelling: investi-
gating how to adjust predictive models to incorporate forward-looking macroeconomic
conditions (e.g., financial crises) as specified by IFRS 9 (Bellini 2019). IFRS 9 requires models
to accommodate the influence of the current and forecasted macroeconomic conditions on
default rates (IFRS 2014, 2020). Typically, macroeconomic variables might pick up a more
long-term crisis ahead of time, such as the 2007/2008 financial crisis, and could be used
to predict similar future crises. However, macroeconomic variables will lag when a more
abrupt type of crisis arises (e.g., COVID-19) and will be less useful in predicting abrupt
financial crises; thus, the inclusion of these variables in credit risk models needs to be an
ongoing focus of researchers.

One example of a relatively new financial crisis is climate change, another long-term
crisis that manifests gradually over time. Climate change is one of the greatest challenges
facing humankind this century (Alogoskoufis et al. 2021). Climate risk is generally broken
down into transition risk and physical risk. Transition risk refers to the negative impact
that the introduction of climate policies to reduce CO2 emissions could have on certain
high-emission industries (Bell and Vuuren 2022). These affected industries could face a
sharp fall in profits and higher production costs. The physical risk refers to the economic
impact stemming from the expected increase in the frequency and magnitude of natural
disasters. The damage caused by these disasters could interrupt the production process
in the short term and lead to business failure in the long term. To quantify the impact of
both these risks on banks’ credit risk, the changes in the PD (probability of default) and
LGD (loss given default) of banks’ loan books are derived under different climate scenarios
(Bell and Vuuren 2022).

The exact way in which these predictive models in the financial industry need to be
adjusted to mitigate the impact of climate risk is still unclear and will be a future influence
that impacts financial credit risk predictive models, which creates both challenges and
opportunities within financial predictive models.

4. Financial Technology
4.1. Role and Impact

The third factor is the impact of Fintech on the future of predictive modelling. Fin-
tech describes any new technology that seeks to improve and automate the delivery and
use of financial services. Examples (Howat 2020) include crowdfunding platforms (e.g.,
GoFundMe or Kickstarter), blockchain, cryptocurrency (e.g., Bitcoin), mobile payments,
Fintech lending, robo-advising, and stock-trading apps (e.g., Acron) as depicted in Figure 5.
These innovations in Fintech have had a huge impact on traditional bank lending, thereby
causing competition. Fintech lending also increases financial inclusion (Bazarbash 2019),
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especially in low-income and emerging countries which were not included in traditional
credit risk models and thus violate the assumption that the future will be similar to the past.
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4.2. Challenges and Opportunities

The first cryptocurrency, Bitcoin, came into existence in 2009, and in the years that
followed, other cryptocurrencies were introduced as well. Many predictive models were
developed and will continue to be developed in the context of cryptocurrencies (Gandal
and Halaburda 2016). Some of the challenges associated with cryptocurrencies are their
unregulated nature and extreme volatility. These need to be taken into account when
developing credit risk models seeing that they can increase counterparty credit risk.

As mentioned previously, the ability to predict the future is a goal for any organisation,
from financial management to marketing and even oncology. Everyone would like to
have a glimpse into the future to be better prepared and to seize upcoming opportunities.
According to Brooke (2018), blockchain can offer solutions to make predictive models
more accessible, whereas blockchain can offer viable solutions to the typical challenges
of predictive models. Blockchain is most commonly defined as a “distributed ledger of
transactions” (Halaburda 2017). The technology of blockchain can be used to predict price
movements for cryptocurrencies and other financial markets. If predictive models are built
using the decentralised approach offered by blockchain, more organisations can jump on
the bandwagon and take advantage (Brooke 2018) of using predictive models. Blockchain
technologies will have a big impact on many industries, which are not limited to only
finance (Halaburda 2017).

Another example of Fintech credit is crowdfunding. Crowdfunding is the use of small
amounts of capital from many individuals to finance a new business venture
(Smith 2022). Predictive models can be built to forecast the success of crowdfunding.
For example, Kao (2021) employed machine-learning techniques to develop a model that
successfully predicted the crowdfunding outcome from a dataset containing more than
25,000 crowdfunding projects on Kickstarter. App-based avatars (another example of Fin-
tech) are listed, amongst others (De Almeida Filho et al. 2010), as a future suggestion of an
innovative way to enhance collection strategies (Blaschczok et al. 2018).

Fintech credit is growing rapidly, and potential benefits include access to alternative
funding for previously excluded customers. Some challenges might include a possible
lower lending standard, and Fintech credit poses challenges to the regulatory monitoring
of credit activity (CGFS 2017). While Fintech credit has the potential to enhance financial
inclusion and outperform traditional credit scoring, some caution should be given to ensure
data relevance, especially in situations when a deep structural change occurs or where
information asymmetry exists (Bazarbash 2019).
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The interest and investment in Fintech grew significantly in many regions around
the world, and its scope broadened well beyond its early definition (Ruddenklau 2022).
This expanding landscape is expected to maintain growth and create more opportunities in
which to apply predictive models within Fintech.

5. Summary of Challenges and Opportunities

This changing landscape (machine learning, financial crises, and Fintech) presents
many opportunities, but new threats are also emerging. Tables 1–3 provide novel sum-
maries of the challenges and opportunities associated with each of these three factors.
It is interesting to note that most of these are both a challenge as well as an opportunity
and apply to both practitioners as well as for academics. One possible way of taking
advantage of these opportunities and managing the associated risks is to provide young
graduates with relevant industry-focused training and to ensure that universities apply
industry-focused research.

Table 1. Challenges and opportunities of machine learning.

Challenge: Only limited guidelines on the use of machine-learning techniques in regulatory and impairment models are currently
available, and those that are available are still under development and thus need to be improved.
Opportunity: Improve and expand existing guidelines using machine-learning techniques in regulatory and impairment models.

Challenge: Although techniques to address the black box conundrum of machine learning (explaining and interpreting
machine-learning models) have been made available to some extent, this will remain an ever-changing research field for the
foreseeable future, seeing that new machine-learning techniques, applications thereof, and techniques to explain the models are still
being presented.
Opportunity: Exploit the ever-changing research field, especially in terms of the improvement of using available machine learning
techniques, new applications of these techniques, enhancing the techniques available to explain models developed using machine
learning, as well as the evolvement of these three areas.

Challenge: Some machine learning techniques are applied incorrectly due to insufficient understanding of the statistical
foundation of these as well as the users not understanding the datasets that these models were built on.
Opportunity: Invest in gaining a proper understanding of the statistical foundation underlying machine learning techniques and
dataset that a specific model was built on. Research into statistical inference is needed, such as model selection, over- and
underfitting, and the effects of outliers.

Challenge: Contrary to popular belief, not all machine learning techniques outperform traditional statistical techniques in terms
of accuracy.
Opportunity: However, some machine learning techniques outperform traditional techniques.

Challenge: The need for supercomputers and sophisticated software requirements pose a significant challenge.
Opportunity: An ever-growing need for faster and better computers and an ever-growing need for the latest, most
sophisticated software.

Table 1 presents condensed overviews of the challenges and opportunities linked to
machine learning.

In addition to a changing landscape, financial crises also form an integral part. Table 2
offers a concise overview of the challenges and opportunities associated with financial
crises. Fintech introduces numerous opportunities, accompanied by the emergence of new
threats, as summarized in Table 3.

This study proposes an innovative novel solution, specifically the collaboration be-
tween academic and industry partners, to effectively address the challenges and utilize the
opportunities (as summarized in Tables 1–3) for mutual benefits, which is discussed in the
next section.
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Table 2. Challenges and opportunities of financial crises.

Challenge: Seeing that financial crises are sporadic and, thus, it is difficult to incorporate future expected financial crises into
predictive models, there is a need for new methods on how to adjust predictive models to allow them to incorporate financial crises.
It is also necessary to enhance the availability of these methods.
Opportunity: Develop new methods to incorporate future expected financial crises into predictive models and enhance the
availability of these methods.

Challenge: The IFRS 9 standard does not prescribe what techniques should be used to incorporate forward-looking
macroeconomic conditions into credit risk models resulting in only a limited number of techniques being available and a need to
further improve these available techniques.
Opportunity: Build on existing techniques to incorporate macroeconomic conditions into credit risk models under IFRS 9, as well
as develop new techniques to perform this function.

Challenge: The quantification of the impact of climate risks on banks’ credit risk models is a relatively new field of research
resulting in limited methods available to perform it.
Opportunity: A wealth of opportunities exist in terms of research that should still be conducted to quantify the impact of
climate risks.

Challenge: Only a limited number of techniques are available to address the breakdown of financial credit predictive models
during financial crises.
Opportunity: Improve existing techniques to address the breakdown of financial credit predictive models during financial crises
and create new ones where none exist.

Table 3. Challenges and opportunities of Fintech.

Challenge: A limited number of techniques have already been developed to build predictive models within the Fintech
environment, where applications are typically unregulated and extreme volatility is experienced.
Opportunity: Enhance the techniques currently in place and develop new ones to take the unique nature of Fintech into account
when developing predictive models for this unique environment.

Challenge: There still exists uncertainty about whether blockchain-based business models expose the firm and the market to new
types of risk.
Opportunity: Apply blockchain methods in the field of financial predictive models.

Challenges: Seeing that Fintech lending is such a new development (access is provided to alternative funding via Fintech lending,
and previously excluded customers and markets are now included), the methods used to develop Fintech-specific credit risk
models remain unclear.
Opportunity: Utilise existing techniques and develop new techniques to use within Fintech lending

Challenge: The newly available Fintech data are associated with the need to ensure the relevance of data used to develop models.
Fintech data also have additional legal and social restrictions.
Opportunity: Techniques need to be developed to ensure or test data relevancy. Guidelines on the use of Fintech data.

6. Industry Collaboration

Yurcan (2022) suggests that financial institutions should consider partnerships with
think tanks, universities, and research institutions to bring together credit providers from
around the world.

Many predictive models are built within the financial industry, and simultaneously
many universities conduct research within the field of predictive modelling. Academics
have several obligations, such as training students and contributing to current research
within their field of knowledge. Therefore, the challenge is to maintain a balance. Industry,
however, does not always have the time and specialised knowledge to find the best solution
to a specific problem. The solution to both these challenges is industry collaboration.

Synergy exists where academics join hands with industry to solve these real-world
problems. This can be seen in many successful industry collaborations in the past. The
Centre for Business Mathematics and Informatics (BMI) at North-West University in South
Africa (Centre for BMI 2022), the Master’s in Business Analytics at Vrije Universiteit in
Amsterdam (VU 2022), the Master of Science in Analytics at North Carolina State University
(NCSU 2022), as well as the New York University Stern Business School (NYU Stern 2022)
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are four examples of successful collaborations. In this study, we discuss two types of
industry collaboration: industry-focused training and industry-focused research.

6.1. Industry-Focused Training

De Jongh and Erasmus (2014) instituted a framework for designing and implementing
career-orientated training programmes and industry-directed research programmes with
a statistical science core. To illustrate their design concept, they used a Venn diagram
consisting of three overlapping circles depicting a set of training, research, and industry
activities. The heart of the programme is considered to be the set of activities labelled
Industry-focused training, where all three circles overlap, as shown in Figure 6.
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2014)).

The basic idea is that all MSc students in the programme are required to complete an
individual, six-month industry-directed research project under the guidance of an industry
mentor (responsible for the business success of the project) and an academic supervisor
(responsible for the academic/technical quality of the project). The project should be
carefully chosen via role-player collaboration to ensure that the student solves a specific
real-world problem while simultaneously encompassing the requisite academic content.
Slightly different applications of this model can be found at other academic institutions.
The NYU Stern Master of Science in Business Analytics (MSBA) is based on a blended
learning approach combining in-person classroom time and independent study (NYU Stern
2022). The MSBA Capstone is an integrative year-long team project that allows students to
demonstrate an understanding of the core competencies taught throughout the programme
and apply them to real business concerns. The Master of Science in Analytics at North
Carolina State University has at its core the Practicum: a team-based learning experience
that allows students to conduct real-world analytics projects using data from sponsoring
organisations. The Practicum spans eight months and culminates with an executive-level
report and presentation to the sponsor (NCSU 2022). Students work in teams of five to
understand the business problem and then clean and analyse data. Each stage of the project
is managed by the Institute. The Master’s in Business Analytics at the Vrije Universiteit
Amsterdam is a two-year programme divided into four semesters (VU 2022). In the fourth
semester, students spend six months doing an internship at a business or research institute,
gaining first-hand experience in the world of work.

This type of industry collaboration (industry-focused training) benefits both the aca-
demic partner and the industry partner. For the industry partner, a real-world problem
is solved, and for the academic partner, an MSc student is produced. Often, the research
conducted in these kinds of projects feeds back into the content of postgraduate modules,
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and newfound industry knowledge enhances the teaching of other modules, resulting in
better-equipped new young professionals.

6.2. Example of Such an Industry-Focused Training

For example, one such industry project resulted in a peer-reviewed article on a fraud
scorecard that was developed for telecommunications (Human et al. 2021). In this instance,
a South African telecommunication operator developed two internal fraud scorecards
to mitigate future risks of fraud events. The scorecards aim to predict the likelihood of
an application being fraudulent by identifying fraud at the time of application, thereby
surprising fraudsters before they have a chance to initiate a scam. Figure 7a graphically
illustrates how the three main components of the predictive model (Rajalingham 2005)
were applied.
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6.3. Opportunities and Possible Future Impact of Industry-Focused Training

This collaboration between the industry and the university led to a model that, in
the future, would save the telecommunication operator money and also lead to research
outputs for the university. Many examples of such industry-focused training are found in
the machine-learning context, but some have not yet been published.

6.4. Industry-Focused Research

Industry-focused research is another form of industry collaboration (De Jongh and
Erasmus 2014). With this type of industry collaboration, staff at a university tackle a specific
problem posed by industry to generate income for the university. The benefit to industry is
that a real-world problem is solved; the benefit to academia is fund generation as well as
the opportunity for academic staff to perform focused research on industry-relevant topics.

6.5. Example of Industry-Focused Research

For example, university staff completed an applied research project where research
was conducted on the risk grading of provincial governments, which eventually became
a springboard for a Ph.D. topic. One of the four research studies published from this,
Fourie et al. (2016) developed a generic, quantitative credit rating methodology for rating
the Department of Health and the Department of Education of South Africa. To summarise
how these three main components of predictive modelling were used in this project, we
visually illustrate these three components in Figure 7b.
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6.6. Opportunities and Possible Future Impact of Industry-Focused Research

Industry collaboration has been a success factor in many universities, and our opinion
is that industry collaboration is the future route to success. The applications of predictive
modelling are only limited by the user’s imagination, and an industry partnership can
provide many more areas of application for research and collaboration. There already
are many more examples of industry-focused research within the context of machine
learning, Fintech, and financial crises, and even more, will arise in the future. Thus, proving
that by joining hands, industry and academics can tackle the challenges and utilise the
opportunities that are caused by the changing landscape of financial credit risk models in
such a manner that benefits both.

7. Conclusions and Future Recommendations

This study took a brief look into the future of predictive modelling by considering
three factors that will enrich and influence the landscape of financial credit risk predic-
tive modelling, as well as suggest one possible solution to exploit the challenges and
opportunities associated with the changing landscape.

The first factor discussed was machine learning. Many machine-learning techniques
are used for predictive modelling, and this trend will continue in the future. There is a need
for guidelines to use machine-learning techniques in regulatory models, as well as a need
for techniques that explain and interpret machine-learning models. Statistical inference and
a statistical foundation for machine-learning techniques need to be researched. Machine
learning can be equated to a gun: in the wrong hands, it is terrifying, but in the right hands,
it is a powerful tool. When machine learning is used in predictive modelling, it should be
combined with a statistical basis and business knowledge. This will ensure that machine
learning becomes a powerful tool.

The second factor that was discussed was financial crises. Any financial crisis results
in the need to adjust predictive models, which creates many areas of enrichment in the
financial predictive modelling field.

The third factor considered was the impact of Fintech on the future of predictive
modelling. Fintech creates new applications for predictive modelling, again creating an
enriched environment for financial credit risk predictive models.

Finally, industry collaboration was proposed as we looked at how the synergy of industry
collaboration could enrich and benefit both the industry and the academic institution. We
outlined how industry-focused training and industry-focused research could take advantage
of any opportunities and address the challenges that arise in this changing landscape.

One aspect that remains untouched until now is the policy implications of this study
which is similar to other studies (e.g., Athari et al. 2021). First, looking at machine learning
and how it affects financial credit risk models holds crucial policy implications for pol-
icymakers and regulators striving to safeguard consumers of machine learning models
(EBA 2021). While machine learning algorithms enhance the convenience and accessibil-
ity of financial services, they also introduce new risks. However, the emphasis on the
explainability of machine learning models can effectively enhance the comprehension of
factors influencing financial risks (Yurcan 2022), which in turn may have an influence on
policymaking. Second, moving on to financial crises. IFRS (2020) states that although finan-
cial crises present numerous challenges and opportunities to shape policies, there are still
unexplored areas where further policy research would be beneficial. These areas encompass
competition policy for a stable financial system, approaches to consumer protection in
financial services, and the political economy of financial regulation, financial openness, and
financial crises (Claessens et al. 2010). Third, the current study holds important implications
for policymakers to reinforce credit risk assessment and foster financial inclusion in the
context of Fintech. Howat (2020) also commented on this. The regulatory framework must
support Fintech lending and promote collaboration between Fintech lenders and traditional
banks (CGFS 2017).
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The focus of this study was on credit risk, but most of the opportunities and challenges
that arise are also applicable to other risk areas. For example, machine learning is used in
market risk models, e.g., the use of neural networks used to predict interest rates (Joseph
et al. 2011). The effect of financial crises is prominent in market risk, as can be seen,
for example, by how COVID-19 affected interest rates (Rizwan et al. 2020). Fintech also
has a big influence on market risk, e.g., on interest rates (Hodula 2023). As with credit
risk, all three of these factors lead to opportunities and threads that can be capitalised
on by industry-focused training and research. The same argument can be followed for
operational risk. In similar ways, machine learning (e.g., Pena et al. 2021), financial crises
(e.g., Andersen et al. 2012), and Fintech (e.g., Cheng 2023) have created opportunities and
challenges in the operational risk realm that could be addressed by more industry-focused
activities within universities, e.g., (Human et al. 2021).

These three factors were summarised separately in this study, but these factors in-
fluence each other as well. For example, the impact of the COVID-19 pandemic (an
example of a financial crisis) on cryptocurrencies (an example of Fintech) is described in
Karagiannopoulou et al. (2023). Their findings can be utilised in the credit, market, and
operational risk domains.

Therefore, this study’s first unique contribution to the field of financial credit risk
models is the investigation and discussion of the factors causing rapid changes in the
landscape of credit risk predictive models (with a special focus on three pertinent factors:
machine learning, financial crises, and Fintech). This not only makes academics and
industry partners aware of these changes but also makes them aware that they will need to
make some changes going forward to adjust to the changing landscape. The second unique
contribution is the documentation of the challenges and opportunities that arise from the
changes brought forward by the discussed factors. The last contribution to the field is the
suggested solution, i.e., collaborations between academic and industry partners, to utilise
these challenges and opportunities in a multi-beneficial way.

That being said, these three factors are not the only factors that will change the
landscape of financial credit risk predictive models in the future, and no one can predict
exactly what will happen in the future. The factors listed in this study are just the beginning.
In the time it took to read this study, innovations, and new technologies would have been
developed. One thing we are convinced of is that the future of predictive modelling
includes a wealth of exciting opportunities. As Albert Einstein said, “Learn from yesterday,
live for today, and hope for tomorrow. The important thing is not to stop questioning”.
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