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Abstract: This article studies the function of Copular Predicate Constructions in everyday English
conversation. We compare predicate adjective constructions (PA) and constructions with a predicate
nominal containing an adjective (PAN). We ask whether the attributive function of the adjective or the
presence of a noun in the PAN leads to a difference in function in the two constructions. We propose
that in most cases the adjective determines the function of the construction, leading to many parallels
in usage between the PA and PAN constructions. A comparison with predicate nominal constructions
(PN), in contrast, shows that not including an adjective in the constructions leads to a different set
of meanings and implications. The conversational usage of these constructions provides evidence
for a partial correspondence of form to function: Copular Predicate Constructions often constitute a
complete turn in conversation, and if not a full turn, form their own prosodic units. Other properties
of these constructions—the definiteness of the NP and the presence or absence of a N—correspond to
different interactional work. A comparison of all three constructions shows that the adjective plays a
determining interactional role, despite differences in syntactic configuration.

Keywords: Copular Construction; predicate adjective; predicate nominal; copula

1. Introduction

Clauses with non-verbal predicates have long been of interest in functional and typo-
logical linguistics (e.g., Hengeveld 1992; Overall et al. 2018; Dixon [1970] 2010; Narahara
2002; Clements 2006). In the context of the current Special Issue, we would like to ask
how the structure and content of these clauses relate to the role they play in conversation.
This article addresses this question by considering a pair of English constructions built
around the copula, those in which the predicate is an Adjective (the Predicate Adjective
construction, or PA) or an Adjective + Noun (the Predicate Adjective Noun construction, or
PAN).1 Focusing on these two constructions highlights the traditional distinction between
the attributive and predicative roles that adjectives can play in a clause, as the PA is pred-
icative and the adjective within the PAN is in an attributive construction. For comparison,
we will also draw on a set of Predicate Nominal constructions (PNs). We will refer to
the three constructions together as ‘Copular Predicate Constructions’; they are all built as
clauses with the form [NP Copula PA/PAN/PN]. These are illustrated, respectively, in
these extracts:2

(1) PA I was miserable3

(2) PAN it was atypical weather
(3) PAN it was really a treat.

The attributive-predicative distinction has been noted with interest by traditional
and functional linguists and grammarians (Quirk et al. 1985, pp. 402–3; Thompson 1988;
Englebretson 1997; Biber et al. 1999; Clements 2006; Ono and Thompson 2009; Thompson
and Tao 2010; Bybee and Napoleão de Souza 2019). For English, an attributive adjective is
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generally understood to “premodify a noun” (Quirk et al. 1985, p. 402) in the same noun
phrase (NP), while predicate adjectives predicate a property of the clausal subject. We are
especially interested, then, in the PAN construction, where the adjective can be argued to
be playing both roles: it premodifies a noun in an NP, but that NP is doing predicate work
in its clause.

The functions served by PAs and PANs in language use has, to the best of our knowl-
edge, never been investigated. We will demonstrate that these constructions serve to do
specific interactional jobs, and, as might be expected, PAs and PANs are similar to each
other in some respects and different in others. In particular, we hypothesize that the prop-
erties of adjectives influence the interactional work of these constructions. As often noted,
adjectives are gradable and take degree modifiers (Quirk et al. 1985, p. 402–3; Huddleston
and Pullum 2002, p. 528). The interpretation of the meaning of an adjective depends
upon an implicit standard of comparison, which changes according to the context. This
variability allows for a degree of subjectivity in the use of adjectives by speakers. We argue
that the lexical meaning of the adjective is an important determinant of the interactional
work accomplished by the Predicate Copula Constructions.

As Schegloff (1996b) has pointed out, it is in interactional settings that we can see
grammar ‘at work’, and can thus begin to appreciate what ‘grammar’ must be understood
to be. We thus seek to answer, for the first time, these questions:

• What interactional work do speakers use PAs and PANs for, and to what extent are
these two constructions used to do similar work?

• What is the role of the N and what is the role of the A in determining the way the
constructions are used in conversation?

• In the PAN construction, is the A doing the work of an attributive, or a predicative, adjective?
• From a purely syntactic point of view, PN and PAN should be the same construction:

[NP + COP + NP]. How similar do they turn out to be in function?

The analysis reported here is based on these questions and does not test any specific hy-
potheses. Even though this study is based on a large number of naturally occurring examples
that indicate certain trends, it is intended to be qualitative—that is, aimed towards deepening
our understanding of the social function of PAs and PANs in everyday conversation.

The paper is organized as follows: Section 2 outlines our data and methods, and
Section 3, the relative distribution of the constructions in our data. In Sections 4–8, we
present our analyses. Section 9 returns to the question of role of the Adjective vis-a-vis the
Noun in our target constructions, and Section 10 explores the theoretical implications of
our study.

2. The Data and Method

Our data are drawn from video and telephone audio recorded conversations among
American English-speaking friends and family members. We chose these data sets as typical
of the conversations we have studied over the past several decades. We manually searched
the CALLFRIEND data archive4 in addition to about 40 h of our own and colleagues’
datasets, in which the participants were simply interacting normally in various informal
interactional settings with no instructions from the researchers setting up the recording.
All interactions were recorded with permission, and transcribed by trained transcribers.

From the telephone conversations in the Call Friend data archive, we manually ex-
tracted all PANs from seven conversations among sixteen speakers, totaling over 60,000
words. Because PAs are more frequent than PANs (see Section 3), all PAs were extracted
from four conversations plus the first 1000 lines from a fifth one, totaling approximately
30,000 words. From our own datasets, we examined 16 conversations, of which 12 were
face-to-face, and 4 were phone calls. These totaled 6.5 h of talk among two to six speakers
each, and comprised roughly 110,000 words. Again, we manually extracted all the PAs
from eight conversations, and all the PANs from the first 2000 words of the other eight. We
collected instances from both sets of conversations until we had 150 PAs and 75 PANs. For
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comparison, we also collected all the PNs from our own datasets until we had 70 in total.
Table 1 shows these totals.

Table 1. Numbers of PA, PAN, and PN constructions.

PA PAN (PN) Total

Total 150 75 70 295

The following properties characterize the elements in the three constructions:

2.1. Subject

The subject may be explicit or implicit.

2.2. Verb

A copular predicate in a main or dependent clause. The copula in its various inflected
forms was the most common verb in the sample, but verbs such as seem also qualify and
were identified. It turned out that there were so few instances of verbs other than the copula
that our analysis can be restricted to true copula forms.

2.3. Adjective

For PAs, the adjective is in predicative position and for PANs the adjective is attributive,
modifying the noun.

This criterion requires a determination of what is an adjective. Setting aside deter-
miners for the moment, most of the noun modifiers in the data fit the intuitive definition
of adjective—words such as good, difficult, or funny. The adjectives in the PAs are almost
all gradable adjectives, with only a few that simply name a category, such as Brazilian or
pregnant. We included Past Participle forms, such as concerned or freaked out, and Present
Participles, such as frustrating or time-consuming.

Some noun modifiers have special distributional properties, e.g., ordinal numerals, as
in my first child, and the word same. These modifiers have functions distinguishable from
the more prototypical adjectives, as do the very few cardinal numbers found in our data,
such as in 800 in 800 dollars or 160 in 160 km. Thus we chose not to include cardinal and
ordinal numerals and the word same in our analysis.5

2.4. Other Elements

These constructions may be augmented in various ways, including, for example, with
intensifiers modifying the adjective (like real, total), auxiliaries (like could be, might be),
hedges (like sort of, kind of ), turn-initial particles (like so, but, and, I think), and quotatives
(like she’s like, he goes). Constructions that met the other criteria and included these types of
additional elements were included in the data set.

We omitted formulaic greetings such as How are you? and their responses, and instances
where a phrase was repeated verbatim within a single interchange.

As for PNs, they were identified as having a noun phrase (without an adjective) as
complement to the copula.

We coded the data for a number of properties; those that turned out to be relevant for
the claims in this paper are:

a. Whether or not the Predicate Copular Construction is a prosodic unit and/or a turn
in the interaction (cf. Section 5)

b. Whether the Copular Predicate Construction is interactionally serving to inform,
assess, or both (cf. Section 6)

c. Whether the subject is a full NP or a pronoun and the nature of that pronoun (cf.
Section 7)

d. Whether the NP in the PAN or PN is definite or indefinite (cf. Section 8)
e. Whether the subject is a person, or an entity, a situation, or an activity (cf. Section 9.1).
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3. Distribution of PAs and PANs

As noted above, PAs are much more frequent in conversation than PANs. In the five
conversations from CALLFRIEND that were coded for both PAs and PANs, there were
almost six PAs for every PAN. In the study reported on in Bybee and Napoleão de Souza
(2019), 100 tokens each of 10 adjectives were selected from the Switchboard corpus and
coded for occurrence in attributive or predicative constructions. In that sample, there
were also six PAs for every one PAN. Even though PANs are less frequent, they constitute
an important use of attributive adjectives. In the study just cited, around one-third of
attributive adjectives occur in a PAN. Thus, even in the attributive function, adjectives can
participate in predication. Exactly how adjectives function in PANs is one of the main foci
of this article.

4. How Do PAs and PANs Function?

As we examined the data, it became clear that the work that the PAs and PANs do can
be understood at two different levels, one more semantic and cognitive, the other more
pragmatic and dialogic. At the more semantic level, PAs ascribe a property to a subject
referent, as in (4), while PANs, like all PNs, may either place the subject referent into a
category, as in (5) or equate the subject referent with another nominal, as in (6).

(4) PA I was miserable
(5) PAN it was atypical weather
(6) PAN that would really be the right price

At the more pragmatic level, PAs and PANs serve as either assessments and/or
informings. We will discuss these functions further in Section 6.

5. Copular Predicative Constructions and Turn-Taking: PAs and PANs as Turn
Constructional Units

A striking finding revealed by our data is the clear role that PAs and PANs play in
building a conversational turn. Nearly all PAs and PANs form prosodic units of their own
(71% of PAs and 91% of PANs), and of these, many are turns in and of themselves, as in the
boldfaced lines in (7)–(9):

(7)
Justin: hhh so:: that mea:ns you don’t hav:e to pa:y anymor:e
Steve: ri:ght, yea:h, I’m all don:e.
Justin: (0.3) that’s goodthat’s goodthat’s good [PA]

(8) [Nick is telling about a career-planning course he took]
Nick: like in the- they had mock interviews they all - they had us on

ca:mera they showed it to the whole cla:ss
Sam: oh [really
Nick: [hhh hhh
Sam: so xxx school is
Nick: yeah it was a good class,it was a good class,it was a good class, [PAN]
Sam: doing the mistakes you mean.
Nick: yeah.

(9)
Ros: oh:: and that’s quite a drive from herethat’s quite a drive from herethat’s quite a drive from here too: [PN]

hhh well you know eh seven days a week is just too much for me, I
can’t ˆdo it with (.) children. hh and as ˆyou say if I: c’d find
some(body) to reˆlieve me on the weekend

Bea: mm-hm?
Ros: but that’s the trouble.that’s the trouble.that’s the trouble. [PN]
Bea: yeah. (0.3)
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If we assume with Schegloff (1996a, 2001) that grammatical units have emerged from
the exigencies of social interaction, and that “units such as the clause, sentence, turn, utter-
ance, . . . all are in principle interactional units” (emphasis original) (Schegloff 2001, p. 235),
then grammatical constructions, such as clauses, can be understood as interactional prac-
tices, emergent products of sedimented and shared routines for resolving recurrent com-
municative problems, such as giving advice, assessing and informing about people and
situations, telling stories, making offers, requesting objects and information, etc. (cf. Thomp-
son 2019; Thompson and Couper-Kuhlen 2005).

In the following we present an analysis of Copular Predicate Constructions in their
conversational contexts with the goal of identifying the role they play in interaction, starting
with the role the whole construction plays, and continuing to the effects of the different
constituents of the construction on the interactional work of the constructions.

6. Interactional Work of PA and PAN

As noted above, we analyze PAs and PANs as functioning at two levels: a semantic,
more cognitive level and a pragmatic, more interactional level. We propose that for any
given instance, both participants and analysts can discern functions at both levels at once.
For example, in (9), just above, when Nick says that was a good class, Sam can understand him
to semantically be placing his experience in the category of ‘good class’ and pragmatically
to be assessing the experience positively.

To further understand the pragmatic level—the interactional work of PAs and PANs—
we draw on research in conversation analysis focusing on the routinized social actions
that humans use language to accomplish. Levinson (2013, p. 107) characterizes these
actions as the ‘main job’ that a given turn in an interaction is taken by the participants
to be performing. Some of these actions are typically relatively straightforward for both
participants and analysts to discern, such as greetings, compliments, and invitations, and
the ways in which recipients typically respond to them is also relatively routinized6 (cf.
Schegloff 2007). Other actions are more difficult to pin down among participants and
analysts. For example, in a given sequential position, a given turn can be understood by
participants, and analyzed by researchers, as either a piece of news or a warning, or both,
or an interrogative in a specific position may be treated by participants as either a request
for information or as an offer.

Our data on PAs and PANs suggest two actions that they are generally used to
implement:

a) giving a subjective evaluation or assessing (Goodwin 1986; Goodwin and Goodwin
1987, 1992; Lindström and Mondada 2009; Pomerantz 1984), as in:

(10) five dollars a week is ridiculous. [PA]
(11) they’re too dumb [PA]
(12) (so it) was a little intense this mo(h)rning?.hh [PA]
(13) she’s a ma:sterful wri:ter [PAN]
(14) this is a big fucking fish [PAN]

b) providing information or informing (Mori 2006; Thompson et al. 2015; Vatanen
2018), as in:

(15) I was half asleep [PA]
(16) she’s Brazilian [PA]
(17) yeah, it’s a true story [PAN]
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Because adjectives are relative and gradable, it is sometimes difficult, again, for both
those in the interaction and those analyzing it, to distinguish between informing and
assessing. For example, expensive in (18), informs the recipient about the price of shoes,
but expensive is a relative term which can differ in interpretation according to the indi-
vidual’s stance and frame of reference, thus making it a subjective assessment while still
being informative.

(18) they’re pretty expensive.

In another sort of situation, a woman reporting on her experience during pregnancy
utters (19), which could be taken as both an informing—a report on how things have been
going—and an assessment—her subjective reaction to the situation.

(19) it’s been horrible up till now.

A small majority of PAs and of PANs are assessments (53%), and informings make
up around 38%, with the remainder doing both kinds of work. In contrast, the PNs play
an informing role in about 80% of cases. This difference between the constructions with
and without an adjective suggests that the adjective plays a significant part in the work of
assessing, and we will see in Section 8 that this is indeed the case.

7. Subjects of the Copular Predicate Constructions

In our data, for the PA and PAN constructions, as well as for the PN constructions,
the majority of subjects are third person singular pronouns, particularly the inanimate
pronouns it, that and this, in accord with findings of studies that include all types of
predicates (Scheibman 2002) (see Table 2). A firm conclusion is that Copular Predicate
Constructions are used most commonly, at least by English speakers, to discuss known
entities and situations. Additionally, in accordance with previous studies of conversational
data, full NP subjects are much less frequent than pronouns, occurring in only 5% of the
examples (Chafe 1994; Givón 1983; Fox 1987; Du Bois 1987).

Table 2. Inanimate pronoun subjects found in PA, PAN and PN constructions.

PA PAN PN Total

it 37 31 26 94

that 34 15 15 64

this 7 6 7 20

total 178 (60% of all subjects, 76% of all pronoun subjects)

The trends in pronominal usage are the result of the interactional functions of PAs and
PANs. The most frequent pronouns are it and that. A difference in their usage emerges in a
frequently used conversational structure in the data: the telling of a story or the construc-
tion of a situation by one speaker, whom we’ll designate as S1. If this speaker is initiating
a comment or an assessment on a situation, s/he may use a PA or PAN, which in effect
guides the recipient’s reaction to the situation, in which case the pronoun it is usually used,
as in (40). When a recipient (S2) reacts to the comment in the form of a PA or PAN, that is
more commonly used than it, as in (21):

(20) I mean I’m glad I got into schoo:l (.) it’s a nice o:ptionit’s a nice o:ptionit’s a nice o:ption [PAN]
(21) Justin: they all look like tha:t. and [they ha:ve ]n’t cha:ng:ed since

eightee:n (0.3) [f:if:[ty eigh:t]
Steve: [yea::h ]

[that’s increthat’s increthat’s increydibledibledible
I didn’t know that [PA]
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equal numbers to do informing or assessing. However, when S2s use a PA or a PAN,
they use them 85% of the time to do assessments. That is, S1, the speaker creating the
situation, uses PAs and PANs as part of their telling, but the recipient, S2, usually provides
reactions in the form of assessments, referring to the situation that S1 has described.

From speakers’ use of it and that, we also see that those who have the floor concep-
tualize situations differently from those who do not: if I have the floor, as in (40), I will
use the neutral pronoun it to refer to the situation I am telling you about, which is in my
epistemic territory (Raymond and Heritage 2006; Kamio 1997). If I do not have the floor,
as in (21), and I am responding to ‘your’ situation, I am likely to use the markedly distal
pronoun that.

The subjects of PA and PAN constructions reveal two key aspects of the work that
speakers draw on these constructions to do; first, while speakers indeed tend to talk about
themselves and other humans, a strong trend is to use a PA or PAN construction to assess
situations. Second, these constructions are drawn on differently depending on whether the
speaker is the primary teller or the recipient.

8. Definite and Indefinite PANs and PNs

PANs are more complex than PAs, as their predicates include a noun and thus consti-
tute a full NP. In English, of course, this means that they often have a determiner as well,
which can be either definite or indefinite. Naturally, the same is true for the PNs. As we will
see, the definiteness of both PANs and PNs is closely interwoven with their interactional
function: the semantic function of categorizing is nearly always done with an indefinite
Predicate NP, while the semantic function of equating is nearly always done with a definite
Predicate NP.

8.1. Categorizing and Indefinite Predicate NP

In Predicate NPs both with and without an adjective (PNs and PANs), indefinites are
far more frequent than definites (see Table 3).

Table 3. Definite and indefinite NPs in PNs and PANs.

PNs PANs Total %

Indefinite 46 64 110 88%

Definite 24 11 35 12%

Total 70 75 145 100%

As noted above, with an indefinite Predicate NP, the PAN clause names the subject
referent as a member of a category, as in examples (22)–(28). We also analyze (25) and
(26) as categorizing even though the category is subjective and the PAN is interpreted as
an assessment.

(22) it’s a it’s an o::ld really o:ld Sony Trinitro:nan o::ld really o:ld Sony Trinitro:nan o::ld really o:ld Sony Trinitro:n [PAN]
(23) [talking about a book RO is reading]
RO: it’s written by the granddaughter of it
LI: so it was a ◦true: storyit was a ◦true: storyit was a ◦true: story◦ [PAN]
RO: yeah
(24)
RO: is it bi::g hhh
LI: it’s a nineteen-i:nch scree::nit’s a nineteen-i:nch scree::nit’s a nineteen-i:nch scree::n [PAN]
(25) this is a big fucking fishthis is a big fucking fishthis is a big fucking fish [PAN]
(26) [talking about why she doesn’t need strollers anymore]
RACHEL: they’re very heavy and they’re really a big painthey’re really a big painthey’re really a big pain [PAN]

and the kids can walk
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In some instances, the noun in a PN or PAN provides an assessment. Our data set
contains a small number of such nouns, and these seem to be conventionalized expressions,
suggesting that using P(A)Ns to provide assessments is not a productive strategy.

(27) [talking of visiting a temporary dome at the Tucson airport]
MAGGIE: I had a visitor who ## rode out there,

he said it was a waste @of @time.it was a waste @of @time.it was a waste @of @time. [PAN]
(28) [talking of her speech class]
Ava: and it’s like a Mickey Mouse course..hh

it’s a jokeit’s a jokeit’s a joke, hh ih-Speech. [PA]
(0.2)

Ava: hh[hh
Bee: [sp[e e c h, ]
Ava: [it’s the big]gest jo:ke going.=it really is.

(0.3)

When using PANs to talk about people, there is also a tendency to refer semantically
to rather conventional categories, such as a bad person, a better person, a funny guy, or a
productive member of society. Pragmatically, these often imply an assessment as well.

When it comes to situations, at the pragmatic level, the assessing function is prominent,
though the speaker is still pragmatically assigning the situation to a category, albeit a rather
subjective one. Sometimes the assessment is expressed in the noun: a real let-down, a total
waste. More often, the adjective supplies most of the assessment meaning: a good thing, a
pleasant surprise, a stressful weekend, a nice option. In such cases, the category named by the
noun tends to be quite general (see Section 9.1).

One difference, then, between PANs and PNs is that in the former, an assessment
may be expressed either in the adjective or the noun. In kind of a dead-end job and a good
class the assessment is expressed in the adjective, but in a real let-down and a total waste the
assessment is in the noun. In PANs, it is more common for the assessment implication to be
carried by the adjective, while the noun is more neutral or informing, as in a nice option and
a stressful weekend (see Section 9.1). Thus, even though a PAN is syntactically a predicate
nominal, it appears that most of the work of assessing is accomplished by the adjective.
This explains the fact that, among PNs, around 80% are informing, while PANs are more
evenly split, tending toward assessment in 53% of cases, as mentioned above.

8.2. Definites

In a definite PN, the clause in general establishes an equivalence, whose function it is
to equate one referent with another.

(29) that’s my husbandmy husbandmy husband [PN]
(30) the one that said twenty was the bo- the branch managerthe bo- the branch managerthe bo- the branch manager. [PN]

As for the social work these clauses are doing, most of them are doing informing;
they veer into assessing in a few cases, in which the noun expresses a subjective evalua-
tion, such as that’s the trouble. More commonly, as in (29) and (30), for example, PNs are
doing their prototypical work of delivering a piece of information from a knowing to an
unknowing recipient.

In contrast, there are very few definite PANs in our data, and these are mostly con-
ventionalized assessments, as in the biggest pain in the ass, the funniest thing, and the good
news. Thus, the presence of an adjective in a definite PAN strongly correlates with speak-
ers’ use of a PAN clause to do assessing. The small number of definite PANs and their
use as conventionalized assessments suggest that constructions with definite PANs are
not productive.
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9. The Role of the N and the A in These Constructions
9.1. The Noun: Comparison of PNs and PANs

Throughout the discussion, we have seen that the nature of the adjective plays a
pivotal role in determining whether the Copular Predicate Construction works to inform
or assess.

In fact, the work of assessing or stating a subjective evaluation of the subject falls on
the shoulders of the adjective rather than the N in more than 80% of our PAN-assessing
examples. This fact leads to the question of the role of the N in a PAN. Our PAN examples
fall roughly into four types.

The first type are examples in which the N is bringing new information to the conver-
sation; as we would expect, these mostly do informing rather than assessing work.

(31)
Justin: (0.7) are doing the so:ft uh uh a:: Be:ll

Nor:thern Research is a sub- seduary7 of
Nor:thern Teleco::m:

Steve: uh huh
Justin: which i:s: a c- the c- mai:n competitorthe c- mai:n competitorthe c- mai:n competitor to ATT for: [PAN]

switching::
Steve: o:kay

Here the N competitor is central to the point that M1 is making.
In the second group, the N is fairly specific, but the referent has already been intro-

duced in the conversation, as in (32).

(32) [talking about a book]
RO: The Language Instinct
LI: yea:h (.) it’s just really [interesting reading]interesting reading]interesting reading] [PAN]

so y(ou) you know
RO: [S t e v e n Pinker ]

This group of adjectives is largely doing assessing. That is, the speaker offers the
assessment interesting and could have done this with a PA it’s just really interesting, but
she adds the N reading. This N makes a minimal semantic contribution, but places the
experience into a category ‘reading’, which groups it with other reading, and supports the
inference that this book is ‘interesting’ as a reading experience, rather than, for example, as
a reference work or a humor book. Indeed, Liz goes on to comment that a benefit of being
at home with one’s baby is that she gets to read while her daughter naps.

And a few seconds later, Liz makes this assessment, which illustrates a similar infer-
encing from a PAN with an already introduced N:

(33)
LI: she’s a ma:sterful wri:tera ma:sterful wri:tera ma:sterful wri:ter [PAN]
RO: [hhh hhh]

[yea:h ]

Here Liz could have simply used a PA construction ‘she’s masterful’. But in adding
the N writer, she places the author into a category of writers; that is, this author is not just
‘masterful’, but she is masterful as a writer.

The third group uses an empty N that is highly general, while the A carries the most
information. Again, as we might expect, in these cases, the PAN is mostly assessing.

(34)
Mir: you ought to buy a cradle,

a beautiful cradle
Raq: maybe I’ll buy a bed for my kids

(0.9)

Mir: hhh hhh hh
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In the final group, comprising only six examples, the N itself (plus any intensifiers, as
seen in (35)) provides the assessment:

(35)
Ed: cause I had one from the UI a two years ago a vocational

orientation
Dick: yeah
Ed: yeah George Brown it was a it was a total wastea total wastea total waste [PAN]
Dick: waste
Ed: this is a - this is a YMCA

These four types pattern functionally as shown in Table 4.

Table 4. The role of the N in the PAN.

Informing Assessing

N adds new info 17 2 19

N not new 8 17 25

General N, A carrying
most weight 4 14 18

N carries most weight 0 8 8

total 29 41

What these data show is that, given that the N is redundant or highly general in most
cases, it is the adjective that is typically driving the interactional function of the PAN in
the context. Thus we see a trend in which the choice to use either N or A, or both, within
Copular Predicate Constructions corresponds to certain interactional actions. In PANs and
PNs the noun semantically names a category, and is thus pragmatically doing informing,
both when it introduces a new categorization and when the category is redundant in
context. But the adjective that modifies a redundant or empty N tends to offer a subjective
evaluation, i.e., an assessment, rather than objective information.

This analysis of the roles of Ns and As is supported by the examples of PNs, which
lack any adjective, and which accordingly do informing much more frequently (80%) than
assessing (20%).

9.2. Comparison of PAs and PANs

In this section, we address the role of the N by comparing Copular Predicate Construc-
tions that lack an N with those that include one. There are two major quantitative skewings
in our data. The first occurs when the subject of the construction is a person. With a person
as subject, about 70% of the examples are PAs rather than PANs, and these work primarily
to inform. They tend to occur when the speaker is describing a temporary state, as in the
following examples:

(36)
Steve: (0.3) ◦an::d◦[so: o:n so she was not very happyso she was not very happyso she was not very happy [PA]
(37)
J: I was (really) okay with itI was (really) okay with itI was (really) okay with it for a while. [PA]

Note that such examples contrast with those containing a N, which would put the
subject into a category; consider, e.g., the contrast between ‘she was not very happy’ and
‘she was not a very happy person.’ The latter would categorize the subject, attributing to
it the properties associated with the category, rather than describing a state in which the
person happens to be at a point in time. In this case, ‘she was not very happy’ carries the
connotation that unhappiness was a temporary trait of the person, in contrast to ‘she was
not a happy person’, which indicates a relatively long-lasting state.7 To support this point,
we observe that of 75 PANs, only fourteen have a person as subject. Interactionally, these
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all serve to inform recipients about the semantic category the person belongs to. Here is a
further example

(38)
LI: (0.6) he said he thought that sounded like a good idea

(0.7)
RO: m hm
LI: (0.5)
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·hhh◦he’s a funny gu:yhe’s a funny gu:yhe’s a funny gu:y [x x x◦] [PAN]

RO: [yea:h he] i::s hhh

The data also show that subjects referring to situations, entities, or activities are much
more frequent than those referring to people. Most of the personal pronouns occur in PAs
and are doing informing rather than assessing, as they occur in tellings about oneself or
other people.

In the case of subjects that are not people, the difference between PA and PAN is
more subtle. In some cases, the N makes the referent clear, as in (39), where Mom is telling
daughter Julie how she manages the Thanksgiving weekend while trying to avoid drinking:

(39)
Mom: (0.3) people out there a lot of people out there

just (.) you know it’s kind of been ◦a◦ stressful weekend◦a◦ stressful weekend◦a◦ stressful weekend [PAN]
but I’ve m(ade) m(ade) ma:de sure that I’ve got some stuff to do:

Here, at the semantic level, Mom is identifying the several days surrounding Thanks-
giving as the category ‘weekend’, and, at the pragmatic level, assessing this instance of that
category as a stressful one.

In other cases, the N actually identifies the category that the speaker wants to place
the referent in. Consider (40):

(40)
1 LI: I mean I’m glad I got into schoo:l (.) it’s a nice o:ptionit’s a nice o:ptionit’s a nice o:ption
2 wor:k is he::ll right no:w
3 I mean I lo:ve it but it’s◦just◦li:ke.
4 ·hhh
5 RO: inte:nse

In line 1, telling Roberta about her acceptance into graduate school, Liz identifies this
event not just as nice, but as a nice option, thereby placing this event into the category of
choices she faces for the next phase of her life.

What we see with PANs, then, is that the N does interactional work in placing an event,
activity, or person into a category, with attendant implications of stability and durability.
The work of the A in a PA is somewhat broader, encompassing temporary states (we’re not
open), but also more permanent ones (they’re pretty expensive) when the subject is inanimate.
As noted above, when the subject is a person, a distinction emerges between the PAN,
which assigns the person to a category, and the PA, which names a more transient property.
The few exceptions are the PAs she’s Brazilian and Janice is pregnant which both categorize
the subject. This distinction seems to be clearest for human subjects because they are often
the subject of a telling or story, in which they can have different emotional states at different
times, along with their more permanent characteristics.

10. Theoretical Implications: The Role of Syntax and Lexical Item in Fulfilling
Interactional Function

The comparison of the three Copular Predicative Constructions—PA, PAN, and PN—
has revealed the important contribution of the lexical adjectives and nouns to the social
work for which these constructions are recruited. While there is some flexibility concerning
the roles played by the N and the A, several clear trends have become quite apparent. As
shown most clearly by PNs with indefinite determiners and by PANs referring to people,
the N names a category to which the subject belongs, inviting inferences of more permanent
and criterial attributes.
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The Adjective in a PAN can also help to define a category (as in (22), repeated here as (41))

(41) it’s a it’s an o::ld really o:ld Sony Trinitro:nreally o:ld Sony Trinitro:nreally o:ld Sony Trinitro:n [PAN]

but more often it expresses an assessment, a subjective evaluation by the speaker.
In this way, the PANs resemble the PA examples in the corpus, many of which are also
assessments. The role that the adjective plays tends to depend upon the lexical meaning
of the adjective, with adjectives such as stressful, pleasant, nice, good, and bad expressing
assessment in most cases.

The results reveal an interesting interplay between the syntactic form of the utterance
and its lexical content in determining the work it is doing in conversation. As noted
by many researchers (Goldberg 1995, 2006; Boas 2003; Gahl and Garnsey 2004; Bybee
and Eddington 2006), lexical items and constructions are strongly associated in cognitive
representation. That is, what language users know about lexical items includes not just
their meaning, but also the constructions in which they have been experienced. Conversely,
knowledge of constructions includes the set of lexical items used in the construction.

Given that cognitive representations are records of previous experience with words
and constructions (Bybee 2006), these representations also contain information about the
interactional and social contexts in which they have been used. All of this information—
lexical meaning, constructional meaning, interactional context—influences the choices the
speaker makes about the content of her utterance. These same factors guide the listener in
the interpretation of the utterance.

Our analysis suggests that when speakers aiming to accomplish a certain interactional
move have made certain lexical choices, the constructions in which those lexical items
occur become available, and one of those constructions is then employed. With respect to
adjectives, some have been found to occur more often in predicative position while others
occur more often in attributive position (Huddleston and Pullum 2002; Boyd and Goldberg
2011; Bybee and Napoleão de Souza 2019). For example, Boyd and Goldberg study a set of
English adjectives with an a-prefix, such as asleep and afraid, which only occur predicatively.
In the data analyzed in Bybee and Napoleão de Souza 2019, the English adjective sad occurs
predicatively about 80% of the time, while red occurs predicatively only about 10% of the
time. In addition to these syntactic usage tendencies, constructions also have pragmatic
and interactional histories registered with them. Given this detailed knowledge about
constructions, pragmatics, and interaction, we suggest that, for example, the choice of the
adjective weird as an assessment could lead directly to the utterance it’s/that’s weird, using a
PA, a common construction for weird and an inanimate subject.

The data examined here also underscore the importance of the lexical content of
the turns. Given that the speaker’s choice of words to inform or assess may be a major
determinant of the construction chosen, certain interactional structures may also trigger
the combined choice of lexical item and construction.8 In particular, we find speakers
at times using PAs and PANs to guide recipients in interpreting a described situation,
and we find recipients using the same constructions to provide responsive feedback and
assessment. The data suggest, then, that in online processing in conversation, speakers are
controlling the lexical content of what they want to say, as well as the appropriate syntactic
construction and the interactional context, and all of these factors together determine how
the turn unfolds.

The pervasive intertwining of lexical, grammatical, and interactional factors in lan-
guage use leads to questions about the abstractness of syntactic representations. In par-
ticular, at the most abstract level, the PN and PAN constructions can be reduced to the
same formula, i.e., [SUBJECT + COPULA + NP]; since the NP may contain determiners and
adjectives as well as a noun, PNs and PANs are thus both Predicate Nominals. Yet the data
show major differences in contexts of use: PNs are largely used for informing, while PANs
are more often used for assessing (see Table 4). This suggests that, given the importance of
the lexical adjective in determining the role of the PAN and PA in interaction, PANs are
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more similar in usage to PAs than to PNs, in opposition to the conclusion one would reach
based just on their syntax.

Another argument for separate PAN and PN constructions is as follows: If language
users have knowledge of prior use of constructions, this information has to be linked to the
construction in cognitive representation. If PNs and PANs have different contexts of use,
then there has to be a PAN construction to which specific information may be attributed
that is perhaps not applicable to PNs. Similarly, since PNs, lacking an A, have a specific
set of uses, this information has to be linked to a construction lacking an A. As pointed
out in the construction-grammar literature (see Bybee 2006 and Goldberg 2006 and others),
specific instances of constructions may develop special meanings or implications, which has
the effect of establishing a new construction in cognitive representation. For example, the
conventionalized expressions we mentioned before—the biggest pain in the ass, the funniest
thing, the good news and the nice thing—which use the definite article, have idiosyncrasies of
meaning that make any generalizations on the role of the definite article difficult. Thus the
meaning and appropriate contexts of use of such expressions have to be learned and stored as
if they were separate constructions. What our analysis adds is that even interactional uses of
constructions constitute part of the linguistic knowledge that guides constructional choice.

Observing language use in conversation, it is difficult to discern whether the more
abstract knowledge that has traditionally attracted the interest of linguists, that is, gener-
alizations such as [SUBJECT + COPULA + NP], which would cover both PNs and PANs,
is a representation useful to speakers. While it is generally accepted that human language
users are capable of finding patterns in their linguistic experience, it is still difficult to find
empirical evidence for highly abstract constructions, given that the use of analogy based on
known exemplars of experience can also account for the productivity found in language use
(Skousen 1989; Boas 2003; Krott et al. 2001; Bybee and Eddington 2006; Bybee 2010, among
others). Perhaps, the constructions we have examined here—PA, PAN and PN—can be
usefully considered a family of constructions in the sense of Goldberg and Jackendoff (2004).

In terms of the aims of this Special Issue, asking what is the correspondence between
linguistic categories established based on structural considerations and their use in inter-
action, we note first that the Predicate Copular Constructions have a strong tendency to
comprise a turn in conversation. In cases where these constructions occur in a longer stretch
of talk, they still comprise a prosodic unit. This correspondence between prosodic structure
and syntax provides evidence for the cognitive reality of the specific constructions, as well
as a means for such constructions to emerge from usage. But we also noted that each of
these proposed constructions functions a little differently. PNs seem to correspond to a
narrow range of interactional work—that of informing through the use of categorization.
In contrast, both PAs and PANs, though they are structurally different, can be used for both
informing and assessing, depending upon the nature of the A, the presence or absence of a
N, and the context of use. Thus, we find evidence for constructions in interaction, but at a
less abstract level of generalization than one would propose from a syntactic point of view.

Finally, as linguists interested in finding the interactional roots of linguistic structure,
we note some of the broader implications.

1. Attributive vs. predicate adjectives. First, we note first research comparing ad-
jectives across registers in English. Englebretson (1997) shows how the frequency of
predicative vs. attributive adjectives is related to aspects of the interactional environment;
specifically, he argues, a proportionally greater number of predicative adjectives are found
when the participants “are discussing referents which are shared background knowledge”,
while a greater number of attributive adjectives occur when participants “are introducing
new referents which are not shared knowledge” (418).

Englebretson’s results are entirely compatible with the findings of Biber et al. (1999,
pp. 506ff), who compare the following four registers of English discourse: spoken telephone
conversation, written fiction, written news, and written academic. Intriguingly, they find
that in conversation,



Languages 2022, 7, 2 14 of 17

a. there are fewer adjectives than in the other genres,
b. those few adjectives are distributed about evenly across attributive and predica-

tive uses.9

In contrast, in all three written corpora,

a. many more adjectives are used
b. attributive adjectives far outnumber predicative uses

Furthermore, our data show that predicative uses of adjectives typically have just
one item of lexical content per clause, while attributive uses, by definition, tend to have
more density of content, with two or more units of lexical content per clause. That is, the
predicative PAs robustly conform to the ‘light subject constraint’ (Du Bois 1987; Chafe 1994):
they are of the form [Subjectpronoun COP Adj], with the PA supplying the only lexical content.
The PANs, in contrast, contain both an attributive adjective and a noun, each contributing
one piece of lexical content.

These studies suggest, then, that the greater use of adjectives, especially attributive
adjectives, is related to the greater lexical density that arises where the planning of formal
speech or written language is possible. It may be that diachronically, adjective use and an
attendant increase in the size of adjectival lexicons, increased with the rise and spread of
writing in a culture.

2. PANs: attributive or predicative constructions? At the outset of this article, we
raised the question of whether the A in a PAN construction is doing the work of an
attributive, or a predicative, adjective. The facts we have presented here show that the A in
a PAN construction, though it fits a strictly syntagmatic definition of ‘attributive’ by being
pre-nominal, is playing the functional role of a predicative adjective. This is due to the fact
that adjectives are used far more frequently for assessing than are nouns, and PANs are
used interactionally to do more assessing work than PNs, which have no adjective. Thus,
even though a PAN is syntactically a predicate nominal, with a grammatically attributive
adjective, it appears that most of the work of assessing is accomplished by the adjective.

3. Languages with and without a lexical category of ‘adjective’. Dixon (Dixon
[1970] 2010) argues that the lexical category ‘adjective’ tends to express a constant set of
semantic concepts in languages that have such a category. He also shows the variety of ways
that languages with no such lexical category express these ‘adjectival concepts’. Following
his lead, Thompson (1988) discusses three types of languages with respect to such semantic
‘property concepts’: those in which a distinct lexical category of ‘adjective’ can be justified
on distributional grounds, those in which property concepts pattern morphosyntactically
like verbs, and those in which property concepts pattern morphosyntactically like nouns.
As more studies are carried out with a wider range of languages, we anticipate that this
distinction might be linked to differences in adjective use across these three language types.
We suggest further that interactional functions such as informing and assessing could be
tied to these differences in lexical categorization. We hope to see further research devoted
to the pursuit of such issues for a rich variety of languages.
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Appendix A. Transcription Conventions

: prosodic length
a accented syllable
(h) laughter within a turn
.hh inbreath
hhh outbreath
[ ] overlap
? rising final intonation
- cut-off
xxx uncertain hearing
(1.2) pause, timed
= one turn unit latched to another
◦ low volume
(.) short pause
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Notes 
1 When we say ‘PAN’ or ‘PN’, we include ‘Ns’ accompanied by determiners and/or non-adjectival modifiers, as in these examples 

from our data: 
(i) she’s a pain in the ass  [PN] 
(ii) it’s the smell of fish  [PN] 
We also include PAs whose adjective was followed by a complement, as in: 
(iii) well it’s weird for me to work, the counter by myself 
(iv) I’m pretty su:re that my woman friends would agree. 

2 All examples are from our conversational data unless marked otherwise. 
3 For transcription conventions, please see the Appendix A. 
4 https://catalog.ldc.upenn.edu/LDC96S46 (accessed on 17 August 2020). 
5 We also encountered a handful of interrogative Copular Predicate Constructions in the data, but determined that their 

interactional functions are different enough from declarative Copular Predicate Constructions to warrant excluding them for 
this study. 

6 There is an extensive body of research in this area; for an overview, see Clift (2016); Couper-Kuhlen and Selting (2018); Sidnell 
(2017); Sidnell and Stivers (2013) and Schegloff (2007). 

7 Justin is apparently struggling to produce the word subsidiary. 
8 It is well-known that Spanish has distinct verbs, ser and estar, for this ‘essential’ vs. ‘accidental’ distinction in Copular Predicate 

Constructions (see Clements 2006 for a data-based study of this distinction). 
9 We note that this is in stark contrast to competence models of syntax, which model speakers as generating a skeletal syntactic 

structure prior to choosing lexical items. 
10 Thompson (1988) and Bybee and Napoleão de Souza (2019), however, both studying mundane conversational language, 

independently find that predicate adjectives far outnumber attributive adjectives. Englebretson’s study suggests that this 
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We also include PAs whose adjective was followed by a complement, as in:

(iii) well it’s weird for me to work, the counter by myselffor me to work, the counter by myselffor me to work, the counter by myself
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3 For transcription conventions, please see the Appendix A.
4 https://catalog.ldc.upenn.edu/LDC96S46 (accessed on 17 August 2020).
5 We also encountered a handful of interrogative Copular Predicate Constructions in the data, but determined that their interactional

functions are different enough from declarative Copular Predicate Constructions to warrant excluding them for this study.
6 There is an extensive body of research in this area; for an overview, see Clift (2016); Couper-Kuhlen and Selting (2018); Sidnell

(2017); Sidnell and Stivers (2013) and Schegloff (2007).
7 It is well-known that Spanish has distinct verbs, ser and estar, for this ‘essential’ vs. ‘accidental’ distinction in Copular Predicate

Constructions (see Clements 2006 for a data-based study of this distinction).
8 We note that this is in stark contrast to competence models of syntax, which model speakers as generating a skeletal syntactic

structure prior to choosing lexical items.
9 Thompson (1988) and Bybee and Napoleão de Souza (2019), however, both studying mundane conversational language,

independently find that predicate adjectives far outnumber attributive adjectives. Englebretson’s study suggests that this
discrepancy is likely to be largely due to interactional register: the more formal the register, the fewer the shared referents, and
the greater the percentage of attributive adjectives.
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