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Abstract: It is widely agreed that prosodic constituents should mirror syntactic constituents (unless
high-ranking prosodic constraints interfere). Because recursion is a feature of syntactic representa-
tions, one expects recursion in prosodic representations as well. However, it is of current controversy
what kinds of syntactic representation motivate prosodic recursion. In this paper, the use of Phono-
logical Phrase recursion is reviewed in several case studies, chosen because prosodic recursion mostly
does not reflect syntactic recursion as defined in current syntactic theory. We provide reanalyses
that do not appeal to prosodic recursion (unless syntactically motivated), showing that Phonological
Phrase recursion is not necessary to capture the relevant generalizations. The more restrictive use
of prosodic recursion we argue for has the following conceptual advantages. It allows for more
consistent cross-linguistic generalizations about the syntax–prosody mapping so that prosodic rep-
resentations more closely reflect syntactic ones. It allows the fundamental syntactic distinctions
between clause (and other phases) and phrase to be reflected in the prosodic representation, and
it allows cross-linguistic generalizations to be made about the prosodic domain of intonational
processes, such as downstep and continuation rise.

Keywords: Intonation Phrase; Phonological Phrase; Akan; Bàsàá; Basque; Chimwiini; Connemara
Irish; Kimatuumbi; phase-based domains

1. Introduction

Selkirk (2011, pp. 439–40) sets forth the following principles defining what Ito and
Mester (2013) call the Syntax–Prosody Mapping Hypothesis (SPMH):

(1) a. The constituent structures of syntax and prosody correspond. The theory predicts a
strong tendency for prosodic domains to mirror syntactic constituents.

b. There is a strong tendency to recursivity as the result of syntactic
constituency-respecting correspondences between syntax and prosody.

c. In the ideal case, the grammar allows the fundamental syntactic distinctions between
clause, phrase, and word to be reflected in, and retrieved from, the phonological
representation.

d. Phonological markedness constraints on prosodic structure, if high-ranked, may
produce instances of non-isomorphism between syntactic constituency and prosodic
domain structure.

In this paper, we take a closer look at Principle (1b), namely, how the requirement
that prosodic constituency should mirror syntactic constituency (Principle (1a)) straight-
forwardly motivates prosodic recursion. While this effect is clearly demonstrated in work
adopting the SPMH framework, such as Cheng and Downing (2016), Féry (2016), and
Selkirk (2011), recursion still violates a well-formedness constraint on prosodic structure,
NORECURSION (Ito and Mester 2012; Selkirk 1995; Vigário 2010; Vogel 2009, 2012, 2019).
It thus bears investigating under what conditions prosodic recursion can be considered
well-formed.
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We assume that in the default case, prosodic recursion is only well-formed when
constraints mapping prosodic structure to syntactic structure derive that result as optimal
because the syntactic structures that are the target of the parse are recursive (and these
mapping constraints outrank NORECURSION). However, the question arises which syntac-
tic structures qualify as recursive in current syntactic theory. Elordieta (2015), for instance,
suggests: “Since one syntactic phrase may dominate another phrase, a natural assumption
in this theory is that recursion is regular in prosodic structure as well.” (p. 58) This assumes
that (a) phonology does not make a distinction between different XPs, as long as they
are phrases, and (b) nothing other than phrase-hood is relevant to the syntax–phonology
mapping. This furthermore takes XP-domination as the basis of prosodic recursion and
makes the syntactic structure as a whole a mass aggregation of recursion, a move that
not only is not compatible with typical syntactic definitions of recursion (see discussion
of Karlsson 2010 in Section 2.1, below) but also ignores the well-motivated distinctions
between the types of syntactic constituents that match the Intonation Phrase and the types
that match the Phonological Phrase as defined in work such as Ito and Mester (2012, 2013),
Selkirk (2011, p. 453ff), and Truckenbrodt (1995, 1999, 2007).

In this paper, we evaluate more specifically proposals that appeal to Phonological
Phrase recursion, beginning with its use since Truckenbrodt (1995, 1999) as a way to parse
the Larsonian VP. In some recent analyses, such as Elfner (2015) and Elordieta (2015),
Phonological Phrase recursion has even been used to parse the clause, thus abandoning
the principle, cited in (1c) above, which requires, as the unmarked case, that the distinction
between phrase and clause should be reflected in the prosodic representation (see, e.g.,
Ito and Mester 2013; Nespor and Vogel 1986; Selkirk 2009, 2011; Truckenbrodt 1995, 1999,
2007). Our critique of these uses of Phonological Phrase recursion is structured as follows.
In Section 2, we define syntactic recursion, highlighting differences between Larsonian and
modern phasal syntactic structures, and then we discuss the implications of the differences
for prosodic mapping. In Section 3, we discuss cases mainly from African languages,
showing that Phonological Phrase recursion has often been adopted to parse syntactic
domains that are best reanalyzed as corresponding to Intonational Phrases. In Section 4,
we reanalyze two cases from European languages where even the clause has been parsed
as a Phonological Phrase. Section 5 concludes.

2. Syntactic Recursion and Syntax–Prosody Mapping
2.1. Syntactic Recursion and Recursive Spell-Outs

To understand the theoretical and conceptual consequences of the syntax–prosody
mapping and how the mapping of recursive syntactic structures can lead to prosodic
recursion, it is important to define what syntacticians understand a recursive structure to be.
Karlsson (2010) makes a clear distinction between syntactic recursion due to embedding and
syntactic iteration: “recursion builds structure by increasing embedding depth, whereas
iteration yields flat output structures, repetitive sequences on the same depth level as the
first instance” (p. 45). We illustrate this distinction with the following English sentences:

(2) a. Sydney thinks [CP1 that Robin believes [CP2 that Charlie won the competition]].
b. Robin saw the essay [CP1 that Sydney wrote for the department [CP2 which hired

Charlie]].

(3) a. Charlie [[[went] VP1 quickly] VP2 by train] VP3].
b. That was [DP a [NP nice [NP1 beautiful [NP2 sunny [NP3 day]]]]].

The sentences in (2) are clear examples of recursion, where the recursive CP yields
extra (self-) embedding. (2a) involves a typical embedding involving verbs that select for
complement clauses. (2b) involves noun phrases with relative clauses, with the first relative
clause (CP1) containing another noun phrase with a relative clause (CP2). These are also
cases of nested structures. (3a,b), on the other hand, are edge additions, which, depending
on your structural assumptions, can be considered to be iterations rather than recursive
structures.1 Another case of potential recursion concerns the so-called VP-shell structures
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(Larson 1988), which have often been used to analyze double complement sentences or
sentences involving a PP-goal, such as those in (4a,b).

(4) a. Nora gave a sweater [PP to Sydney].

b. Nora gave Sydney a sweater.

The structure in (5a), below, is the Larsonian structure for dative PPs, as in (4a), and
(5b) is a structure that is often used post-Larson (1988) for double object complements,
as in (4b).2 In both (5a) and (5b), the higher V selects for another VP, leading to a typical
recursive structure, one that involves “self-embedding” (see Nevins et al. 2009).

(5)

Languages 2021, 6, x FOR PEER REVIEW 3 of 30 
 

 

The sentences in (2) are clear examples of recursion, where the recursive CP yields 
extra (self-) embedding. (2a) involves a typical embedding involving verbs that select for 
complement clauses. (2b) involves noun phrases with relative clauses, with the first rela-
tive clause (CP1) containing another noun phrase with a relative clause (CP2). These are 
also cases of nested structures. (3a,b), on the other hand, are edge additions, which, de-
pending on your structural assumptions, can be considered to be iterations rather than 
recursive structures.1 Another case of potential recursion concerns the so-called VP-shell 
structures (Larson 1988), which have often been used to analyze double complement sen-
tences or sentences involving a PP-goal, such as those in (4a,b). 

(4) a. Nora gave a sweater [PP to Sydney]. 
   
 b. Nora gave Sydney a sweater. 

The structure in (5a), below, is the Larsonian structure for dative PPs, as in (4a), and 
(5b) is a structure that is often used post-Larson (1988) for double object complements, as 
in (4b).2 In both (5a) and (5b), the higher V selects for another VP, leading to a typical 
recursive structure, one that involves “self-embedding” (see Nevins et al. 2009). 

(5) 

 

It should be noted that even works in the pre-Minimalist Program era do not consider 
there to be recursion between the PP and the VPs or between the DP Sydney and the PP in 
(5a). In both cases, we have clear-cut domination of phrase markers. However, these in-
volve different categories, and thus there is no recursive embedding involved.3 Indeed, if 
syntactic domination between XPs were considered a form of recursion, then there would 
never have been any controversy concerning whether Pirahã constitutes an exception to 
the claim that syntactic recursion is a defining property of human language (see Nevins 
et al. 2009). 

Since the Minimalist Program (Chomsky 1995), the Larsonian view of double object 
structures has been called into question (see, e.g., Beck and Johnson 2004, as well as the 
overview article by Citko et al. 2017). More updated structures are given in (6a,b). The 
structure in (6a) reflects the possessive relation between the two objects, represented by a 
small clause-like structure (i.e., the PP is a small clause, see Harley 2002). (6b) retains 
roughly the idea that the two objects are in one XP (small clause), with a subject–predicate 
relation. 

It should be noted that even works in the pre-Minimalist Program era do not consider
there to be recursion between the PP and the VPs or between the DP Sydney and the PP
in (5a). In both cases, we have clear-cut domination of phrase markers. However, these
involve different categories, and thus there is no recursive embedding involved.3 Indeed, if
syntactic domination between XPs were considered a form of recursion, then there would
never have been any controversy concerning whether Pirahã constitutes an exception to
the claim that syntactic recursion is a defining property of human language (see Nevins
et al. 2009).

Since the Minimalist Program (Chomsky 1995), the Larsonian view of double object
structures has been called into question (see, e.g., Beck and Johnson 2004, as well as the
overview article by Citko et al. 2017). More updated structures are given in (6a,b). The
structure in (6a) reflects the possessive relation between the two objects, represented by
a small clause-like structure (i.e., the PP is a small clause, see Harley 2002). (6b) retains
roughly the idea that the two objects are in one XP (small clause), with a subject–predicate
relation.

(6)
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projection (see Chomsky 1995 and subsequent work).4 In short, in contrast to the Larsonian
representations in (5), in current syntactic theory, VP-recursion does not characterize double
object cases like those represented in (6a,b).

Chomsky (2001) makes it very clear that syntactic derivation is cyclic and that the
phonological cycle is not an independent cycle. In formal terms, derivations proceed
in phases. When the derivation reaches a phase, it is handed over (spelled-out) to the
phonological component (and the semantic component).5 Chomsky (2001) considers both
vP and CP to be phases (and DP is a potential phase). In other words, during a derivation
of a sentence involving an embedded clause like (2a) (structure in (7a)), there is a recursive
process of phasal spell-out. In the literature, the recursive process of phasal spell-out is
called “multiple spell-out” (see Epstein et al. 1998, Uriagereka 1999 and Chomsky 2000). In
(7a), the vP-phase of the embedded clause will first go through phasal spell-out where it
is transferred to the phonological component. The next spell-out cycle is the embedded
CP phase, and so on. The structure in (7b) indicates the structure of a noun phrase with
a relative clause (like the sentence in (2b)), under a Kaynian analysis of relative clauses
(Kayne 1994). As we can see in (7b), this yields phases embedded inside the DP (plus two
additional phases are inside the DP the department which hired Charlie) and thus recursive
phasal spell-out.

(7)
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Kratzer and Selkirk (2007) were among the first to adopt a phasal spell-out approach
to syntax–prosody mapping within the SPMH framework (see also Ishihara (2007)). If
phases indeed play a role in syntax–prosody mapping, we need to consider the implications
phasal syntax has for prosodic recursion. We have seen that in narrow syntax, we have a
process of phasal spell-out, which is by definition recursive. In other words, within the
minimalist framework, the phonological component is built up cyclically based on the
phasal spell-outs. It thus follows that recursive prosodic structure building is motivated by
recursive phasal spell-outs in an interface theory like SPMH (1), where prosodic structure
mirrors syntactic structure. We demonstrate this formally in the next section.

2.2. Mapping Prosodic Structure with Syntactic Structure

We follow work such as Bennett and Elfner (2019), Féry (2016), Hamlaoui and Szendroï
(2015), Ito and Mester (2012, 2013), Nespor and Vogel (1986), Selkirk (2009, 2011), and
Truckenbrodt (1995, 1999, 2007) in assuming the following universal syntax–prosody
correspondences:

(9) Syntactic category Prosodic category
Clause (CP) Intonation Phrase (ι)
lexical XP Phonological Phrase (ϕ)

As Ito and Mester (2012, 2013) and Selkirk (2011) make especially clear, it is of cen-
tral theoretical importance to explicitly define the syntactic constituents that correspond
to each prosodic category, as otherwise meaningful cross-linguistic comparisons of the
phonological and phonetic properties of the Phonological Phrase and Intonation Phrase
are not possible. We refine the definitions of the relevant syntactic categories in (9) in
two ways. First, we adopt Cheng and Downing’s (2007, 2009, 2016) proposal that phase-
based domains—e.g., not only CP but also vP—correspond to the prosodic category of the
Intonation Phrase (ι). This proposal finds motivation in Chomsky’s (2004, p. 124) sugges-
tion that, semantically, it is natural to think that both vP and CP are phases because they
are both “propositional constructions.” Propositional constructions are the constituents
that most naturally correspond to the Intonation Phrase. As we saw in the preceding
section, CP-internal phases stand in a syntactic embedding and recursion relationship with
CP, and this provides an additional motivation for mapping them to the same prosodic
constituent as CP. In addition, we adopt Féry’s (Féry 2011, p. 1909) proposal that the
Phonological Phrase maps XP arguments. We assume that the distinction between lexical
XPs vs. functional XPs defines a crucial distinction between the types of constituents that
the Phonological Phrase vs. Intonation Phrase can correspond to, following work such
as Truckenbrodt (2007) and Selkirk (2011, p. 453). Since vP is a not a lexical category, this
provides yet another motivation for not mapping it to the Phonological Phrase, but rather
to the Intonation Phrase. Finally, like most of the work cited in this paper, we assume that
the syntax–prosodic correspondence in (9) is formally expressed using mutual ALIGNL/R
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or MATCH constraints, which evaluate the mapping between specific prosodic constituents
and specific syntactic ones and, by default, are high-ranked.

Syntax is not the only factor defining the parse into prosodic constituents. From the
earliest literature on the phonology–syntax interface (e.g., Nespor and Vogel 1986, Selkirk
1986), it has been demonstrated that the mapping of prosodic structure with syntactic
structure is not perfect, i.e., there are mismatches and adjustments, motivated by prosodic
principles, which are characterized by some (e.g., Hulst 2010, p. 304) to involve “flattening”
of the structure. Based on an analysis of prosodic phrasing in Zulu (Bantu S.42, South
Africa), we examine next what type of recursive prosodic structures we expect if we have
relatively close mapping between phasal spell-outs and prosodic constituents, also drawing
attention to mismatches.

We begin with examples from Zulu that illustrate a partial mapping between phases
and ι. The consistent prosodic correlate of ι in Zulu is phrase penultimate vowel length-
ening. As Cheng and Downing (2007, 2009, 2016) show, only the right edge of the phase
defines a right ι boundary, as this is the locus of phonological cues to prosodic structure.
This is shown in (10a,b), where curly brackets indicate ι boundaries and an acute accent
indicates a High tone. In (10a,b), we have not indicated the vP-phase boundary, as it
coincides with the CP-phase boundary at the right edge:
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phasal spell-outs. Regardless of whether the mapping is done cyclically, with the prosodic cycle 195 
embedded in the syntactic cycle, it is clear from the Zulu data that the phase is the constituent which 196 
is mapped to ι’s. Since phasal spell-out is a recursive process, as explained in the preceding section, 197 
the prosodic structure building necessarily leads to recursive ι’s if the prosody-syntax mapping 198 
constraints outrank NORECURSION.6 What is further evident from (10) is that the mapping has an 199 
edge bias, which is further supported by sentences with a relative clause in the subject noun phrase 200 
like (12a), where the phrasing contrasts with that of sentences with a relative clause in the object noun 201 

 
6 See Féry (2016) and Selkirk (2011) for detailed discussion of how recursive syntactic embedding as defined in 
(2), above, motivates recursive prosodic structure. Iterative recursion created by certain conjoined syntactic 
constructions also can lead to prosodic recursion; see Féry (2016), Ladd (1986, 1996/2008) and Wagner (2005) for 
discussion. 

The prosodic phrasing in (10b) and (11), which parses the entire sentence into a single
ι, further shows that the left-edge of each syntactic phase does not correlate with a prosodic
boundary in Zulu. A separate constraint—and an assumption of exhaustive parsing—is
responsible for the left-edge alignment of ι only with the outermost CP (i.e., root clause or
illocutionary clause in Selkirk’s (2005, 2011) terminology), leading to a mismatch between
syntactic phases and prosodic constituents. This is shown schematically in (11), which
includes the vP-phase boundaries.

(11) { [CP subject [vP verb [CP that subject [vP verb object ]} ]} ]} ]}

That is, even though each vP and each CP are syntactic phases, only the right edge of
each of these phases is correlated with the prosodic cues, which condition an ι boundary in
this analysis (see Cheng and Downing 2016 and Bonet et al. 2019 for detailed discussion of
this kind of edge asymmetry in Zulu and other Bantu languages).

The syntax–prosody mapping algorithm that we are motivating here builds upon the
notion of phasal spell-outs. Regardless of whether the mapping is done cyclically, with
the prosodic cycle embedded in the syntactic cycle, it is clear from the Zulu data that the
phase is the constituent that is mapped to ι’s. Since phasal spell-out is a recursive process,
as explained in the preceding section, the prosodic structure building necessarily leads to
recursive ι’s if the prosody–syntax mapping constraints outrank NORECURSION.6 What is
further evident from (10) is that the mapping has an edge bias, which is further supported
by sentences with a relative clause in the subject noun phrase like (12a), where the phrasing
contrasts with that of sentences with a relative clause in the object noun phrase like (12b).
Note that penult vowel lengthening is found at the right edge of each phase while there
continue to be no prosodic cues to the left edge of each phase. This is particularly evident
in the case of object relative clauses, as in (12b). That is, these data show that the recursive
ι‘s that parse the phases (CP and vP) can have recursive prosody at the right edge but not
at the left:
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7 We are ignoring vP-phase here as it coincides with the CP-phase in these examples. It should also be noted that 
we do not claim that DP can never be a phase in any language. Nonetheless, evidence from Zulu suggests that 
DPs do not have phasal status, and thus do not trigger phasal spell-outs in Zulu. 
8 See Selkirk (2011:452ff) for detailed discussion of the distinction between the syntactic clause (CP) and the 
illocutionary clause or root clause, defined as the “highest syntactic projection of the sentence” (p. 452). (See, too, 
Selkirk 2005.) Root CP is specified in (13c,d) to capture the generalization that the complements of verbs and 
restrictive relative clauses, which also are CP phases, typically phrase with their heads, as illustrated by Zulu 
examples in this section. That is, a right edge asymmetry holds except for the outermost recursion of CP, i.e., the 
illocutionary clause. 

Assuming the raising analysis of relative clauses (e.g., Kayne 1994), Cheng and Down-
ing (2007) show that (a) the head-noun of a relative clause phrases prosodically with the
relative clause; (b) only the right-edge of the CP phase conditions an ι boundary, and (c) in
Zulu (as in many other languages), the DP does not have a phasal status.7 This is confirmed
by the lack of any prosodic cues motivating a corresponding ι boundary associated with
DPs (also in (10a,b)). Note again that the relative clauses and the matrix clauses in (12a,b)
have recursive ι boundaries (mirroring recursive CP-phasal spell-outs as well as recursive
vP-phasal spell-outs).

The constraints and tableau below, adapted from Cheng and Downing (2016), formal-
ize the analysis. The relevant syntactic category to capture the generalizations for Zulu is
the phase. Following the universal syntax–prosody correspondence principles discussed
for (9), the phase maps to the Intonation Phrase. The edge asymmetry is captured by
asymmetric alignment constraints: the right edge of every phase maps to an ι, to satisfy
(13a,b), while only the left edge of the root clause maps to ι, to satisfy (13c,d).8

(13) a. ALIGNR[PHASE, INTPH] (ALIGNR-PHASE): Align the right edge of every phase
(vP/CP) with the right edge of an Intonation Phrase (IntPh).

b. ALIGNR[INTPH, PHASE] (ALIGNR-INTPH): Align the right edge of every Intonation
Phrase (IntPh) with the right edge of a phase (vP/CP).

c. ALIGNL[INTPH, ROOT CP] (ALIGNL- INTPH): Align the left edge of every
Intonation Phrase with the left edge of a Root CP.

d. ALIGNL[CP, INTPH] (ALIGNL-ROOT CP): Align the left edge of every root CP with
the left edge of an Intonation Phrase.

The tableau in (14) exemplifies the analysis of a sentence like (12a); only crucial
constraints are included for clarity of exposition. Note that the syntax–prosody mapping
constraints are, by default, equally high-ranked:Languages 2020, 5, x FOR PEER REVIEW 8 of 31 
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9 Syntactic recursion does not lead to prosodic recursion in all languages. For example, Beltzung et al. (2010) 
show that there is no motivation for a right edge of ι following relative clauses in Embosi. That is, in Embosi, the 
phrasing in (14b) is the correct output. This phrasing would be made optimal by ranking NORECURSION above 
ALIGNRPHASE. As Selkirk (2011) points out, it is this kind of cross-linguistic variation in the prosodic parse of the 
same syntactic structures that provides one of the strongest arguments for prosodic constraints on prosodic 
constituency mapping like NORECURSION. 
10 This also accounts for the High tone on the subject DP in (16b). 

Candidate (14a) is optimal, as it only violates low-ranked NORECURSION, the con-
straint penalizing recursive prosodic structure (Selkirk 1995; Truckenbrodt 1995, 1999). As
we can see in this candidate, ranking ALIGNR above NORECURSION optimizes recursive
prosodic structure to mirror recursive syntactic structure. While Candidates (14b, c) satisfy
NORECURSION, Candidate (14b) is non-optimal, as the right phase edge following the
relative clause does not map to the right edge of ι. Candidate (14c) is non-optimal, as it
contains a left ι constituent edge that does not map to the left edge of a root/illocutionary
CP. Cheng and Downing (2016) show that this approach straightforwardly accounts for
prosodic phrasing of relative clauses, in particular, not only in Zulu but also in other
languages, leading to analyses where prosodic recursion is justified by syntactic recursion
as defined in Section 2.1.9



Languages 2021, 6, 125 8 of 29

All of the examples from Zulu that illustrate nested, embedded recursion in the syntax
lead to recursive prosodic structure at the level of the Intonation Phrase (ι). We turn now to
analyses appealing to recursion in prosodic units smaller than ι, namely, the Phonological
Phrase (ϕ). A striking case that appears to motivate recursive ϕ structure is the assignment
of final High tone in Chimwiini (Bantu G.412, Somalia), as demonstrated in Kisseberth
(2005, 2010a, 2010b, 2017). Consider first the examples in (15a,b) from Kisseberth (2010a,
pp. 225–27), where we see that by default all Phonological Phrases in Chimwiini, defined
as in (9), are realized with a High tone on the phrase penult syllable.10

(15) a. (mw-aalímu)ϕ (wa-somelele w-áana) ϕ (chúwo) ϕ
1-teacher 2OM-read to 2-children 7.book
‘The teacher read a book to the children.’

b. (m-pholeze (cháayi) ϕ (ka chi-jámu) ϕ
s/he-cooled.down 7.tea with 7-saucer
‘S/he cooled down the tea with a saucer.’

Sentences in (16a-d), below, from Kisseberth (2005, pp. 142–43) illustrate cases with
first and second person subject prefixes on the verb, rather than third person subject
prefixes, as in the above examples. As we can see, these subject prefixes trigger a final High
tone rather than a penult High tone: compare the sentences in (16a,b). These examples
also show that the High tone motivated by the morphology of the verb is realized on the
final word of the Phonological Phrase containing the verb, not on the verb itself. Note in
(16a) that a verb with a third-person subject prefix triggers the default penult High tone
realization in the Phonological Phrase, just as the default cases we see in (15a,b). Strikingly,
in both (16c) and (16d), we see that each verbal complement is realized with a final High
tone. Kisseberth accounts for this, as shown in (16c), by proposing that the indirect object
and the direct object are recursively parsed into a ϕ that includes the triggering verb, and
in (16d), the instrumental phrase is also recursively parsed into a ϕ that includes preceding
verbal complements as well as the triggering verb:

(16)11 a. (n-jilee namá)ϕ Cf. (wa-jilee náma)ϕ
I-ate meat they-ate meat
‘I ate meat.’ ‘they ate meat’

b. sí)ϕ (chi-lele ma-sku ma-zimá)ϕ
we we-slept night whole
‘We slept the whole night.’

c. ((ni-m-lisile mweenziwá)ϕ deení)ϕ
I-1OBJ-pay.to 1.friend debt
‘I paid my friend the debt.’

d. (((ni-m-tindilile mwaaná)ϕ namá)ϕ kaa chi-sú)ϕ
I-1OBJ-cut.for 1.child meat with knife
‘I cut for the child meat with a knife.’

In Kisseberth (2005, 2010a, 2010b, 2017) analysis, the domain of final High tone
assignment in Chimwiini is the recursive ϕ that contains the triggering verb. Kisseberth
accounts for the repeated assignment of the final High tone as follows. As shown in (16),
recursive ϕ structure allows the triggering verb to be contained in all of the ϕ’s that realize
the final High tone. Repeated occurrences of the final High tone are accounted for by
assigning a High tone to the final syllable of every recursion of the ϕ that contains the
triggering verb. This might be considered a form of High tone agreement.

An alternative analysis, which does not rely on prosodic recursion of ϕ, is provided
if we consider the simplified syntactic structure of (16d) in (17). We assume that verbs in
Chimwiini, such as verbs in other Bantu languages, raise to a position higher than vP, but
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lower than TP (see Julien 2002 among others). In (17), the verb has moved via v0 and the
head of the Applicative Phrase (Appl0) to a higher head below T0, indicated as γ0, which
hosts the final vowel, expressing aspectual or mood information.
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As indicated in (17), each DP argument maps to a ϕ. The apparently recursive nature
of final High tone assignment in this analysis continues to follow from requiring each
ϕ within the domain of the triggering verb to be realized with a High tone on the final
syllable. However, in this alternative analysis, the domain of the final High tone assignment
does not follow from syntactic or prosodic recursion, as each DP argument is parsed in an
independent prosodic domain. Our alternative analysis is based on the observation that, in
structures like in (17), the verb has moved up to γ0 via the phasal head v0, and the domain
of the vP-phase is therefore extended. More specifically, the phrasal projection of γ0, i.e., γP,
can be considered to be the extended phase (see Dikken 2007, Gallego 2010 among others,
or more flexible phasal definition in Bošković 2014).12 In other words, in (17), the γP is the
phase that is the relevant syntactic domain for High tone “agreement” with the verb.

Following Cheng and Downing’s (2016) approach in which phases are prosodically
mapped to ι, the Chimwiini pattern can be accounted for by aligning a High tone to
the right edge of every ϕ within the domain of the ι that maps to the phasal γP. This is
comparable to the recent proposal by Sande et al. (2020) that long-distance morphologically
conditioned phonological effects are typically bound by phases. The ι that corresponds to
the phasal γP is defined formally by adapting Cheng and Downing’s (2009, 2016) analysis
of prosodic domains in Zulu, sketched above. As shown in (14), above, each phasal domain
is right-aligned with ι. The CP that defines the root clause is left- and right-aligned with ι.

To account for the fact that the phasal γP alone defines a domain for the final High
tone assignment, we need a motivation for also left-aligning an ι boundary with that phasal
domain. We observe that Chimwiini shares another property with Zulu, namely, that
subjects and other preverbal DPs are phrased separately from what follows. In Zulu, this
phrasing is optional for subjects; however, in Chimwiini, it is obligatory, as Kisseberth’s
(2017) detailed study shows. Note that most Bantu languages are pro-drop languages: a
subject marker is obligatorily realized on a main clause verb, but an overt co-referential
subject DP is optional. As work since, at least, Bresnan and Mchombo (1987) observes,
subject markers therefore ambiguously have both grammatical and anaphoric agreement
properties when an overt subject DP occurs. This ambiguity paves the way for subject
DPs to be analyzed either as a clause-external topic or as a clause-internal subject. In
Chimwiini, we propose, following Cheng and Downing’s (2009, 2016) analysis of similar
phrasing patterns in other Bantu languages, that the subject is actually a clause-external
topic, adjoined to the root clause CP on a separate plane and therefore phrased separately
from it, just as other left-dislocated constituents are:13,14
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Formally, this phrasing is achieved by left-aligning the phase beginning the root 
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Formally, this phrasing is achieved by left-aligning the phase beginning the root clause
with ι. The subject/topic is parsed into its own ι to satisfy the constraint STRONGSTART

(19), which penalizes unparsed or recursively parsed material at the left edge of a prosodic
domain (see Selkirk 2011, p. 470 for a similar formal analysis of preposed DPs in XiTsonga).

(19) STRONGSTART (Selkirk 2011; Figure [38])
A prosodic constituent (π) optimally begins with a leftmost daughter constituent that is not
lower in the prosodic hierarchy than the constituent that immediately follows:
* ( πn πn+1 . . .

The analysis of the Chimwiini example (16b), which incorporates STRONGSTART into
the constraint set motivated for Zulu, is exemplified in the tableau in (20); NORECURSION

is omitted from this tableau as it is too low-ranked to determine the optimal output.
Note that STRONGSTART must outrank the syntax–prosody correspondence constraints
ALIGNR(PHASE) and ALIGNR(INTPH) in order to optimize a prosodic parse that does not
mirror syntactic constituency:
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 [CP (sí)φ [CP [γP chi-lele (masku mazimá)φ ]]] ALIGNL 
(CP) 

STRONG 
START 

ALIGNR-
(PHASE) 

ALIGNR- 
(INTPH) 

  a. {[CP (sí)φ {[CP [γP chi-lele (masku mazimá)φ ]]}}  *!   
b. {{[CP (sí)φ }{[CP [γP chi-lele (masku mazimá)φ ]]}}    * 
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As shown, candidate (20b), which parses the subject DP into both a Phonological Phrase and an 324 
Intonation Phrase, is optimal because this parse satisfies STRONGSTART. In this parse, both the first 325 
                                                 
13 See An (2007), Cheng and Downing (2016), Downing (2011), Feldhausen (2010), Féry (2011), Kula and Hamann 
(2017) and references therein for discussion of the phrasing of DPs in topic position, showing that it is common 
for them to be phrased separately from what follows. 
14 Treating adjuncts as on a different plane comes from Chomsky (2004); see also analyses of adjuncts using Late 
Merge (Lebeaux 1988, Takahashi 2006, and Takahashi and Hulsey 2009), and other work on adjuncts such as 
Hunter (2010). 

As shown, Candidate (20b), which parses the subject DP into both a Phonological
Phrase and an Intonation Phrase, is optimal because this parse satisfies STRONGSTART.
In this parse, both the first prosodic constituent (within the outermost Intonation Phrase)
and the one that follows are Intonation Phrases. As a result, the first prosodic constituent
is on the same level of the Prosodic Hierarchy as the second one. This contrasts with
(20a), which violates STRONGSTART because the first prosodic daughter of the sentence is a
Phonological Phrase, which is lower in the Prosodic Hierarchy than the second prosodic
daughter, which is an Intonation Phrase. Candidate (20c) satisfies STRONGSTART: the
initial Phonological Phrase is followed by unparsed material, which is necessarily lower in
the Prosodic Hierarchy. However, this parse is non-optimal as it violates higher-ranked
ALIGNL (CP).

To sum up, under this analysis, there is no need to appeal to recursive prosodic
structure to account for the apparently iterative final High tone assignment in Chimwiini.
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This is a welcome result since there is no recursive syntactic structure to motivate a parse
into recursive ϕ.

3. Rethinking ϕ Prosodic Recursion within (Extended) vP

The Chimwiini example is instructive as it provides our first case study where the
recursive Phonological Phrase (ϕ) structure proposed in previous analyses is not motivated
by recursive syntactic structure in current syntactic theory. Moreover, we saw that in
Chimwiini recursive ϕ, at least in the outermost recursion, maps a syntactic category that
more closely matches the definition of the Intonation Phrase (ι), namely, a phasal γP (the
extended verb phrase). In this section, we review other cases like this, providing alternative
analyses that avoid syntactically unmotivated prosodic recursion.

3.1. Kimatuumbi

Truckenbrodt (1995, 1999) influential analysis of prosodic phrasing in Kimatuumbi
(Bantu P.13, Tanzania) reanalyzes data discussed in detail in Odden (1987, 1990) and
proposes that ϕ recursion provides the best way of defining the context of two different
syntactically conditioned processes, Shortening and Phrasal Tone Insertion, which have
partially overlapping domains. The process of Shortening, as its name implies, shortens
underlyingly long vowels in the following syntactic configurations:15

(21) Syntactic context for Shortening (Odden 1987, p. 17; Truckenbrodt 1995, pp. 105, 106)
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Shortening does not apply if the words are in distinct XPs; for example, it does not
apply to a subject followed by the verb (22a) or to a verb followed by a (focus) adverb (22b),
and it also does not apply to the first complement of a verb when followed by a second
complement (22c):

(22) Shortening fails to apply (Truckenbrodt 1995, pp. 106, 108)
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Truckenbrodt (1995, 1999) follows Cowper and Rice (1987) in proposing that the
domain for Shortening can be defined by right-aligning Phonological Phrase (ϕ) with
lexical XP, adopting Larson (1988) syntax (see discussion of (5) and (6), above):

(23) ϕ-construction (Truckenbrodt 1995, p. 107, Figure [48a])
Each right edge of [lexical] XP must coincide with the right edge of a ϕ.
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This algorithm correctly places a ϕ edge following every lexical XP (argument),
yielding the schematic prosodic phrasings below (adapted from Truckenbrodt 1995, 1999):
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16 A reviewer questions whether the adverb píta ‘really’ has a preceding ι-boundary. Note that the interpretation 
of this adverb appears to be emphatic. We hypothesize that it is a focus adverb which takes the whole sentence 
as the focus. In other words, this adverb is not only a high adverb, it is a sentential adverb taking scope over the 
whole sentence. Unfortunately, a syntactic analysis does not exist for all the Kimatuumbi data in Odden’s work, 
making it impossible for us to develop a prosodic analysis of a wider range of data than what is presented here. 

Shortening can then be defined as a process that appliesϕ-internally, but not toϕ-final
elements.

The second process, Phrasal Tone Insertion (PTI), applies in a partially overlapping
domain. This process inserts a High tone on the final syllable of certain constituents of the
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All of these phrase breaks would also be predicted by the ϕ-alignment algorithm in
(23), since they fall at the right edges of XPs, as Truckenbrodt (1995, 1999) defines them.
However, as shown in (26), PTI does not apply between verbal complements, as would be
predicted if PTI had the same domain as Shortening; notice, too, that PTI never applies to a
sentence-final syllable:

(26) No PTI between complements of the verb (Truckenbrodt 1995, p. 112)
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17 Odden (1987) proposes this possibility but rejects it, among other reasons because recursion was not a well-
formed property of prosodic parsing at the time he developed his analysis. 

What is required is a mechanism for grouping the verb and its complements into a
single prosodic constituent so that the complements are not all targets of PTI, even though
they are targets of Shortening. The same algorithm should also account for the other
contexts for PTI illustrated in (22) and (25). Truckenbrodt (1995, 1999) proposes that XPs
within the verb phrase are parsed into recursive ϕ’s in Kimatuumbi,17 and that the context
for PTI is the left edge of ϕ:

(27) Phrasal Tone Insertion (final version; Truckenbrodt 1995, p. 117, Figure [63])
Align the left edge of every ϕwith the right edge of a High tone.

As we can see in the schematized sentence in (28), this correctly accounts for the
context of PTI, if verbal complements are recursively phrased with the verb. PTI correctly
only applies between the subject and the verb since that is the only locus of a left edge of ϕ:

(28) (S)ϕ (((V O)ϕ O)ϕ Adv)ϕ

Although appealing to recursive ϕ provides a technique that allows the verb and its
complements to be parsed into a single prosodic constituent, it clearly misses generaliza-
tions about PTI that argue in favor of it being a property of the Intonation Phrase (
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languages (see papers in Downing and Rialland 2017), and, as work such as Nespor and
Vogel (1986) and Selkirk (2009) argues, the Intonation Phrase is the proper domain for such
phenomena. Further, it is striking that elements outside the root clause—such as preverbal
objects and adverbs and subordinate or coordinate clauses—provide the context for PTI.
As work such as Nespor and Vogel (1986) observes (see, too, Hamlaoui and Szendroï 2015
and Selkirk 2011), these are contexts where, cross-linguistically, one expects an Intonation
Phrase break. Note that, as in Chimwiini, subjects and preverbal Topics pattern together, in
this case, as contexts for PTI, as well as Shortening. Finally, recall from the analysis of the
Chimwiini extended verb phrase in (17), above, that the constituent that contains a verb
plus its complements in modern syntactic theory is a phasal XP, not a lexical XP, and phasal
domains correspond to ι, as argued for at the beginning of Section 2.2.

Truckenbrodt (1995) argues, following Odden (1987), that the context of PTI cannot be
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As schematized in (29), the prosodic analysis of Kimatuumbi thus becomes essentially

identical to that sketched for Chimwiini above. Each argument XP is parsed into a ϕ, while
the verb and its complements are parsed into the
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that maps the extended verb phrase
(γP). Since subjects and preverbal topicalized elements are both targets of PTI, we propose
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boundaries and parentheses indicate ϕ boundaries—cf.
(20b):

(29) {{([S)ϕ}
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As in Truckenbrodt’s (1995, 1999) analysis, the domain of Shortening is ϕ: the process
applies to words that are non-final inϕ. The domain of PTI is
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: a High tone (or continuation
rise) occurs at the right edge of every non-final
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(that is, it is a domain juncture process).
The domain of Final Fall is
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In spite of these issues, recursive ϕ, rather than
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, continues to be appealed to in the
recent phonological literature to parse phasal categories. We review two recent cases in the
next sections and show that they are best reanalyzed in terms of the approach developed
in the discussion so far, where prosodic recursion must mirror syntactic recursion.

3.2. Bàsàá

Hamlaoui and Makasso (2019) discuss three different prosodic processes in Bàsàá
(Bantu A.43a, Cameroon) and propose that they apply in three different prosodic domains,
ϕmin, ϕmax, and
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which defines a verb plus its complements as a prosodic domain—is better reanalyzed as
ι.

We begin with the process of High Tone Spread (HTS), which turns input H–L and
H–ø tonal sequences into H–HL and H–H sequences, respectively. As Hamlaoui et al.
(2014) argue, HTS takes ϕ as its domain. Indeed, it applies in the same contexts as defined
for the final High tone assignment in Chimwiini or for Shortening in Kimatuumbi: between
a verb and a following complement, but not between two verbal complements and not
between the subject and verb:

(30) S]NP )ϕ V O]NP)ϕ XP]NP)ϕ

That is, this domain is straightforwardly defined by right-aligning ϕ to DP/NP (XP
arguments). Certain nominal modifiers introduce complications that we do not discuss
here, for ease of cross-linguistic comparison.

The process of Final Tone Simplification (FTS) turns input HL-H tonal sequences into
H-!H, where !H indicates a downstepped High tone. Hamlaoui and Szendroï (2015) argue
that the domain for FTS is ι, as it applies between all of the lexical XPs that are contained
within the same (root) clause. For example, it applies between the subject and verb, or
between a verb and a following adjunct, or between verbal complements. However, it
does not apply between a left-dislocated constituent (i.e., a Topic) and the remainder of
the sentence. The definition of ι, like the definition of ϕ, is thus consistent with the usual
syntactic definitions of these prosodic constituents (see (9), above): ι correlates with root
CP or a phase and ϕ correlates with an XP argument.

Hamlaoui and Makasso (2019) present a third tonal process, Downstep, which turns
input H-H tonal sequences into H-!H. This process applies only between two complements
of a verb or between a verbal complement and a verbal modifier. That is, it applies within
a domain intermediate in size between ϕ and ι, and the question arises of how to define
this domain syntactically and which prosodic category it correlates with. Hamlaoui and
Makasso (H&M) follow Truckenbrodt’s (1995, 1999) analysis of Kimatuumbi, adopting
Larson’s (1988) VP structure and parsing the verb and its complements into a single
prosodic constituent using recursive ϕ (but distinguishing ϕ from ϕmax):

(31) ((V XP)ϕ XP)ϕ-max

However, as we have argued above, this parse is problematic. The outermost ϕ (i.e.,
ϕmax) does not parse a lexical XP in current syntactic theory (but rather a phasal vP),
contrary to the standard definition of this prosodic constituent. We adapt H&M’s analysis
of double object sentences, with the higher VP changed to vP. Further, we follow H&M
in assuming that the verb moves to the higher verb (i.e., little v),19 and the vP projection
is a phase; it is best mapped to the prosodic phrase ι. It should be noted that under
H&M analysis, prosodic recursion does not mirror syntactic recursion in current syntactic
theory, for the reasons discussed above when analyzing Chimwiini. Nor does it meet the
definition of phonological recursion: each instance of ϕ should be the context for the same
phonological processes, yet H&M show that only the ϕmax that maps to the phasal vP
domain provides the domain for Downstep, and Downstep only occurs at the juncture
between two verbal complements. In short, prosodic recursion is used in their analysis as a
technical device to parse the verb and its complements into a prosodic constituent in a way
that is not consistent either with current syntactic theory or the usual linguistic definition
of recursion.

We propose that ϕmax is best reanalyzed as ι, while H&M’s ι is best reanalyzed as
ιmax. For one thing, this use of prosodic recursion is justified by the syntax. Recall from
Section 2.1 that vP and CP define phasal recursions that are expected to be mirrored by
prosodic recursion. The distinction between ι and ιmax is justified by the generalization that
there is often a distinction between the prosody found in the ιmax that maps a root clause
and the prosody found in an ι that is mapped to a root clause-internal phasal domain.
For example, in Kimatuumbi, recall that PTI applies to the final syllable of ι, that is, to
CP-internal ι, whereas Final Fall applies to the ιmax that parses the entire sentence (see (29),
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above). This analysis motivates the following prosodic parse of the domains for FTS and
Downstep:

(32) {{ [Topic } {[ (S)ϕ {[ V (O)ϕ (O)ϕ]vP }ι ]CP}ι ] CP} ι-max

We leave the formal analysis to the reader, as it so closely follows the analyses provided
above for Chimwiini and Kimatuumbi.

3.3. Akan

A final case that we will discuss where recursive ϕ is used as a device to parse a verb
plus its complements into a single prosodic constituent is Kügler’s (2015, 2017) analysis of
prosodic domains in Akan (Kwa, Ghana). As Kügler shows, a process of Regressive Vowel
Harmony (RVH) applies not only within words, but also across certain word boundaries. It
applies between a verb and a following object and also between an object and a following
second object or adverb, but not between the subject and a following verb. However, it
does apply between words within NP.

These contexts should by now be familiar from the languages discussed up to this
point, and Kügler gives them the familiar analysis à la Truckenbrodt (1995, 1999). ϕ is
mapped to lexical XPs, and complements of a verb are mapped to a recursive ϕ that
includes the verb:

(33) (S]NP)ϕ-max (((V O]NP)ϕ O]NP)ϕ Adv]ADVP)ϕ-max

RVH can thus be defined as applying within words and across word boundaries
within ϕmax.

The usual critique for parsing the verb and its complements into recursiveϕ continues
to apply to this example. The outermost recursion of ϕ does not parse a lexical XP, contrary
to the standard definition of this prosodic constituent. Rather, it maps to a phasal XP
(e.g., vP or CP) domain in modern syntactic theory.20 Furthermore, prosodic recursion in
this analysis does not mirror syntactic recursion in a minimalist analysis, for the reasons
discussed above. Finally, it is not clear why a subject NP should be parsed into ϕmax, while
verbal complement NPs are parsed as ϕ. All NPs should, all things being equal, be given
the same prosodic parse.

In contrast, as we have shown, parsing the verb and its complements—a phasal vP
in modern syntactic theory—into an ι avoids these conceptual problems. The alternative
parse provided by our approach, given in (34) below, cf. (32), allows the context for RVH to
be restated simply as applying regressively within and across ϕ boundaries but not across
ι, as expected, since ι is a strong prosodic boundary. The prosodic phrasing for Akan, given
below, is essentially identical to that proposed for Bàsàá in (32) above:

(34) {[(S)ϕ {[V (O)ϕ (O)ϕ (Adv)ϕ ]vP }
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Truckenbrodt (1995) argues, following Odden (1987), that the context of PTI cannot 
be ɩ, though, because ɩ is the context for a process that takes a larger domain, namely, Final 
Fall, which assigns a Low tone to the right edge of certain clauses. We agree that Final Fall 
is clearly an intonational process. We propose that its context is complementary to that of 
PTI: PTI applies to the final syllable of a non-final ɩ, while Final Fall applies to the final 
syllable of the final ɩ in a clause. Following Ito and Mester (2013) and subsequent work, 
we label the outermost ɩ, the one that parses the entire sentence, “ɩmax”. 

As schematized in (29), the prosodic analysis of Kimatuumbi thus becomes 
essentially identical to that sketched for Chimwiini above. Each argument XP is parsed 

-max

To sum up this section, we have shown that the syntactic constituent that contains a
verb and two complements is phasal vP. Phasal vP is parsed into ι, as this is the prosodic
constituent which, by definition, corresponds to a phasal syntactic domain (see discussion
of (9), above). This proposal allows us to provide a similar prosodic parse for similar syn-
tactic structures in Akan, Chimwiini, Kimatuumbi, and Bàsàá21, and it allows the prosodic
structure to more closely mirror syntactic structure, since prosodic recursion is only found
when motivated by syntactic recursion, to satisfy syntax–prosody mapping constraints. It
thus better satisfies the principles of the Syntax–Prosody Mapping Hypothesis (SPMH)
in (1), above, which require all prosodic categories to be grounded in syntactic categories,
with the default universal prosody–syntax correspondences defined in (9) and discussion
following (9). By strictly following the principles of the SPMH, the proposal satisfies the
requirement that specific syntactic domains will map, cross-linguistically, to the same
prosodic domains, unless prosodic well-formedness principles interfere with this default
mapping.
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4. Rethinking ϕ Prosodic Recursion at the Clause Level

So far, we have discussed cases where the use of recursive ϕ to parse a verb and
its complements was motivated by the Larsonian (Larson 1988) VP shell, which, as we
argued, must be rethought in the light of developments since 1995 in syntactic theory.
Surprisingly, in some recent analyses, such as Elfner (2015) and Elordieta (2015), recursive
ϕ has even been used to parse an entire root clausal domain, thus abandoning a traditional
distinction between the types of syntactic constituents that the Phonological Phrase vs.
the Intonation Phrase correspond to (see (9), above). In so doing, they also abandon
fundamental principles of the SPMH (1), namely, that “the principles governing the syntax–
prosody mapping are universal in nature” (Bennett and Elfner 2019, p. 158) and that “the
fundamental syntactic distinctions between clause, phrase and word should be reflected in,
and retrieved from, the phonological representation” (Selkirk 2011, p. 440; see (1b)). In more
formal terms, these analyses violate the universal constraints (see (9), above) optimizing
a match (or mutual alignment) between the Intonation Phrase and Clause/phase, unless
higher-ranked prosodic constraints motivate misalignment. In this section, we critique this
use of recursive ϕ in Elfner’s (2015) analysis of Connemara Elordieta’s (2015) analysis of
Basque.

4.1. Recursive ϕ in Connemara Irish

Elfner (2015) provides a detailed discussion of the distribution of two phrase accents
in Connemara Irish, LH and HL. The distribution of LH and HL is illustrated in the VSO
sentence in (36), below, where the subject and object DPs consist of a noun followed by
an adjective. As we can see, HL is found at the right edge of every DP. LH is found at
the beginning of the clause (ΣP in the syntactic analysis that Elfner adopts) and at the
beginning of TP in a VSO sentence like the one in (35), represented in (36a,b):
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The corresponding prosodic category defining the domain of HL realization is straight-
forwardly ϕ, the same domain, defined in a similar way, as was relevant for the final High
tone assignment in Chimwiini, Shortening in Kimatuumbi, and HTS in Bàsàá. Applying
the principles of the SPMH, ι appears to be a good candidate for the category defining the
domain of LH. It is anchored to a larger syntactic domain than an XP argument and the
prosodic domain contains ϕ in the sense that every ϕ ends with an HL melody, but not
every ϕ begins with an LH melody. As we can see in (36b), though, Elfner (2015) proposes
that ΣP and TP are parsed into recursive ϕ’s. To better understand her motivation for the
parse, we need to look at additional data.

As Elfner shows, all of the prosodic phrases that are initiated with LH must satisfy
a binary minimality requirement. To illustrate, even though the subject and object are
prosodified together in a V S O sentence like the one in (36), they are not phrased together
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in a V S DO IO sentence, as shown in (37). Note the LH at the beginning of the prosodic
domain containing both objects:

(37) Recursive phrasing in a V S DO IO sentence (Elfner 2015, p. 1184)

Languages 2020, 5, x FOR PEER REVIEW 19 of 32 

 579 
 580 

(37) Recursive phrasing in a V S DO IO sentence (Elfner 2015: [1184])  

 a. díolfaidh rúnaí dathúil blathanna áille le daoine anamúla 
  sell.FUT secretary handsome flowers beautiful.PL with people animated.PL 
  ‘A handsome secretary will sell beautiful flowers to animated people.’  
 b. 

 

c. 

 

   

 581 
Comparing (36) and (37), we can see that if there were an LH between the S and O in (36), then LH 582 
would occur at the left edge of a constituent parsed into a single φ, the one parsing O. This is 583 
apparently non-optimal. Notice that in (36) and (37), each LH domain dominates at least two φ’s. 584 
Parsing S and O together into a larger prosodic constituent, as in (36), allows the prosodic constituent 585 
which defines the domain for LH to contain two φ’s, a common type of binary minimality 586 
requirement (Ghini 1993, Inkelas and Zec 1995, Prieto 2005, Selkirk 2011). 587 

The importance of binary minimality in defining the optimal parse of prosodic domains in 588 
Connemara Irish is confirmed by an additional example. Even though the V is prosodified outside 589 
the prosodic domain of the subject in a V S O sentence like the one in (36), it is prosodified with the 590 
subject in a V S O sentence where the subject does not branch (because the subject noun phrase is not 591 
modified by an adjective), as shown in (39b). As Elfner (2015) observes, the prosodic analysis in (39b) 592 
suggests that φ is subject to a binary minimality condition, formalized in (38): 593 
 594 

(38) BINARY-MINIMUM(φ): a φ constituent in the prosodic representation must dominate a 
minimum of two PWords. 

 595 
This constraint favors a parse where V and S (each consisting of a single PWord) are contained in the 596 
same φ. As noted above, the domain for LH must contain at least two φ, a requirement that is also 597 
satisfied in (39b): 598 
 599 

Comparing (36) and (37), we can see that if there were an LH between the S and O in
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parsing O. This is apparently non-optimal. Notice that in (36) and (37), each LH domain
dominates at least two ϕ’s. Parsing S and O together into a larger prosodic constituent, as
in (36), allows the prosodic constituent that defines the domain for LH to contain two ϕ’s,
a common type of binary minimality requirement (Ghini 1993; Inkelas and Zec 1995; Prieto
2005; Selkirk 2011).

The importance of binary minimality in defining the optimal parse of prosodic do-
mains in Connemara Irish is confirmed by an additional example. Even though the V is
prosodified outside the prosodic domain of the subject in a V S O sentence like the one in
(36), it is prosodified with the subject in a V S O sentence where the subject does not branch
(because the subject noun phrase is not modified by an adjective), as shown in (39b). As
Elfner (2015) observes, the prosodic analysis in (39b) suggests that ϕ is subject to a binary
minimality condition, formalized in (38):

(38) BINARY-MINIMUM(ϕ): a ϕ constituent in the prosodic representation must dominate a
minimum of two PWords.

This constraint favors a parse where V and S (each consisting of a single PWord) are
contained in the same ϕ. As noted above, the domain for LH must contain at least two ϕ,
a requirement that is also satisfied in (39b):

(39) Recursive phrasing in a V S O sentence with non-branching S (Elfner 2015, pp. 1198, 1199)
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The generalization that emerges from the data is that LH only occurs at the left edge
of a domain that contains minimally two ϕ’s.
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To account for this generalization, Elfner (2015, p. 1170) proposes that the LH accent
“appears only in the presence of recursive prosodic structure”. This is the structure shown
in the representations above. However, there are reasons to be skeptical of this use of
prosodic recursion. First, binarity minimality requirements usually evaluate two different
levels of the prosodic hierarchy. For example, a PWord binary minimality or maximality
requirement is satisfied (or not) depending on how many syllables or moras it parses
(McCarthy and Prince 1986). Binary minimality or maximality for ϕ is satisfied depending
on how many PWords it parses (Elfner 2015; Ghini 1993; Inkelas and Zec 1995; Prieto 2005;
Selkirk 2000, 2011). Thus, if LH initiates a prosodic structure that must include at least two
ϕ’s, the appropriate prosodic category parsing the domain is the one that dominates ϕ,
namely, ι.

Second, one also finds the problems identified in the preceding discussions with the
use of prosodic ϕ recursion in Elfner’s analysis. The outermost recursion is anchored to
a root clause, not a lexical XP. This parse also means that Connemara Irish does not have
both ϕ and ι, thus violating a central principle of the SPMH (1). In addition, there is clear
evidence that the XP argument-anchored prosodic domains are associated with different
prosodic correlates than the domains that parse phasal structures. Each XP argument-
anchored ϕ domain is followed by HL, while the larger domains, which must contain
at least two ϕ’s, are associated with initial LH. As a result, recursive ϕ domains are not
associated with the same prosody, which many consider problematic, as noted above.

We propose, then, that ϕnon-min in Elfner’s analysis be reanalyzed as ι. Following
Cheng and Downing (2016), the left edge of a phase, CP or vP maps asymmetrically to
ι. However, as we have seen, ι, like ϕ, is subject to a binary minimality constraint in
Connemara Irish, formalized in (40), leading to mismatches between prosodic categories
and the syntactic ones they are anchored to.

(40) BINARY-MINIMUM(ι): an ι constituent in the prosodic representation must dominate a
minimum of two ϕ’s.

The interaction of syntactically anchored prosodic alignment and prosodic constraints
yields the following parses of the structures in (36), (37), and (39), adopting the definitions
of ι and ϕ discussed for (9) above:
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(42) V S O, branching subject and object   – cf. (36)     
 [ΣP V [ N A] [vP [ N A] ] ] BINMIN(Ι) BINMIN(Φ) STRONG 

START 
ALIGNL 
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ALIGNL 
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a. { [ΣP V { ( [ N A] )φ ( [vP [ N A] )φ ]}ι ]}ι   * *  
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Note that, in the majority of the cases in (41), ι is left-aligned with ϕ. However, as we
see in (41a) and (41c), it is often optimal in Connemara Irish for the V to be parsed outside
of the initial ϕ, in violation of STRONGSTART (19), since V is only parsed with a following
DP to satisfy ϕminimality (see (41b)).

The formal analysis of each of these sentence types is exemplified in the tableaux in
(42)–(44). We begin with the analysis of sentence type (41a):
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 b. V S O, non-branching subject, branching object – cf. (39) 
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 c. V S DO IO  – cf. (37)   
  { [ΣP V   { ([ N A] ) φ  { [vP ([ N A] ) φ ([N A] ) φ ] }ι ] }ι 
   LH  LH HL  LH HL  HL  

 630 
Note that, in the majority of the cases in (41), ι is left-aligned with φ. However, as we see in (41a) and 631 
(41c), it is often optimal in Connemara Irish for the V to be parsed outside of the initial φ, in violation 632 
of STRONGSTART (19), since V is only parsed with a following DP to satisfy φ minimality (see (41b)). 633 

The formal analysis of each of these sentence types is exemplified in the tableaux in (42) – (44). 634 
We begin with the analysis of sentence type (41a): 635 
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(42) V S O, branching subject and object   – cf. (36)     
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START 
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(PHASE, Ι) 
ALIGNL 
(Φ,XP) 

a. { [ΣP V { ( [ N A] )φ ( [vP [ N A] )φ ]}ι ]}ι   * *  
  b. { [ΣP V ( [ N A] )φ { [vP  ([ N A] )φ ]}ι ]}ι *!  **   
  c. ([ΣP V ([ N A])φ ([vP ([ N A] ])φ ])φ ])φ   * **! ** 

 637 
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In (42), the purely syntactically motivated prosodic parse in (42b) is non-optimal, as
it would violate the binary minimality requirement for the inner ι, the one left-aligned
with vP in this parse. Candidate (42a) is optimal, as it satisfies both high-ranked prosodic
minimality constraints while violating a lower-ranked syntactic alignment constraint.
Candidate (42c), the parse proposed in Elfner (2015)—cf. (36), above—is non-optimal, as
neither of the phasal constituents is parsed into an Intonation Phrase, even though no
higher-ranked constraint motivates this mismatch. Instead, the phasal constituents are
parsed into Phonological Phrases in (36), violating ALIGNL(ϕ,XP). All candidates in this
tableau violate STRONGSTART since in all candidates, the outermost Intonation Phrase
starts with material—the verb—which is unparsed into a prosodic constituent. Unparsed
starting material is necessarily lower ranked in the Prosodic Hierarchy than a following
Phonological Phrase (42b, c) or Intonation Phrase (42a).

The analysis of sentence type (41b) is exemplified in (43):
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The role of binarity at the level of both ϕ and ι is illustrated in (43). The subject
and verb are not separated by either a ϕ boundary or an ι boundary in this case, even
though this would satisfy the syntactically motivated alignment constraints. Rather they
are parsed into a singleϕ to satisfy BINMIN(ϕ). This has the added advantage of satisfying
minimality at the ι level (BINMIN(ι)), as well as STRONGSTART (all of the material parsed
by the outermost Intonation Phrase is exhaustively parsed into successive Phonological
Phrases, which are equal in the Prosodic Hierarchy). Candidate (43d), the parse proposed
in Elfner (2015)—cf. (39), above—is non-optimal, as neither of the phasal constituents is
parsed into an Intonation Phrase, even though BINMIN(ι) only motivates one mismatch.
In addition, the phasal constituents are parsed into Phonological Phrases in (39), violating
ALIGNL(ϕ,XP).

The analysis of sentence type (41c) is exemplified in (44):
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The tableau in (44) shows how the constraint STRONGSTART can play a role in deciding
the winning candidate. The optimal candidate in (44a) has one more ι than expected based
on a purely syntactically motivated Phase-ι mapping: the pre-subject ι boundary is not
motivated by the syntactic structure, as the subject is not preceded by a phase edge. As
shown, STRONGSTART (19) can account for this mismatch. The non-optimal parse in (44b)
violates this constraint twice, as the outermost ι begins with an unparsed V followed by a
ϕ followed by an ι. That is, each of the first two daughters of the outermost ι are lower
in the Prosodic Hierarchy than the constituent that follows it. The optimal parse in (44a)
better satisfies STRONGSTART by reducing the number of prosodically weak elements
at the start of the outermost ι while also improving the left alignment between the ϕ
containing the subject and an ι. Candidate (44c), the parse proposed in Elfner (2015)—cf.
(37), above—incurs the same number of STRONGSTART violations as (44a). However, it is
non-optimal, as neither of the phasal constituents is parsed into an Intonation Phrase, even
though no higher-ranked constraint motivates this mismatch.22
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To sum up, an analysis in which recursions ofϕ that map to phasal domains are instead
mapped to ι yields a prosodic parse that better satisfies the core principles of the SPMH in
(1). Prosodic categories are mapped to the canonical corresponding syntactic categories
defined in (9) unless well-motivated prosodic principles such as binary minimality and
STRONGSTART interfere with the syntactically anchored mapping.23 As a result, prosodic
recursion mirrors syntactic recursion in this re-analysis, and the core distinction between
phrase and clause is represented in the output of the prosodic grammar.

4.2. Recursive ϕ in Basque

Elordieta (2015) develops an analysis of the distribution of downstep and upstep/partial
reset within vP in Northern Biscayan Basque, a tonal accent language spoken in Spain.
The four patterns to be accounted for are illustrated in (45), where a downward arrow (↓)
represents downstep and an upward arrow (↑) represents upstep/partial reset:

(45) Basque patterns to be accounted for (Elordieta 2015, p. 53)
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  Miren-GEN.SG grandmother-DAT.SG   book-ABS.PL   give AUX 
  ‘They have given the books to Miren’s grandmother.’  

 697 
 d. Type D: [[N ↓N]DP [[↑↑N ↓A]DP [↓V]VP]vP]TP   
   [[[Mirénen ↓amúmari]DP [↑↑libúru ↓lodídxak]DP [↓emon dótzez]VP]vP]TP  
   Miren-GEN.SG grandmother-DAT.SG     book   thick-ABS.PL   give AUX    ‘They have given the thick books to Miren’s grandmother.’ 

 698 
Elordieta (2015: 53, fig. [3]) observes that the data in (45) illustrates the following generalizations 699 
concerning the distribution of downstep and upstep/partial reset: 700 
 701 

(46) a. Within a DP, downstep applies to any accented word following another accented word, 
except in the cases described in (b). 

 b. When the head noun is followed by a modifier, it shows pitch reset, not downstep (cf. 
type B). 

 c. Pitch reset is also observed at the left edge of a verbal projection when it contains a DP 
preceding the V (cf. types C, D). 

 d. Types B and C present a similar degree of pitch reset. However, a higher degree of pitch 
reset is observed in type D, that is, at the left edge of a two-word DP which is at the left 
edge of a verbal projection. 

 702 
The principles of the SPMH in (1) and (9) suggest the following prosodic algorithm to account 703 

for these generalizations. Each XP argument is mapped to φ.24 The domain for downstep and partial 704 
reset would be ι. This is not only the prosodic category that is mapped to phasal domains, like vP and 705 
CP, but it is also the most plausible prosodic domain for intonational phenomena like downstep and 706 
partial reset (see also discussion in section 3 on Kimatuumbi and Bàsàá). We follow Elordieta (2015: 707 
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auxiliary merges with the verb post-syntactically as a prosodic clitic, parsed as a PWord with the 709 
verb; and (ii) determiners and case makers in Basque are morphologically and prosodically affixes 710 
on the word that precedes them within the DP. In other words, the terminal D node would be empty 711 
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24 As in the other languages discussed in this paper, verbs (including the [verb+aux]VP complex in Basque) are 
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As we can see in (47), there are four PWords (ω) in the sentence, each containing an accent. All four 714 
words are parsed into the ι(max) which parses the CP/vP, and there is a downstep between each 715 
accented PWord. Although it has no prosodic consequences, the head noun, when unmodified, is 716 

                                                 
24 As in the other languages discussed in this paper, verbs (including the [verb+aux]VP complex in Basque) are 
not necessarily parsed into a prosodic domain, rather only argument XPs are. We follow Féry (2011) in assuming 
the priority of argument XPs for prosodic parsing. 

The principles of the SPMH in (1) and (9) suggest the following prosodic algorithm
to account for these generalizations. Each XP argument is mapped to ϕ.24 The domain
for downstep and partial reset would be ι. This is not only the prosodic category that is
mapped to phasal domains, such as vP and CP, but it is also the most plausible prosodic
domain for intonational phenomena such as downstep and partial reset (see also discussion
in Section 3 on Kimatuumbi and Bàsàá). We follow Elordieta (2015, p. 61) and the work
cited therein in assuming that (i) the verb in Basque remains in situ, and the auxiliary
merges with the verb post-syntactically as a prosodic clitic, parsed as a PWord with the
verb; and (ii) determiners and case makers in Basque are morphologically and prosodically
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affixes on the word that precedes them within the DP. In other words, the terminal D node
would be empty in prosodic structure, and therefore, in the case of Mirén-en in (47b), it
cannot be mapped as an independent ϕ (see Elordieta 2015, p. 61 for more discussion). Our
analysis yields the prosodic parses in (47)–(50), where parentheses indicate ϕ and curly
brackets indicate ι (with the morpho-prosodic affixes indicated by dotted lines):
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24 As in the other languages discussed in this paper, verbs (including the [verb+aux]VP complex in Basque) are 
not necessarily parsed into a prosodic domain, rather only argument XPs are. We follow Féry (2011) in assuming 
the priority of argument XPs for prosodic parsing. 

As we can see in (47), there are four PWords (ω) in the sentence, each containing an
accent. All four words are parsed into the ι(max), which parses the CP/vP, and there is a
downstep between each accented PWord. Although it has no prosodic consequences, the
head noun, when unmodified, is parsed into a recursive ϕ with its sister DP. Note that
we assume that not only the syntactically recursive argument XP but also the DPs/FPs it
dominates are recursively parsed into ϕ.

In Type B sentences, the head noun is followed by an adjectival modifier. This
leads to a different prosodic parse, disrupting the pattern of downstep—and of prosodic
parsing. We assume, following Elordieta (2015, p. 63), that modified DPs disrupt the
syntactically motivated mappings because they have a more complex syntactic structure
than unmodified nouns.25 Note that the modified head noun is contained in an XP, which,
moreover, consists of two PWords, thus satisfying the binary minimality condition on ϕ
(see (38)), just like the preceding DP, which also contains two PWords. Parsing each XP
contained in the argument XP into a ϕ thus yields a eurhythmic prosodic representation.
The proposed prosodic parse is illustrated in (48):
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Finally, in Type D sentences, the third noun is a verbal complement and also modified
by an adjective. The analysis is essentially the same as for (49). Mapping vP to ι places a
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While this seems to be the most straightforward analysis of the generalizations in
(46) based on the principles of the SPMH in (1) and (9), Elordieta (2015), like Elfner (2015),
adopts an analysis that does not distinguish between ϕ and ι. Rather, every XP, even if it is
a phasal domain or even a root clause, is recursively parsed into a ϕ. This is illustrated by
the prosodic parses Elordieta proposes for (48) and (49):

It is unclear what analytical or conceptual advantages this alternative parse provides
compared to the disadvantages. Prosodic recursion does not mirror syntactic recursion
(except in the case of genitive DP/NPs). Recall from the discussion in Section 2 that XP
domination is not necessarily the equivalent of syntactic recursion, and so it does not
provide a syntactic motivation for prosodic recursion. Furthermore, an entire clause is
mapped to a recursive ϕ, in violation of core principles of the SPMH (1). CP is expected to
map to ι (see discussion of (9)), and the syntactic distinction between phrase and clause
should be reflected in the prosodic structure. As noted in discussing Irish, an analysis
in which recursions of ϕ that map to phasal domains are instead mapped to ι yields a
prosodic parse that better satisfies all of the principles of the SPMH in (1). It also allows for
more consistent cross-linguistic generalizations about syntax–prosody correspondences
and about the prosodic domain of intonational phenomena such as register reset.
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5. Conclusions

It is widely agreed that prosodic constituents should mirror syntactic constituents
(unless high-ranking prosodic constraints interfere). Because recursion is a feature of
syntactic representations, one expects recursion in prosodic representations as well, as
work such as Féry (2016) and Selkirk (2011) has argued. Indeed, as we have shown, strictly
respecting the requirement that the same types of prosodic constituent should correspond
to the same types of syntactic constituent, both within a particular language and cross-
linguistically, automatically leads to analyses where prosodic recursion is optimal when
it mirrors syntactic recursion. While there are differing views concerning what kinds of
syntactic representation motivate prosodic recursion, this paper has argued in favor of the
restrictive view that prosodic recursion is motivated only if it mirrors syntactically defined
embedded recursion, not other forms of syntactic domination.

To demonstrate the advantages of this approach, the use of Phonological Phrase
recursion has been reviewed in several case studies, chosen because prosodic recursion
in these studies mostly does not reflect syntactic recursion as defined in current syntactic
theory. As we show, an approach that does not appeal to prosodic recursion (unless it is
syntactically motivated) straightforwardly captures the relevant generalizations.

One of the forces driving analyses adopting recursive prosodic phrasing appears to
be the desire to reduce the number of prosodic categories (Bennett and Elfner 2019; Ito
and Mester 2013; Elfner 2015). Since the SPMH is founded on the principle that prosodic
constituents reflect syntactic ones, it is striking that the drive to reduce the number of
prosodic categories goes against recent syntactic theoretical trends such as the cartographic
approach, which in fact creates more syntactic categories (starting with Topic and Focus). It
should be noted that the additional syntactic categories do not come from a concern about
reducing syntactic recursion. In other words, the number of categories and the licit use
of recursion should not be connected issues. A final conceptual problem with a theory
that allows prosodic recursion which is not motivated by syntactic recursion is that, as
Schiering et al. (2010, p. 699) argue, if an unlimited number of intermediate recursions of,
for example, a Phonological Phrase, is allowed by a theory, it makes prosodic recursion
“too powerful and puts too [few] restrictions on prosodic systems”, since intermediate
prosodic recursions can parse groupings defined by language-particular syntactic structures
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rather than constituents with cross-linguistic syntactic motivation. Indeed, as van der
Hulst (2010, p. 326) argues, languages do not seem to appeal to more than two recursions
of any prosodic constituent. In syntax, too, Karlsson (2010) shows that it is rare to find
more than two or three recursions in natural language. There are, then, many reasons to be
leery of theories that do not place well-defined restrictions on possible recursive structures.

Finally, we propose that the more restrictive approach to prosodic recursion has the
following advantages. It allows for more consistent cross-linguistic generalizations about
the syntax–prosody mapping, so that prosodic representations more closely reflect syntactic
ones. It allows the fundamental syntactic distinctions between clause, phase, and phrase to
be reflected in the prosodic representation. It also allows cross-linguistic generalizations
to be made about the prosodic domain of intonational processes such as register reset
and continuation rise. The approach adopted here thus more closely respects all of the
principles of the SPMH (1) and its underlying assumption that a theory that restrictively
defines possible syntax–prosody correspondences is most likely to be of universal validity.
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Notes
1 The traditional adjunction analysis yields iteration, in contrast with analyses à la Cinque (2010), with adjectives and adverbs

generated in a functional projection above the NP and VP/vP respectively.
2 Note that the original Larsonian structure for double object sentences involve a passive-like transformation. See Citko et al. (

2017) for discussion.
3 In both cases, there is embedding involved in the sense that the PP is embedded inside a VP, and the DP is embedded inside a PP.

However, this type of embedding does not constitute recursion since VP and PP—like PP and DP—are not the same syntactic
category.

4 See also articles in D’Alessandro et al. (2017) for discussions about the nature of the little v.
5 Whether or not it is the whole phase itself or the complement of a phase head being transferred at the point of spell-out is

controversial. See Chomsky (2001), Bošković (2016), Cheng and Downing (2016), among others.
6 See Féry (2016) and Selkirk (2011) for detailed discussion of how recursive syntactic embedding as defined in (2), above, motivates

recursive prosodic structure. Iterative recursion created by certain conjoined syntactic constructions also can lead to prosodic
recursion; see Féry (2016), Ladd (1986, [1996] 2008) and Wagner (2005) for discussion.

7 We are ignoring vP-phase here as it coincides with the CP-phase in these examples. It should also be noted that we do not claim
that DP can never be a phase in any language. Nonetheless, evidence from Zulu suggests that DPs do not have phasal status, and
thus do not trigger phasal spell-outs in Zulu.

8 See Selkirk (2011, 452ff) for detailed discussion of the distinction between the syntactic clause (CP) and the illocutionary clause or
root clause, defined as the “highest syntactic projection of the sentence” (p. 452) (see, too, Selkirk 2005). Root CP is specified in
(13c,d) to capture the generalization that the complements of verbs and restrictive relative clauses, which also are CP phases,
typically phrase with their heads, as illustrated by Zulu examples in this section. That is, a right edge asymmetry holds except
for the outermost recursion of CP, i.e., the illocutionary clause.

9 Syntactic recursion does not lead to prosodic recursion in all languages. For example, Beltzung et al. (2010) show that there is
no motivation for a right edge of ι following relative clauses in Embosi. That is, in Embosi, the phrasing in (14b) is the correct
output. This phrasing would be made optimal by ranking NORECURSION above ALIGNRPHASE. As Selkirk (2011) points out, it
is this kind of cross-linguistic variation in the prosodic parse of the same syntactic structures that provides one of the strongest
arguments for prosodic constraints on prosodic constituency mapping like NORECURSION.
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10 This also accounts for the High tone on the subject DP in (16b).
11 Underlining of certain consonants in the Chimwiini data indicates that they have dental place of articulation.
12 In Den Dikken (2007), Φ is used to indicate an extended phase. Here, we use γ, so as to not be confused with Greek letters that

can be used to indicate Phonological Phrases. In the Bantu literature (including work by Cheng and Downing), an unspecified X0

is used to indicate where the verb moves to and where the final vowel is hosted. Here, we replace this unspecified X0 with γ0 to
reflect the extended phasal status of X0.

13 See An (2007); Cheng and Downing (2016); Downing (2011); Feldhausen (2010); Féry (2011); Kula and Hamann (2017) and
references therein for discussion of the phrasing of DPs in topic position, showing that it is common for them to be phrased
separately from what follows.

14 Treating adjuncts as on a different plane comes from Chomsky (2004); see also analyses of adjuncts using Late Merge (Lebeaux
1988, Takahashi 2006 and Takahashi and Hulsey 2009), and other work on adjuncts such as Hunter (2010).

15 The data are mostly cited from Truckenbrodt (1995). However, we adapted the glosses and spellings to be closer to Odden (1987,
1996), following the suggestion of one of the reviewers. A cedilla under a high vowel indicates it is super-closed.

16 A reviewer questions whether the adverb píta ‘really’ has a preceding ι-boundary. Note that the interpretation of this adverb
appears to be emphatic. We hypothesize that it is a focus adverb which takes the whole sentence as the focus. In other words,
this adverb is not only a high adverb, it is a sentential adverb taking scope over the whole sentence. Unfortunately, a syntactic
analysis does not exist for all the Kimatuumbi data in Odden’s work, making it impossible for us to develop a prosodic analysis
of a wider range of data than what is presented here.

17 Odden (1987) proposes this possibility but rejects it, among other reasons because recursion was not a well-formed property of
prosodic parsing at the time he developed his analysis.

18 Similar points are made in work critiquing recursion at the PWord level, such as: Bickel et al. (2009); Downing and Kadenge (
2020); Frota and Vigário (2013); Guzzo (2018); Schiering et al. (2010); Vigário (2010); and Vogel (2009, 2012, 2019).

19 In Hamlaoui and Makasso (2019), the verb moves from the lower V to the high V. In our analysis, which adapts theirs to current
syntactic theory, the high V is a little v, which is a functional category and a phase head. Since Hamlaoui and Makasso (2019) do
not indicate that the verb moves further than the higher V (i.e., the little v), we follow them in assuming that the end point of
verb movement is at v. In other words, for Bàsàá, we do not assume an extended vP phase.

20 As in Bàsàá (see Note 19), we do not have enough syntactic information to assume that the verb moves further than the little v.
We therefore make the more conservative assumption that the verb only moves to the little v. Thus, vP is the phase.

21 In Akan and Bàsàá, unlike the other languages, STRONGSTART must be relatively low-ranked, as it appears to be optimal
for material preceding the left edge of an ιmax-internal ι to remain weakly parsed, into a Phonological Phrase rather than an
Intonation Phrase (Cf. discussion of (20a), above).

22 We are crucially assuming that STRONGSTART is only relevant for the outermost ι, the one that parses the illocutionary clause.
23 It is worth pointing out that Elfner (2015) does not develop a complete formal analysis of the data discussed in this section.
24 As in the other languages discussed in this paper, verbs (including the [verb+aux]VP complex in Basque) are not necessarily

parsed into a prosodic domain, rather only argument XPs are. We follow Féry (2011) in assuming the priority of argument XPs
for prosodic parsing.

25 It has been observed at least since Nespor and Vogel (1986) that modified nouns can have a different prosodic parse than
unmodified nouns. We have seen one example, above, in discussing Connemara Irish. Cheng and Downing (2016), Ghini (1993),
Prieto (2005) and Selkirk (2011) review other examples. As Cheng and Downing (2016) note, even though the noun-modifier
effect on phrasing appears to be common cross-linguistically, it is not clear that it has the same motivation in every language. We
leave this as a topic for future research.

26 Our proposal partially echoes that of Jun and Elordieta (1997) and Selkirk (2011), which discuss a similar set of Basque data.
27 In Basque the verb stays in situ (see Elordieta 2015, among others) and the vP remains as the phase; ApplP would therefore not

constitute an extended phase. This contrasts with Chimwiini and other Bantu languages discussed above.
28 The double partial reset in (50a,b) is not accounted for in our analysis. We consider it a phonetic effect, induced by the extra

length that results from adding another word following a partial reset at an ιmax internal ι boundary, (see Laniran and Clements
2003 for discussion of the effect of length on partial reset). We are skeptical of Elordieta (2015) claim that depth of prosodic
embedding accounts for the degree of partial reset, as it seems unlikely that a single additional prosodic embedding should lead
to five times greater amount of partial reset.
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