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Abstract: Cooperative group formation control of manned/unmanned aircraft vehicles (MAV/UAVs)
using a hierarchical framework can be more efficient and flexible than centralized control strategies.
In this paper, a two-level hierarchical-interaction-based cooperative control strategy is proposed for
the MAV/UAVs group formation. At the upper level, combined with the nonlinear disturbance
observer (NDO) and dynamic surface control (DSC) algorithm, a trajectory tracking problem with
external disturbances for MAV is formulated. At the lower level, the leader-following formation
controller is utilized to deal with the sub-formation keeping control problem for UAVs, based on
the sliding mode disturbance observer and fast terminal sliding mode control law, and the robust
performance and control accuracy are effectively improved. Moreover, the overall stability of the
MAV/UAVs system is demonstrated using Lyapunov theory. The proposed approach is evaluated by
simulation under the ground penetration combat mission for MAV/UAVs, and the performance is
compared with that of other control strategies.

Keywords: MAV/UAVs system; group formation control; trajectory tracking; formation keeping;
nonlinear disturbance observer

1. Introduction

The manned/unmanned aircraft vehicles (MAV/UAVs) formation cooperation can
give full play to the advantages of MAV/UAVs system, such as higher combat efficiency
and flexible tactics. This new combat style will have a disruptive impact on future air
warfare, with great operational potential and military application prospects [1,2]. Facing
the complex battlefield environment, a large number of low-cost, single-function unmanned
wingmen cooperating with MAV has become a research topic of widespread concern at
home and abroad [3].

To meet the battlefield situation and mission demands when MAV/UAVs formation
cooperate to perform combat missions, it is necessary to form and maintain a specific
formation to maximize the overall advantages and improve the mission capability rate.
As the key to MAV/UAVs formation flight, the control strategies of formation keeping
mainly include four types: leader-following approach [4–6], virtual structure approach [7,8],
behavior approach [9,10] and consensus theory [11–13]. Compared with conventional
multi-UAVs formation, the MAV is both the leader and main decisionmaker of the whole
formation during MAV/UAVs flight [14]. The pilot manipulates the MAV to follow the
desired trajectory, and the unmanned wingmen follow the trajectory of the leader at a
certain relative distance so as to achieve the desired formation. In [15–17], the author
investigated the problem of formation keeping based on the leader-following approach.
Inspired by the leader–follower control framework, a formation keeping control law for
wingman is designed in [18], which achieves the cooperative formation flight between MAV
and multi-UAVs. In [19], formation flight demonstration experiments were conducted
for F-15 manned aircraft and T-33 jet, and the reliable wingman was able to maintain the
desired formation with the manned aircraft when the manned aircraft performed maneuvers.
It is worth noting that the formation scale in [16–19] is small and all the members keep
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a single formation, which has certain limitations for joint air warfare with multi-mission
demands. Therefore, a good control scheme is required to improve combat efficiency and
tactical flexibility.

Facing the complex battlefield environment, if multi-UAVs can be decomposed into
several task groups, the cooperative implementation of electronic countermeasures, target
search, fire cover and weapon launch will significantly improve the survivability and
combat efficiency of formation under the interaction of the MAV, inter-subgroup and intra-
subgroup [20]. Professor Dong and his team first proposed the concept of group formation
control [21] and analyzed the sufficient conditions and constraints of group formation
for second-order multi-agent systems. In [22], they studied the group formation control
problem of second-order multi-agent systems with switching directed topology. To control
the macroscopic motion of the formation as a whole, the group formation control protocol
for followers based on the leader-following approach is designed in [23], and the leader
provides the formation reference trajectory to realize the time-varying formation tracking
control of multiple formations. However, the stability of the control system under the
influence of disturbances was not analyzed in [21–23], considering that the formation
system will inevitably be affected by external disturbance, which will increase the challenge
of our study about group formation tracking control problem.

Early disturbance control methods, such as PID and linear quadratics, cannot meet the
demand for high precision control; in order to improve the control accuracy of the formation
control system with external disturbances, the main control methods commonly mentioned
in literature are robust control [24], sliding mode control [25,26] and adaptive backstepping
control [27]. As noted in [27], the adaptive backstepping approach is applied to handle
the inevitable parametric uncertainties and improve the stability of fixed-wing unmanned
aerial vehicle swarm formations. Due to the complex design, uncertain disturbances, and
slower response speed of the controller, in contrast, the nonlinear disturbance observer
(NDO) can estimate the disturbance and compensate it through feedforward, so it reflects
faster and has strong practical application prospects. In [28], it improves the robustness
and control accuracy by estimating and compensating the disturbance terms based on the
NDO. Sliding mode control with the NDO method is combined in [29,30] to solve the UAV
formation tracking control problem with external disturbances. In [31], a backstepping (BS)
control strategy based on a sliding mode disturbance observer is proposed, and the double
power reaching law is used to design the sliding mode controller, which improves the error
convergence speed and enhances the system anti-disturbance performance. Motivated
by the facts stated above, this paper introduces the sliding mode control with the NDO
approach to deal with cooperative group formation control with external disturbances.

In summary, group formation tracking control has significant advantages for solving
the cooperative control problem with multi-mission formation. However, there are few
studies on this control problem, and it is mainly applied in second-order multi-agent
systems. Regarding the MAV/UAVs group formation tracking control, there is still a gap in
this area due to its frontier state and complexity. Motivated by the aforementioned results,
in this paper, we propose a group formation control strategy for MAV/UAVs formation
control system, responding to the future multi-mission cooperative formation tracking
control problem with strong disturbance environment. Therefore, the main contributions
of this paper are as follows:

(1) In contrast to [18,19], which only focuses on a single MAV/UAVs formation, we pro-
pose a two-level hierarchical-interaction-based control strategy for the MAV/UAVs group
formation wherein we divide the UAVs into group leaders and followers incorporating the
group formation interaction topology.

(2) In order to ensure that MAV tracks pre-defined trajectories while effectively sup-
pressing external disturbances, a dynamic surface control (DSC) method based on a NDO
is proposed. Meanwhile, the fast terminal sliding mode control (FTSMC) is introduced to
design formation controllers for each UAV, which improves the convergence of formation
errors and the accuracy of disturbance estimation.
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(3) Compared with the fixed configuration-based formations in [22,23], the proposed
method can adjust the desired formation configuration according to the mission requirements.

The remaining parts of this paper are organized as follows. Section 2 formulates the
preliminaries and problem formulation. The details of the controller design methods and
stability analysis are presented in Section 3. Then, the numerical simulation analysis is
presented in Section 4. Finally, the conclusion is summarized in Section 5.

Notations: Throughout this paper, Rn denotes the Euclidean n-space, 0n×n denotes the
zero matrix with size n× n, and λmax(·) and λmin(·) stand for the maximum and minimum
eigenvalues of the matrix, respectively. ‖ · ‖ denotes the Euclidean norm of the vector, and
sign(·) denotes the signum function.

2. Preliminaries and Problem Formulation
2.1. Mathematical Model of MAV

Consider the external disturbances, the model of MAV can be expressed as follows [32]:

.
xL = VLcosψLcosθL + Dx.
yL = VLsinψLcosθL + Dy.
zL = VLsinθL + Dz.
VL = (TL −DL)/mL − gsinθL.
ψL = LLsinφL/(mLVLcosθL).
θL = (LLcosφL −mLgcosθL)/(mLVL)

(1)

where xL, yL, zL denote the positions of the MAV in the inertia frame, mL and g are the
mass and gravity constant, respectively. φL, ψL, and θL are the bank angle, heading angle, and
flight-path angle, respectively. VL represents the airspeed of the MAV. TL, LL, and DL are the
thrust, lift and drag, respectively. Dx, Dy and Dz are the velocities of external disturbances along
the xL, yL, and zL axes, respectively. The mathematical model of MAV is shown in Figure 1.
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By defining pL = [xL, yL, zL]
T, vL = [

.
xL,

.
yL,

.
zL]

T, FL = [TL, LLsinφL, LLcosφL]
T, and

taking DL = [Dx, Dy, Dz]
T, εL = [0, 0, g]T, the model of MAV can be formulated as{ .

pL = vL
mL

.
vL = αL + mLεL + βLFL + mLDL

(2)

where αL, and βL are given by

αL =

 −DLcosψLcosθL
−DLsinψLcosθL
−DLsinθL

 (3)
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βL =

cosψLcosθL −sinψL −sinθLcosψL
sinψLcosθL cosψL −sinψLsinθL

sinθL 0 cosθL

 (4)

2.2. Mathematical Model of UAVs

The UAV swarm is assumed to be comprised of n fixed-wing UAVs, and we suppose
that there are m group leaders and n-m followers. To facilitate the group formation controller
design with external disturbances, the second-order integrator model of UAVs is given
by [33]: { .

pi = vi.
vi = ui + di , i = 1, . . . , m, · · · , n

(5)

where pi = [xi, yi, zi]
T denotes the position of the i-th UAV in the inertia frame,

ui = [axi, ayi, azi]
T is a control signal commanded by a controller, and vi = [

.
xi,

.
yi,

.
zi]

T,
and di = [dx, dy, dz]

T are the airspeed and external disturbances, respectively.

Assumption 1. DL and di vary slowly, so it is reasonable to suppose that
.

DL ≈ [0, 0, 0]T,
.
di ≈ [0, 0, 0]T, the disturbances are all bounded and satisfying ‖DL‖ ≤ ηL, ‖di‖ ≤ ηi, where ηL,
ηi are positive constants.

The following lemmas are useful for the stability of the system in the paper.

Lemma 1 [34]. (Yong’s inequality) For any vector x ∈ Rn, y ∈ Rn, suppose p > 0 and q > 0
such that 1

p + 1
q = 1, ε > 0 is any positive constant, then we have xTy ≤ 1

pεp ‖x‖p + εq

q ‖y‖
q. In

particular, if p = q = 2, a is an arbitrary positive constant, then xTy ≤ 1
2a‖x‖

2 + a
2‖y‖

2.

Lemma 2 [35,36]. The positive function V(t, x) satisfies the inequality
.

V ≤ −k1V + k2, where
k1 > 0 and k2 > 0. Then V(t, x) ≤ k2

k1
+ (V(0)− k2

k1
)e−k1t.

2.3. Group Formation Interaction Topology

Let the directed graph G = {V , E ,A} represent interaction topology among the agents
in the formation system [37], where V = {v1, v2, . . . , vn} and E ⊆ {(vi, vj): vi, vj ∈ V , i 6= j}
stand for the node set and edge set, respectively. A directed edge (vi, vj) represents that the
agent j can receive information from the agent i. The connection weight between the nodes
vi and vj is denoted by aij, and the weight matrix A = [aij] ∈ Rn×n is defined as aij > 0 if
(vi, vj) ∈ E and aij = 0 otherwise. Note that aii = 0 for all agents. The Laplacian matrix is
defined as L = [lij] ∈ Rn×n, where lii = ∑n

j=1,j 6=i aij and lij = −aij, i 6= j. A directed graph
G has a spanning tree and is globally reachable if there exists at least one node called the
root node that has a directed path to all the other nodes [38].

Consider that the UAV swarm system consists of m group leaders and n-m followers.
Let G(g, k ∈ {1, 2, . . . , m}) and F(f , S ∈ {m + 1, m + 2, . . . , n}) represent the leader and
follower subscript sets, respectively. Then the corresponding Laplacian matrix can be
defined as [39,40]:

L =

 0 01×m 01×(n−m)

LGL LGG 0m×(n−m)

0(n−m)×1 LGF LFF


(1+n)×(1+n)

where LGL characterizes the interactions from the MAV to group leaders of UAVs. Here,
we define LGL = [−a1L,−a2L, · · · ,−amL]

T ∈ Rm, if the group leaders can receive the
information from the MAV, then aiL > 0, i = 1, · · · , m, otherwise aiL = 0. LGG describes the
mutual interaction between the subgroups, LGF represents the intra-subgroup interaction
between leader and its followers, and LFf denotes the interaction among the followers.
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Assumption 2. The formation consists of the leader (MAV) and n followers (UAVs), a spanning
tree exists in the graph G, and the MAV is a globally reachable node, then, the MAV is connected to
all the other nodes in the graph.

Assumption 3. For any subgroup of UAV, it contains a group leader and qg followers,
where ∑m

g=1 qg = n, q0 = m. In this case, the group leader only receives information from
the MAV and other subgroup leaders; followers can perform its mission by receiving information
from its group leader and other followers in the same subgroup. It is worth noting that followers in
different subgroups have no connections with each other, and they can only receive information from
its subgroup leader and other followers in the same subgroup.

Remark 1. In order to control the macroscopic movement of sub-formation, the information of
MAV is used to characterize the formation reference information. The node aiL, (i = 1, · · · , m) in
the Laplacian matrix is added to describe the ability of group leader to access the desired position and
velocity information of MAV.

2.4. Group-Based Hierarchical Structure of MAV/UAVs

The hierarchical framework can be more efficient and flexible to deal with complicated
systems than centralized control strategies. The design idea is inspired by [17], and the
group-based hierarchical structure is designed for the MAV/UAVs group formation. In
this structure, all the UAVs are divided into several independent groups, which in the
same subgroup can cooperate to complete the same subtask of complicated missions. For
any subgroup of UAV, it contains a group leader and qg followers. Figure 2 describes the
two-level hierarchical-interaction-based cooperative control structure. At the upper level of
the structure, the MAV, as the leader of the subgroups, realizes the macroscopic movement,
and at the lower level, each subgroup of UAVs is required to form a desired sub-formation
through inter-subgroup and intra-subgroup interactions.
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Figure 2. MAV/UAV group formation control structure.

As shown in Figure 2, in order to control the macro-trajectory of the formation, we
first design a trajectory tracking controller for MAV. The pilot manipulates the aircraft
to precisely track the desired trajectory pLd and sends formation parameters δg to the
leader of each subgroup. Then we design a distributed formation keeping controller for
group leaders to follow their respective trajectories. Each subgroup of UAVs can obtain the
desired position and velocity information from their group leader and neighbors via the
communication link. Based on the distributed formation keeping controller, other followers
in each subgroup can maintain the desired formation parameters δfs with their neighbors.
Thus, the cooperative flight of the whole swarm is realized.
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2.5. Group Formation Control Objective

Definition 1. Consider MAV and a set of UAVs modeled by Equations (2) and (5); the MAV/UAVs
formation system will achieve group formation tracking control if the following equations hold.

lim
t→∞

(pg − pL − δg) = 0

lim
t→∞

(pf − pg − δf ) = 0
(6)

where pL, pg, and pf are the position of MAV, group leaders and followers of UAVs, respec-

tively. δg = [δgx, δgy, δgz]
T and δf = [δfx, δfy, δfz]

Trepresent the desired relative position for the
g-th subgroup.

Remark 2. According to Assumption 3, for any group that contains a group leader and qg UAVs,
we let ∑m

g=1 qg = n,q0 = m. If the i-th UAV belongs to the i-th subgroup, it can be expressed
as i ∈ Vi, i ∈ {1, · · · , m}, and the node set of the subgroup i can be expressed as Vi = {n̂i + 1,

n̂i + 2 · · · , n̂i + qi}, where n̂i = ∑i−1
i=0

qi, n̂1 = q0 = m.

3. MAV/UAV Group Formation Controllers Design

In this section, the formation controller design process includes two parts, the trajectory
tracking controller for MAV, and the distributed formation keeping controller for UAVs.
Based on the proposed controllers, the position of the MAV/UAVs converges to their
designed trajectory and forms a specified formation.

3.1. MAV Trajectory Tracking Controller Design

To achieve the trajectory tracking control of MAV, the trajectory tracking error is
expressed as

zL1 = pL(t)− pLd(t) (7)

where pLd(t) = [xLd(t), yLd(t), zLd(t)]
T and pL(t) = [xL(t), yL(t), zL(t)]

T are the desired
trajectory and actual position, respectively.

Taking the time derivatives of (7) yields

.
zL1 =

.
pL −

.
pLd = vL −

.
pLd (8)

Choose the Lyapunov function candidate as

V1 =
1
2

zL1
TzL1 (9)

According to (8), taking the time derivatives of (9), one has

.
V1 = zL1

T .
zL1 = zL1

T(vL −
.
pLd) (10)

Design the virtual control law as

vLd = −KL1zL1 +
.
pLd (11)

where the gain matrix KL1 ∈ R3×3 is the diagonal matrix and all elements are positive constants.
The speed tracking error of MAV is defined as

zL2 = vL − vLd (12)

From (11) and (12), then, (12) can be organized as follows

.
V1 = zL1

T(zL2 + vLd −
.
pLd) = −zL1

TKL1zL1 + zL1
TzL2 (13)
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From (2) and (12), one can obtain

.
zL2 =

αL
mL

+ εL +
1

mL
βLFL + DL −

.
vLd (14)

In this section, the dynamic surface control method is used to obtain virtual control
signal

.
vLd, and the first-order filter is given by{

τL
.
vLd + vLd = vL

vLd(0) = vL(0)
(15)

where τL > 0 and vLd are the positive design parameter and the output of the filter,
respectively. vLd could be regarded as vL by choosing appropriate τL.

Define the following filtering error as

yL = vLd − vL (16)

Considering the speed tracking error and filtering error of MAV, choose the Lyapunov
function candidate as

V2= V1 +
1
2

yL
TyL +

1
2

zL2
TzL2 (17)

Take the time derivative of V2 and after substituting (14) into (17), we can obtain

.
V2 = −zL1

TKL1zL1 + zL1
TzL2 + yL

T .
yL + zL2

T .
zL2

= −zL1
TKL1zL1 + zL2

T(zL1 +
αL
mL

+ εL +
1

mL
βLFL + DL −

.
vLd) + yL

T .
yL

(18)

To estimate the disturbance of (2) and weaken its effect on trajectory tracking, the
nonlinear disturbance observer is designed as [28]:{

D̂L = TL + Q(vL).
TL = −L(vL)− L(vL)[

αL
mL

+ εL +
1

mL
βLFL + Q(vL)]

(19)

where, TL, L(vL) and Q(vL) are the states, and L(vL) =
∂Q(vL)

∂vL
= diag[µ1(1+

.
xL

ε1−1), µ2(1+
.
yL

ε2−1),µ3(1+
.
zL

ε3−1)]T, Q(vL) = [µ1(
.
xL +

.
xL

ε1 /ε1), µ2(
.
yL +

.
yL

ε2 /ε2), µ3(
.
zL +

.
zL

ε3 /ε3)]
T,

(µi > 0), D̂L is the estimated value of the disturbance, εi > 0 is a positive odd constant.
According to (18), the trajectory tracking controller is designed as

FL = βL
−1(−mLKL2zL2 −mLzL1 − αL −mLεL + mL

.
vLd −mLD̂L) (20)

where the gain matrix KL2 ∈ R3 is the diagonal matrix and all elements are positive constants.

Theorem 1. For the system (2), consider a closed-loop system consisting of the virtual control
law (11), the first-order filter (15), the disturbance observer (19), and the actual control law (20)
for trajectory tracking control of the MAV. If Assumption 1 holds, then for any positive constant
p, given the initial conditions V(0) ≤ p, there exist adjustable parameters KL1, KL2, and τL, the
signals of the closed-loop system are consistently bounded while achieving the position tracking error
zL1 = pL(t)− pLd(t), and velocity tracking error zL2 = vL − vLd converges in a neighborhood
near the origin.

3.2. UAVs Formation Controller Design

In this section, the sub-formation keeping control of UAVs under external disturbances
is tackled. To address this complicated issue, we first construct the trajectory tracking error
for group leaders and followers. Then, the distributed formation keeping controller ui is
designed based on the sliding mode disturbance observer and fast terminal sliding mode
control law, which achieve the expected sub-formation and trajectory tracking for UAVs.



Aerospace 2022, 9, 510 8 of 19

The estimates of disturbances are compensated through feedforward, which enhances the
preferable tracking performance for each UAV.

Before moving forward, define the position tracking error for each group leader UAV as

z1g = agL(pg − pL − δg) +
m

∑
k=1

agk(pg − pk − δgk) (21)

Choose the Lyapunov function candidate as

V3 =
1
2

z1g
Tz1g (22)

According to (21), taking the time derivative of (22) yields

.
V3 = z1g

T .
z1g = z1g

T[agL(vg −
.
pL) +

m

∑
k=1

agk(vg − vk)] (23)

Then, design the virtual control law vgd of group leaders as

vgd =
1
ξg

(agL
.
pL +

m

∑
k=1

agkvk −K1gz1g) (24)

where ξg= agL +
m
∑

k=1
agk, agL > 0, agk > 0.

Define the velocity tracking error as

z2g = vg − vgd (25)

Therefore, substituting (24) and (25) into (23) yields

.
V3 = z1g

T[ξg(z2g + vgd)− agL
.
pL −

m

∑
k=1

agkvk] =− z1g
TK1gz1g + ξgz1g

Tz2g (26)

Similarly, the position tracking error of followers in any g-th group can be written by

z1f = afg(pf − pg − δf ) +
n̂g+qg

∑
s=n̂g+1

afs(pf − ps − δfs) (27)

Choose the Lyapunov function candidate as

V4 =
1
2

z1f
Tz1f (28)

Taking the time derivative of (28) gives

.
V4 = z1f

T .
z1f = z1f

T[afg(vf −
.
pg) +

n̂g+qg

∑
s=n̂g+1

afs(vf − vs)] (29)

Then, the virtual control law is designed as

vfd =
1
ξg

(afg
.
pg +

n̂g+qg

∑
s=n̂g+1

afsvs −K1f z1f ) (30)

where ξf= afg +
n̂g+qg

∑
s=n̂g+1

afs, then define the speed tracking error as

z2f = vf − vfd (31)
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Thus, the time derivative of V4 can be expressed as

.
V4==z1f

T[ξf (z2f + vfd)− afg
.
pg −

Ξg+qg

∑
s=Ξg+1

afsvs] =− z1f
TK1f z1f + ξf z1f

Tz2f (32)

To estimate and compensate for the external disturbance, the nonlinear disturbance
observer is employed based on the improved sliding mode differentiator for the group
leaders and their followers, which is given by [30]

.
ẑ2i = ui + wi −

.
vid

wi = −λ1i|ẑ2i − z2i|1/2sign(ẑ2i − z2i) + d̂i.
d̂i = −λ2i

∣∣d̂i −wi
∣∣ρ2/ρ1sign(d̂i −wi)

(33)

where ẑ2i and d̂i (i = 1, . . . , m, · · · , n) are the estimates of z2i and di, respectively, wi is the
auxiliary variable, λ1i and λ2i are the design parameters, and ρ1 and ρ2 are the terminal
attractor parameters, and satisfy ρ1 > ρ2 > 0. To facilitate the controller design and obtain
the virtual control law of UAVs, the first-order filter is given by{

τi
.
vid + vid = vi

vid(0) = vi(0)
(34)

where τi is a positive design parameter, and vid is the output of the filter. Then, define the
filter error as

yi = vid − vi (35)

Considering the speed tracking error and disturbance estimation error, define a new
set of errors as { .

e1i = −λ1i|e1i|1/2sign(e1i) + e2i
.
e2i = −λ2g

∣∣e2i −
.
e1i
∣∣ρ2/ρ1sign(e2i −

.
e1i)− di

(36)

where i = 1, . . . , m, · · · , n, e1i = ẑ2i − z2i is the forward speed tracking error, and
e2i = d̂i − di is the estimation of external disturbance.

Remark 3 [41]. If di changes slowly, the error e1i,e2i can converge to zero in finite time, and smooth
estimation of the disturbance can be achieved.

In order to make the speed tracking error z2i converge to zero quickly in a limited
time, the fast terminal slide surface is designed as [42]

S =
.
e + αe + βeσ1/σ2 (37)

where e =
∫ t

0 z2i(τ)dτ is the position tracking error, α = diag[α1, α2, α3], β = diag[β1, β2, β3],
αi > 0, βi > 0. σ1 and σ2(σ2 > σ1) are positive odd constants and satisfies 0 < σ1/σ2 < 1.

The time derivative of (37) yields

.
S =

.
z2i + αz2i + β

σ1

σ2
(
∫ t

0
z2i(τ)dτ)

σ1−σ2
σ2

z2i (38)

Then, the global fast sliding mode control law is designed as

ui = −d̂i +
.
vid − αz2i − β

σ1

σ2
(
∫ t

0
z2i(τ)dτ)

σ1−σ2
σ2

z2i −K2iS−K3iS
σ3
σ4 (39)

where K2i ∈ R3×3 and K3i ∈ R3×3 are diagonal matrices, and all elements are positive
constant. σ3 and σ4(σ4 > σ3) are positive odd constants and satisfy 0 < σ3/σ4 < 1.
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Theorem 2. For the system (5), consider a closed-loop system consisting of the virtual control law
(24) and (30), the first-order filter (34), the disturbance observer (33), and the actual control law
(39). If assumption 1 exists, for an arbitrary constant p>0, given the initial conditions V(0) ≤ p,
the appropriate parameters can be chosen so that the estimates of the disturbance d̂i converge to the
actual disturbance di , while the position tracking errors (21) and (27) and the velocity tracking
errors (25) and (31) will converge in a neighborhood near the origin.

3.3. Stability Analysis
3.3.1. Stability Analysis of Theorem 1

Proof of Theorem 1. Define the observation error of the NDO as:

D̃L = DL − D̂L (40)

According to (19), the time derivative of (40) can be obtained:

.
D̃L = −

.
D̂L = −

.
TL −

.
Q(vL)

= L(vL)TL + L(vL)[
αL
mL

+ εL +
1

mL
βLFL + DL −

.
vL]

= L(vL)[TL + Q(vL)]− L(vL)DL
= L(vL)(D̂L −DL)

= −L(vL)D̃L

(41)

Choose the Lyapunov function candidate as

V5 =
1
2

D̃L
TD̃L (42)

Taking the time derivative of (42) gives

.
V5 = D̃L

T
.

D̃L = −D̃L
TL(vL)D̃L < 0 (43)

It follows that the disturbance observation error is bounded and can converge to zero.
According to (41), we obtain

D̃L(t) = D̃L(0)e−L(vL)(t−t0) (44)

As can be seen from (44), the convergence rate and observation performance of NDO
depend on the appropriate parameters µi and εi, which can lead D̂L to converge to the
actual disturbance DL. It demonstrates that the larger observer parameters can improve
the convergence rate. However, when the parameters selected are too large, the nonlinear
disturbance observer cannot estimate the estimation of external disturbance accurately, and
it leads to undesirable chattering [28,31].

According to (15) and (16), we can obtain

.
vLd =

vL − vLd
τL

= −yL
τL

(45)

Therefore, Equation (17) can be organized as

.
yL = − yL

τL
−

.
vL = − yL

τL
+ KL1

.
zL1 −

..
pLd

= − yL
τL

+ KL1(zL2 + yL −KL1zL1)−
..
pLd

= − yL
τL

+ ζ1

(46)

where ζ1(zL1, zL2, yL,
..
pLd) is the non-negative continuous function and satisfies

‖ .
yL +

yL
τL
‖ ≤ ζ1.

Choose the Lyapunov function candidate as
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V6 = V2 + V5 (47)

It can be derived from Lemma 1 that

zL2
TD̃L ≤

1
2

zL2
TzL2 +

1
2

D̃L
TD̃L (48)

yL
T
ζ1 ≤ ‖yL‖

2 +
ζ1

2

4
(49)

According to (18), the trajectory tracking controller (20) of MAV, the time derivative of
(47) can be obtained

.
V6 = −zL1

TKL1zL1 − zL2
TKL2zL2 + yL

T .
yL + zL2

TD̃L − D̃L
TL(vL)D̃L

≤ −zL1
TKL1zL1 − zL2

TKL2zL2 −
‖yL‖

2

τL
+ yL

T
ζ1+

1
2 zL2

TzL2 +
1
2 D̃L

TD̃L − D̃L
TL(vL)D̃L

≤ −λmin(KL1)‖zL1‖2 − λmin(KL2 − 1
2 E)‖zL1‖2−

λmin(L(vL)− 1
2 E)‖D̃L‖

2 − ( 1
τL
− 1)‖yL‖

2 + ζ1
2

4

≤ −2rV6 +
ζ1

2

4

(50)

where r =min{λmin(KL1), λmin(KL2 − 1
2 E), λmin(L(vL) − 1

2 E), ( 1
τL
− 1)},V6 = p, and

r ≥ ζ1
2

8p , then we can guarantee that
.

V6 ≤ 0. It can be derived from Lemma 1 that
V6(0) ≤ p, then V6(t) ≤ p.

According to Lemma 2, Equation (50) can be obtained:

0 ≤ V6(t) ≤
ζ2

8r
+ (V6(0)−

ζ2

8r
)e−2rt (51)

From inequality (51), it is known that lim
t→∞

V6(t) ≤ ζ2

8r . Therefore, it can be concluded

that zL1 and zL2 are bounded. The tracking error can converge to arbitrarily small neigh-
borhoods containing zero by setting r to be sufficiently large, then pL → pLd , vL → vLd as
t→ ∞ . �

3.3.2. Stability Analysis of Theorem 2

Proof of Theorem 2. Choose the Lyapunov function candidate as

V7i =
1
2

STS +
1
2

e2i
Te2i (52)

By recalling Equation (38), the time derivative of V7i is given by

.
V7i = ST[ui + di −

.
vid + αz2i + β

σ1

σ2
(
∫ t

0
z2i(τ)dτ)

σ1−σ2
σ2

z2i] + e2i
T .

e2i (53)

From the UAV formation control law (39), we can obtain

.
V7i = ST[−e2i −K2iS−K3iS

σ3
σ4 ] + e2i

T .
e2i

≤ −λmin(K2i)‖S‖2 − λmin(K3i)‖S‖
σ3+σ4

σ4 + Γi

(54)

where Γi = −STe2i + e2i
T .

e2i, |Γi| ≤ Mi, and Mi(Mi > 0) are positive constant. It can be
derived from Lemma 1 that e2i will converge to zero in finite time, so Γi is bounded. Since
(σ3 + σ4) is even,

.
V7i ≤ 0, and the tracking error e and z2i will converge in finite time.
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Choose the Lyapunov function candidate as

V8i =
1
2

z1i
Tz1i +

1
2

yi
Tyi (55)

Taking the time derivative of V8i, one has

.
V8i = −z1i

TK1iz1i + ξiz1i
Tz2i + yi

T .
yi (56)

According to (34) and (35), we can obtain
.
yi = − yi

τi
−

.
vi = − yi

τi
+ ζi, thus

‖ .
yi +

yi
τi
‖ ≤ζi(z1i, z2i, yi, vi) where ζi is a non-negative continuous function.

It can be derived from Lemma 1 that

yi
T
ζi ≤ ‖yi‖

2 +
ζi

2

4
(57)

By recalling Equation (56) and inequality (57), one has

.
V8i = −z1i

TK1iz1i + ξiz1i
Tz2i + yi

T .
yi

≤ −λmin(K1i)‖z1i‖2 − ( 1
τi
− 1)‖yi‖

2 + ζi
2

4

≤ −2riV8i +
ζi

2

4

(58)

where ri = min{λmin(K1i), ( 1
τi
− 1)}. If we take V8i = p, ri ≥ ζi

2

8p , then we can ensure that
.

V8i ≤ 0. It can be known from Theorem 2 that V8i(0) ≤ p, thus V8i(t) ≤ p. According to
Lemma 2, it can be achieved that

0 ≤ V8i(t) ≤
ζi

2

8ri
+ (V8i(0)−

ζi
2

8ri
)e−2rit (59)

Hence, it is proved that all of the signals in the closed-loop system are bounded, and
the position tracking errors (21) and (27), and the velocity tracking errors (25) and (31)
can converge to arbitrarily small neighborhoods containing zero as t→ ∞ by setting ri
to be sufficiently large. Then pg − pL → δg , pg − pk → δgk , pf − pg → δf , pf − ps → δfs ,
and vi → vid . Therefore, the proposed controller can achieve the desired formation of
MAV/UAVs. �

4. Applications: Penetration and Assault Missions of MAV/UAVs
4.1. Simulation Scenario

In this section, the simulation of MAV/UAVs in coordination missions are given to
verify the effectiveness of the group-based hierarchical structure. Let us assume a scenario
where MAV commands two subgroups of UAVs to complete electronic interference and air-
to-ground attack subtasks, and the operational schematic is shown in Figure 3. Considering
the autonomous capability of UAVs, the UAV with higher autonomy in the formation is
selected as group leader to receive and transmit instructions so as to reduce the workload
of MAV and improve the entire operational efficiency. Then, the UAVs are divided into the
interference group and attack group. UAV 1 and UAV 2 are selected as the group leaders,
and UAV 3–4 and UAV 5–7 are their followers. The MAV and a swarm of UAVs fly toward
the attack zone, and the MAV keeps away from the enemy to command the group leaders.
Each UAV in the interference group (UAV1 and UAV 3–4) carries an electronic load to block
enemy’s defense system and provide fire cover. In the attack group (UAV2 and UAV 5–7),
UAVs are equipped with different types of attack weapons. The UAV 1 transmits the target
information to the group leader of group 2 (UAV 2) via the communication link. When the
MAV detect the enemy’s stealth target through airborne radar, it sends instructions to UAV
2. Then, they will launch missiles to attack the enemy area, and cooperate with the MAV to
attack the enemy area with tactical tactics of pretend and active attack.
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In order to verify the effectiveness of the proposed method for group-based formation,
all the simulations for MAV and seven UAVs are programmed with MATLAB/Simulink
and implemented on a PC with 64GB of RAM and Microsoft Window 10.

The simulation scenario is assumed to be as follows: the MAV (Leader) and seven
UAVs (i = 1, · · · , 7) take off and form the desired formation at the height of 7000 m, taking
low-altitude flight to covertly penetrate the target area. The MAV flies along the desired
trajectory (xd(t) = 0, yd(t) = 160 t, zd(t) = 7000− 200t (t ∈ (0, 10]), zd(t) = 5000 (t ∈
(10, 20])) to the target area with initial speed (V0 = 256 m/s). It is assumed that there
are two group leaders (G = {1, 2}) and seven followers (F = {3, 4, 5, 6, 7}), the interaction
topology related to MAV/UAVs system is given in Figure 4.
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The MAV instructs the interference group to fly at a lower altitude immediately and
sends information to the group leader (UAV 1, i = 1). At the same time, the pilot orders
three electronic UAVs (i = 1, 3, 4) to use electromagnetic disturbance to suppress the target
territory and take tactical actions to avoid the radar search. Assuming that the enemy has
turned on the guidance radar to search for incoming targets this moment, UAV 1 commands
followers (UAV 3–4) to form a parallel-shape formation under the controller (39) in order
to expand the scope of search, and the desired relative positions among UAVs are set as
δ1 = [−400; 1000;−100], δ3 = [−300; 0; 0], δ4 = [−600; 0; 0]. The interference-group shield
each other to work together with fake actions, deceive the enemy radar, and lure their
radar. When the MAV discovers the target using airborne radar, the group leader UAV
(UAV 2, i = 2) of the attack group commands its followers (UAV 5–7, i = 5, 6, 7) to form a
trapezoidal-shape formation under the controller (39) in order to perform a coordinated
assault mission. The desired relative positions among UAVs are set as δ2 = [−300; 200; 0],
δ5 = [300; 200; 0], δ6 = [600; 400; 0], δ7 = [900; 600; 0]. Then the UAVs in different subgroups
work together to complete different subtasks of the whole complicated missions with their
direct leaders.

In the simulation, the control parameters of MAV are set as KL1 = diag(20, 20, 20),
KL2 = diag(15, 15, 15), and the external time-varying disturbance are chosen as
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DL = [10 sin(0.1t), 20 cos(0.02t), 10 cos(0.03t)]T. Then, the control parameters of UAVs
are selected as follows:K1i = diag(3, 3, 3), K2i = K3i = diag(5, 5, 3), µ1 = 3, µ2 = µ3 = 1,
ε1 = ε2 = ε3 = 1, ρ1 = 7, ρ2 = 3, σ1 = 5, σ2 = 7, σ3 = 3, σ4 = 5 for the nonlinear
disturbance observer; and τL = τi = 0.01, i = 1, · · · , 7 for the first-order filter. The external
time-varying disturbance of UAV is set as di = [2 sin(0.1t), 2 cos(0.2t), cos(0.3t)]T, and the
initial values of the UAVs are shown in Table 1.

Table 1. Initial state of the formation.

Initial Position/(m) Initial Velocity/(m/s)

P1 = [−395; 990; 6910] v1 = [0; 155;−195]
P2 = [−285; 190; 7000] v2 = [0; 150;−190]
P3 = [−690; 975; 6910] v3 = [0; 154;−193]
P4 = [−690; 970; 6910] v4 = [0; 155;−194]
P5 = [−10; 385; 7000] v5 = [0; 148;−190]
P6 = [290; 590; 7000] v6 = [0; 147;−188]
P7 = [585; 785; 7000] v7 = [0; 146;−190]

4.2. Results and Analysis

The spatial position of MAV/UAVs (both the group leaders and the followers) are
shown in Figure 5, where the state of the MAV (Leader) is denoted by red hexagonal, and
the states of subgroup leaders (i = 1, 2) are marked by solid purple circle and solid black
square, the states of followers are indicated by diamonds, inverted triangles and diamonds. It
can be observed from Figure 5 that the UAVs of group 1 are located 90 m below other members
at t = 0 s, in order to attract enemy fire and protect them. Figure 6 depicts the overhead
view of the MAV/UAVs, which reveals that for t ≥ 6 s, the UAVs coordinate with their direct
leaders and give rise to the parallel-shaped, trapezoidal-shaped formation, respectively.
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In order to verify the effectiveness of the trajectory tracking for MAV, two simulations
are carried out in the presence of external disturbances. The first simulation is conducted
under the DSC and nonlinear disturbance observer based (DSC + NDO) composite con-
troller. The second simulation is carried out under the backstepping (BS + NDO) composite
controller, which consists of NDO. The trajectory tracking curves in two simulations are
shown in Figure 7, the red line stands for the desired trajectory of the MAV, and the green
and blue lines represent the trajectory of proposed controllers, respectively. It can be ob-
served from Figure 7 that, when the trajectory tracking errors reaches the range of ±2 near
zero, the error under the DSC + NDO controller converges to zero faster than that under
the BS + NDO controller. This demonstrates that the introduction of the first-order filter
avoids the derivation of virtual control variable and reduces the calculational complexity.
As a contrast, under the MAV trajectory tracking controller (20), the satisfactory tracking
performance can be achieved in the presence of external disturbances.
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Figure 8 shows the position tracking errors of seven UAVs, from which we can find
that the position tracking errors are large at the initial moment and all the errors converge to
0 at about 4 s. This means that the desired formation is formed at about 4 s. From Figure 8c,
it can be observed that the errors of the z-direction fluctuate suddenly at t = 10 s. This is
due to the fact that the UAVs are decelerating, which results in certain fluctuations in a short
period of time, but the tracking error can eventually converge to a neighborhood near the
origin as time goes on. Hence, as shown in Figure 8, under the formation keeping controller,
the formation configuration can be kept well, even in the presence of external disturbances.
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The position tracking error of UAV1 is given in Figure 9. It is observed from Figure 9
that the proposed method (FTSMC + NDO) has better tracking performance than terminal
sliding mode composite controller (TSMC + NDO). When the position tracking error is
close to the equilibrium state, the error under the FTSMC + NDO controller converges to
zero faster than that under the TSMC + NDO controller. Compared with the composite
controller (TSMC + NDO) in [42], the tracking performance is evidently improved owing
to the introduction of the linear sliding mode (σ1 = σ2) in the sliding mode surface. When
the position tracking error reaches the small region containing zero, it will converge to
zero faster. As shown in Figure 9, the position tracking performance of UAVs remains
excellent in the case of the FTSMC controller, and the position tracking errors rapidly adjust
to achieve the desired formation configuration.
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Figure 9. Position tracking error comparison curves of UAV1.

Figure 10 illustrates the estimation errors of the disturbances from which we can
observe that the errors of MAV under composite controller (DSC + NDO) can be converged
into a small region containing zero at about t = 4 s. The estimation errors of UAV1
are displayed in Figure 11. However, when the deceleration is encountered by UAV1 at
t = 10 s, the estimation errors of the z-direction have sharp fluctuations from the small
region containing zero. It can be observed from Figure 11 that the disturbance estimation
errors can reach the range of ±0.1 near zero at t = 11 s. Thus, the tracking performance
under the presented control scheme maintain the equilibrium point zero, even in the
external disturbances encountered by MAV/UAVs.
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5. Conclusions

In this paper, a group-based hierarchical control scheme was proposed for MAV/UAVs
to solve trajectory tracking and the subgroup formation keeping control problem simultane-
ously. In contrast to the conventional formation, the proposed control strategy constructed
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a group formation interaction topology using the relative state information of every UAV
to achieve multitarget operations for MAV/UAVs. The NDO-based trajectory tracking
controller for MAV was introduced to resist external disturbances and realize the overall
macroscopic motion of the subgroup formations. Then, the subgroup formation keeping
control problem was formulated for every UAV to improve the convergence rate ang dis-
turbances rejection ability using FTSMC. Moreover, the overall stability of the MAV/UAVs
system was analyzed. The effectiveness and superiorities of the proposed control scheme
were validated through comparative simulation results.
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