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Abstract: Meeting the demand with the available airspace capacity is one of the most challenging
problems faced by Air Traffic Management. Nowadays, this collaborative Demand—Capacity Balanc-
ing process often ends up enforcing Air Traffic Flow Management regulations when capacity cannot
be adjusted. This process to decide if a regulation is needed is time consuming and relies heavily on
human knowledge. This article studies three different Air Traffic Management frameworks aiming
to improve the cost-efficiency for Flow Manager Positions and Network Manager operators when
facing the detection of regulations. For this purpose, two already tested Deep Learning models are
combined, creating different hybrid models. A Recurrent Neural Network is used to process scalar
variables to extract the overall airspace characteristics, and a Convolutional Neural Network is used
to process artificial images exhibiting the specific airspace configuration. The models are validated
using historical data from two of the most regulated European regions, resulting in a novel framework
that could be used across Air Traffic Control centers. For the best hybrid model, using a cascade
architecture, an average accuracy of 88.45% is obtained, with an average recall of 92.16%, and an
average precision of 86.85%, across different traffic volumes. Moreover, two different techniques for
model explainability are used to provide a theoretical understanding of its behavior and understand
the reasons behind the predictions.

Keywords: ATFM regulations; demand—capacity balancing; deep learning; convolutional neural
network; recurrent neural network; RNN-CNN hybrid model

1. Introduction

The aviation industry estimated a steady growth across Europe over the years, mainly
due to the increase in tourism and cargo demand. The base scenario forecast was 1.8 million
Instrument Flight Rules (IFR) movements in Europe in 2021, 9.6% more than in 2018 [1].
At the time of this writing, aviation exhibits an unprecedented decrease in traffic due to
COVID-19. However, early recovery is expected [2], and when the aviation industry returns
to “normal” conditions, the airspace will most likely exhibit the same capacity deficit.

In the current European air transportation network, the airspace user (AU) enjoys
high flexibility in the flight planning process. It is required to submit the final flight
plans between 120 and 3 h before the flight, providing them the advisability to account
for uncertain factors, such as aircraft availability or convective weather [3]. Therefore,
the accurate number of flights, at what time, and where, is known on the Day of Operation
(D0). To ensure successful distribution of flights, Air Navigation Service Providers (ANSPs)
start defining their capacities a year to six months prior to D0. Maximum capacity values
are typically estimated based on historical traffic levels, geometrical characteristics of the
airspace, Air Traffic Controller (ATCO) workload models, staff availability, or convective
weather [4].
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This deviation between the expected number of flights (demand) and the forecasted
capacity can result in demand-capacity imbalances, generating delays, flight-level con-
straints, or forcing re-routing. Earlier information sharing on flight intentions could help
both AU and ANSPs obtain better Demand-Capacity Balancing (DCB). However, when
those imbalances between demand and capacity cannot be resolved through airspace man-
agement or flow management solutions, the ANSPs, through the Flow Manager Position
(FMP), and Network Manager (NM) operators, agree on Air Traffic Flow Management
(ATEM) regulations [5]. These regulations shall apply the required constraints to reduce the
demand over the overloaded part of the network, ensuring the available airspace capacity
meets the traffic demand, together with a safe and ordered flow of air traffic.

Most ATFM regulations are applied to specific Traffic Volumes (TVs), which can
be informally defined as a portion of airspace. Formally, a TV is an environment data
structure, associated to only one reference location based on geographical entities (e.g.,
sector, collapsed sectors, or airports), and they are used to compare the traffic load and the
available capacity [6].

Because the process of identifying possible demand-capacity imbalances and applying
the required ATFM regulations is done along several months, the ATFM provision in the
European Civil Aviation Conference (ECAC) region is carried out in four phases [6]:

1.  Strategic flow management takes place seven days or more prior to the DO. This phase
focuses on continuous data collection with a review of measures directed towards the
early identification of major DCBs. The output of this phase is the Network Operations
Plan (NOP);

2. Pre-tactical flow management is applied during the six days prior to the DO. This
phase studies the demand for the day of the operation, comparing it with the predicted
available capacity, and makes any necessary adjustments to the NOP. The output is
the ATFCM Daily Plan (ADP);

3. Tactical flow management takes place on the D0 and involves considering, in real-time,
those events that affect the ADP and making the necessary modifications to it. This
phase aims at ensuring that the measures taken during the previous ones are the
minimum required;

4.  Post operational analysis takes place following the tactical phase. During this phase,
an analytical process is carried out that measures, investigates, and reports on op-
erational processes relevant to ATFM measures. The final result of this phase is the
development of best practices to improve operational processes and activities.

From the previous phases, it can be seen that the Dcb process has two steps: the
detection of demand—capacity imbalances and the resolution of them. Examples of Atfm
systems [6] used throughout the previous phases include the Enhanced Tactical Flow
Management System (ETFMS), which compares traffic demand, regulated demand, and
load against capacity to assess possible imbalances in the airspace. The PREDICT system
compares forecasted traffic and capacity to evaluate the load situation for the following days
(up to 6 days in advance). Moreover, ATFM measures may be implemented in this system
to assess their impact before being applied. Similarly, SIMulation and EXperiment (SIMEX),
used in strategic, pre-tactical, and tactical phases, enables Network Operations staff to
simulate ATFM measures or restrictions. The NOP portal and the Collaboration Human
Machine Interface (CHMI) interface allow real-time data sharing and enable Collaborative
Decision Making (CDM) between all partners. Finally, ATFM delays are imposed on flights
that plan to use overloaded resources, considering a First Planned—First Served principle
as defined by the Computer Assisted Slot Allocation (CASA) algorithm [6].

Despite the huge variety of metrics, tools, and systems used during the different
ATFM phases, in the past five years, en-route delay accounted for 50-60% of total ATEM
delay [2]. Furthermore, the methodology used nowadays is purely human and does not
rely on automation. Decision-making on traffic surveillance, conflict detection, and conflict
resolution are all processes done in the controller’s mind by building up a mental picture
of the flights” intent [7]. Moreover, the FMPs have to consider that, in realistic operations,
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a certain amount of capacity overloads are usually allowed [8]. Several reasons could
explain this phenomenon: the lack of initial schedules for non-planed flights, the use of
entry rate for assessing the demand without considering the occupancy, or a conservative
approach for estimating the capacity and the complexity.

In this context, the introduction of new controller support tools for the detection phase
of the DCB process could reduce the amount of work, or at least the difficulty, of the FMPs
tasks, and it could even result in a capacity increment. In a previous work [9], we dealt
with the development of a Recurrent Neural Network (RNN) and and a Convolutional
Neural Network (CNN) capable to replicate the human decisions made to detect C-ATC
Capacity ATFM regulations, for en-route traffic, at the TV level, and over the MUAC region
(Maastricht Upper Area Control Centre). In this previous work, we showed how ML
models can learn from past scenarios when the demand was allowed above/under the
capacity and use the knowledge in future predictions.

Although the RNN-based model achieved the maximum recall, the CNN-based model
outperformed it in terms of precision. Due to the excellent performance of both models
independently, in this article we will study whether there is a hybrid model that can take
advantage of the best of each individual model and increase precision while maintaining
high recall. Three different hybrid architectures are studied, the RNN-CNN cascade model
(see Figure 1) becoming the best option. This novel framework is evaluated over the
MUAC and the REIMS regions. Moreover, a deep analysis of its behavior is performed to
understand the reasons behind the predictions, crucial to ensure compliance with company
policies, industry standards, and government regulations.

High confidence

v

Final prediction
Input RNN-based
features model
\ 2 ) ‘

‘\\7 " " //‘

o Y

‘ CNN-based ‘ ?

Low confidence model ‘

Figure 1. Simplified visual representation of developed model based on a cascade architecture.
If the RNN-based model is confident, its prediction is used as the final result. If it is not confident,
the CNN-based model is used to refine the prediction.

Therefore, this article address (i) the utilization of Deep Learning (DL) models to
replicate the process done by the FMPs to detect demand—capacity imbalances, (ii) explores
three different hybrid models for pre-tactical phase, (iii) focuses on two of the most regu-
lated European regions, (iv) presents the obtained results, and (v) studies the utilization of
Explainable Artificial Intelligence (XAI) tools to allow humans understand the predictions
done by the models.

2. State of the Art

Following pioneer work done by [10] to improve ATFM performance, previous re-
search has focused on identifying regions with demand-capacity imbalances and required
operational constrains. The literature shows three main trends: proposals without any
Artificial Intelligence (Al), approaches using supervised Machine Learning (ML), or works
exploring Reinforcement Learning (RL) techniques.

All three families are present in the SESAR 2020 Exploratory Research program, which
is leading the investigation into the future of ATFM in Europe. For instance, the COTTON
(Capacity Optimisation in TrajecTory-based OperatioNs) project [11] focus on the DCB
processes regarding airspace management without using AL On the other hand, using (Al),
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the ISOBAR (Artificial Intelligence Solutions to Meteo-Based DCB Imbalances for Network
Operations Planning) project [12] aims at the integrating enhanced convective weather
forecasts for predicting imbalances between capacity and demand. Additionally, the DART
(Data-driven aircraft trajectory prediction research) project [13] exploits RL techniques to
solve possible demand-capacity imbalances.

In Air Traffic Management (ATM), many other approaches have been studied for
the DCB problem without using Al For instance, ref. [14] presents a spatio-temporal
model, driven by discrete events, to simulate and validate the departure-time-bounded
adjustment process that preserves the scheduled slots, to reduce, or solve, demand-capacity
imbalances. Ref. [15] presents a dynamic sectorization to adjust capacity to demand.
Ref. [16] proposes both modifications of trajectories to adjust demand and opening schemes
to adjust sectorizations to demand.

Similarly, several papers address mathematical models for an anticipatory, time-
dependent modulation of Air Navigation Services (ANSs) charges, aiming to alleviate
the demand-capacity imbalance on an airspace network at minimal cost [17], planning to
redistribute the traffic across the network so as to respect nominal airspace and airport
capacities [18], or to achieve redistribution of peak-load traffic [19].

Related to the DCB problem, research has been undertaken on traffic complexity
metrics with the aim of capturing the main features explaining the air traffic controller
workload. Ref. [20] is a recent summary of the most studied complexity indicators as a
contributory factor in charge of controllers” workload. In [21,22], the authors demonstrated
that fairly basic metrics (such as occupancy count, entry count, vertical speed, or speed-
vector interactions) have a high correlation to the sector status when having a macroscopic
observation of the workload. Moreover, many of the more complex metrics turned out
to be redundant with respect to the basic ones. In [23], a dynamic approach to capture
complexity was presented using time windows, rather than using a single score. Despite the
four complexity indicators described that combine spatiotemporal topological information
with the severity of the interdependencies, the authors manifest the need of mapping
between the indicators and controller workload. They also highlight the importance of how
this information is presented to the controllers.

On the other hand, little research has been conducted to improve the current DCB
process using supervised ML models. In [22], the author presents a supervised neural
network that takes relevant air traffic complexity metrics as input and provides a workload
indication (high, normal, or low) for any given Air Navigation Services (ANSs) sector.
Then, tree search methods are used to explore all possible combinations of elementary
airspace modules in order to build an optimal airspace partition where the workload is
balanced as well as possible across the ATC sectors. The INTUIT project is related to ATFM
regulations using ML and visual analytics. In [24], the authors focus on analyzing the spatio-
temporal patterns of ATFM delays in the European network. Also related to predicting
delays, ref. [25] face the challenge of predicting the total network delay using analytical
methods, optimization approaches, and a Deep Convolutional Neural Network (DCNN).

Notice that the previous works are related to the DCB problems or ATFM regulations,
but none of them focus explicitly, or exclusively, on their detection. To close this gap, in [9],
we demonstrated the potential to detect the need of ATFM regulations under the current
ATM environment. We have shown that both a CNN and a RNN can be used to predict
C-ATC Capacity ATFM regulations with 90% accuracy.

Last but not least, regarding the CDM process to identify and solve demand—capacity
imbalances using RL, researchers have explored different approaches to incorporate mech-
anisms to further improving ATFM performance. Ref. [26] presents a fairness metric to
measure deviation from first-scheduled, first-served in the presence of conflicts. Similarly,
ref. [27] propose a discrete optimization model that attempts to incorporate an equitable
distribution of delays among airlines by introducing a notion of fairness. Ref. [28] simulated
the involvement of ATM stakeholders in the CDM process using agent-based models.
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Related to agent-based models to specifically improve ATEM, ref. [29] developed a
multi-agent system in a grid computing environment to deal with the problem of ATFM
synchronization, focusing on congestion identification, conflicts resolution and agreements
negotiation. Additionally, ref. [30] formalizes the problem as a multi-agent Markov Decision
Process (MDP) towards deciding flight ground delays to resolve imbalances, during the
pre-tactical phase. The DART project, mentioned above, is composed of a data-driven
trajectory prediction and agent-based collaborative learning [31].

Three relevant aspects of these RL approaches are that (a) the approach used to detect
the demand-—capacity imbalances is very poor and unrealistic due to it is not the main
goal, (b) they focus on the resolution of demand—capacity imbalances, and (c) they are
introducing a new paradigm of behavior.

To work around the limitations identified in the literature, we propose to explicitly
focus on the detection of ATFM regulations, trying to replicate the decisions made by the
FMPs. This approach aims to create a support tool to help detect more efficiently and faster
possible ATFM regulations due to demand—capacity imbalances. To do it, we propose to
study different hybrid ml models, which has proved excellent performance in other fields.
In [32], a hybrid network model based on CNN and Long-Short Term Memory (LSTM), is
used to forecast power demand. In [33], a hybrid classification model, also based on CNN
and LSTM, reported an accuracy of 98.37% detecting spam messages.

3. Methodology

This section aims to describe the different Neural Network (NN) architectures pro-
posed in this work. First, we formalize the research questions we want to answer and
its assumptions. Second, we describe the characteristics of the input samples and the
two levels of granularity that the output of the models can offer. Third, we describe the
RNN-based model, which uses scalar variables as input, and the CNN-based model, that uses
artificial images. Finally, we present the architecture of three different hybrid models that
result from combining the previous ones.

3.1. Research Questions and Assumptions

The main goal of this research is to provide a support tool based on DL techniques to
help the operator decide if a regulation is needed on a particular TV at a given time. Based
on previous results [9], this work aims to answer several research questions. First, we want
to investigate if a combination of RNN and CNN can be used to improve performance.
To do this, we will evaluate three different hybrid architectures. Second, we question
whether it is necessary to train a specialized model for each TV or a general model can be
used for all of them. Third, we want to validate that the proposed architecture works for
different regions. To this end, we have extended the study to the REIMS region, one of the
most regulated areas. Finally, we want to study which input variables are the most relevant
for the models and analyze the behavior of those models. For this purpose, we will use
XAl tools.

An inherent assumption in supervised learning is that noise in input features and
labels is low. In our case, it is assumed that the data in the AIRACs is accurate and that the
decision to apply or not apply a regulation was correct. Supervised models learn patterns
from historical data and use them in future predictions. In that sense, our models will
not improve the decisions made in the past. However, DL models also have the ability to
improve learning as the quantity and quality of data increases, and thus will benefit as
better quality data become available or improved ATFCM algorithms emerge. Another
usual assumption in ML is that non-modeled features have negligible effects. Our data
contains features that are primarily correlated with regulations according to previous
publications [22], even though not all possible complexity indicators related to ATFM
regulations are used (e.g., number of available controllers). Additional information related
to the air traffic complexity is also inherent in the images data.
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3.2. Inputs and Outputs of the Models

The developed frameworks use two types of input samples. Scalar variables for the
time-distributed RNN, and artificial images for the time-distributed CNN. In both cases,
we extract the information/data from the AIRACs (detailed description of the airspace
configuration for a specific period) used in the R-NEST (model-based simulation tool),
and generate samples of 30-min intervals sliced into one-minute time-steps (see Figure 2 as
a visual reference).

Ground truth X X ee e X X

7:14 7:15 7:16 717 7:18 7:19 743 744

Figure 2. 30-min interval sliced into one-minute time-steps. Interval from 7:14 to 7:44. The symbol X
indicates that there is a regulation for this time-step.

There are three main reasons behind using 30-min intervals. First, to our best knowl-
edge, ATCOs look look at a minimum interval, between fifteen and thirty min, when
considering the implementation of ATFM regulations. Second, we want to predict possible
ATFM regulations for specific intervals of time (e.g., “Is needed a regulation from 7 a.m.
to 10:30 a.m. on 12 September?”), and also for a given entire day (e.g., “What are the
regulations required for 12 September?”). Third, we want to identify, as precisely as possi-
ble, the moment a regulation shall start and end. Moreover, as we will see in Section 4.1,
the average duration of regulation is 110 min. Therefore, we must select an appropriate
interval length to have samples showing the transition between no-regulated and regulates
intervals (and vise versa), purely no-regulated intervals, and completely regulated.

The generation of each interval starts at a random timestamp to avoid any possible
bias. And to label each of the time-steps, we used the C-ATC Capacity ATFM regulations
for en-route traffic provided by EUROCONTROL.

On the other hand, the outputs of the models can have two levels of granularity,
depending on whether the predictions are made at the time-step level or at the interval level.
At the time-step level, each input time-step is classified as positive (regulation needed) or
negative (no regulation needed). However, knowing exactly the time steps to regulate may
be a too-fine granularity for the current CDM process. Furthermore, predicting the exact
time when a regulation will start and end is a challenging task. To this end, the models’
output can be evaluated at the interval level, where an input sequence of consecutive
time-steps is classified as positive or negative.

Specifically, the interval classification is based on grouping the ground truth and the
predictions to determine whether the 30 min interval contains a regulation or not (see
Figure 3). An interval is considered to have a regulation if the number of positive time-
steps in the interval is above a given threshold. In this evaluation, the threshold is set
to five time-steps for two reasons. First, by the nature of the application, we consider
false-negatives (no detecting a needed regulation) to be more critical than false-positives
(predict a regulation that is not needed), that can be filtered later by the operator. Second,
we want to avoid isolated positive time-steps (misunderstandings of the model).

Labels/Predictions per time-step Labels/Predictions
per interval
Ground truth X X X | X |[X eee X X

—
Predictions DOO'..

714 7:15 7:16 717 7:18 719 743 744

Figure 3. Example of the grouping process. (Left) Input sample with 30 time-steps. (Right) Equivalent
interval grouped sample.
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3.3. RNN-Based Model

The main characteristic of pIRNN is the fact they are able to exhibit temporal dynamics
because information travels in loops from layer to layer. So, the state of the model is
influenced by its previous states. We tested different RNN architectures, such as Gated
Recurrent Units (GRU) and and purely RNN's cells, however, the best results were obtained
using LSTM cells (the reader may refer to [34] for a more thorough view of LSTM).

The input scalar variables used for the RNN-based model can be directly exported from
R-NEST. We decided to use a combination of the most basic scalar variables and those
presented in [22] as the most representative to exhibit the traffic’s complexity:

. “Timestamp” (associated 30 min interval of the studied day—from 0 to 48);

e Capacity;

¢ Occupancy count;

*  Entry count for the next 20 and 60 min;

¢  Expected workload;

e Number of conflicts;

*  Number of flights at the different phases (climbing, cruising and descending).

Common LSTM are designed to provide a single prediction for the input sequence.
However, we want to obtain a prediction for each of the input time-steps. For this reason,
each LSTM cell returns the entire sequence, and the output layer is composed of a dense
layer with a time-distributed wrapper. The time-distributed wrapper allows us to process
the extracted features per time-step with the same set of weights and obtain a binary
prediction for each of them.

As we want a RNN able to make a prediction for each of the input time-steps, the model
could be prone to overfitting. This commonly happens when a model has more parameters
than necessary to express the patterns inside the input data. One method to reduce
overfitting is dropout. At each training stage, individual nodes are kept with probability
p or “dropped out” of the network (ignored) with probability 1 — p. Only the reduced
network is trained on the data in that stage, and therefore, it is less likely to exhibit
overfitting. It increases the model’s ability to generalize.

Figure 4 is a graphical representation of the architecture used.

o e —_—
[ T]_ Tz 1 T3 ‘*‘ e e @ * T30

LSTM cell) LSTM cell LSTM cell
Units=32 Units=32 Units=32 e e @
tlvatmn tanh, tlvatmn tanh tlvatmn tanh

Dropout | | Dropout] [Dropout}
(u 5) (0.5) (0.5)
tivation=tanh

LI:STM cell LSTM cell LSTM l:ell

Units=32 Units=32 Units=32 @ e @

tivation=tanh/ tlvatmn—tanh tlvatlon—tanh = i

Dropout 1 | Dropout { Dropout Dropout |
(0.5) J (0.5) (0.5) (0.5)

LSTM cell
Units=32
Activation:tanh
Dropout
(0.5)

LSTM cell
Units=32

Y
I" ™ y
Dense 1 Dense 1 Dense 1 o o ® Dense 1
L (sigmoid) | (sigmoid) (sigmoid) (sigmoid)
7 4 4

Figure 4. Architecture of the time-distributed RNN used. Green refers to the input layer, blue and
purple to hidden layers, and red to the output layer. Tx refers to the time-step X in the input sample.

3.4. CNN-Based Model

Every TV has different characteristics not only in terms of the features used for
the RNN-based model, but also critical points, standard arrival and departure flows,
aircraft groupings, etc. This information is not in the source of information used (AIRACs).
However, they could be figured out by the models from input images representing the
exact configuration of each TV and how the flights are distributed. In a way, these artificial
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images are intended to provide additional information related to the complexity of the
particular situation.

CNNs are the most popular and widely used technique to analyze static visual imagery.
The convolutional layer is the core block of a CNN. This layer uses a set of filters (or
kernels), which are convolved across the entire width and height of the volume, to create a
2-dimensional activation map. The final output volume of a CNN layer consists of stacking
the activation maps, for all the filters, along the depth dimension to form the output volume.
As a result, the CNN network learns filters that activate when it detects some specific type
of feature at some spatial position in the input (see Figure 5 as an example).

After the convolutional layer, most conventional CNNs include local and/or global
pooling layer. They are used to reduce the dimensionality of data, and hence to also
control overfitting (“memorization”), by combining the output from multiple neurons into
a single neuron into the next layer. There are two common types of pooling layers: max
pooling and average. Max pooling uses the maximum value of each local cluster of neurons
in the feature map, while average pooling takes the average value. Finally, after some
convolutional and pooling layers, the final classification is done via a fully connected layer,
where neurons from previous layers have connections to all neurons in the next layer.

Feature maps

Feature maps
Feature maps

i .D- L,

Convolutions Downsampling Convolutions  Fully connected

Figure 5. Conventional CNN architecture with two convolutional and pooling (down-sampling) layers.

In our case, we want a CNN-based model able to process images that evolve on time.
Therefore, our input samples are sequences of images showing the airspace configuration
at consecutive time-steps (see Figure 6).

Figure 6. Example of an input sequence for the CNN-based model. The grey points show the path of a
unique aircraft. Notice that only four time-steps are shown by simplicity, but the complete sequence
contains 30 images.

The sequences of images are artificially generated using the trajectory file available in
the AIRAC. The sampling rate of these trajectories is not constant, often providing more data
points (aircraft ID, date/time, latitude, longitude, Flight Level-FL) during the departure and
arrival phases of a flight than at the cruising phase. By making the assumption of constant
speed between data point, we can interpolate the trajectories (see [35] as another example
of interpolation), and obtain both the location (latitude, longitude, FL) and heading of
each aircraft inside a TV in a particular time-step. Finally, to represent the shape of the TV,
from the file Newmaxo ASCII Region file, we extracted the set of pairs (latitude, longitude)
that define the perimeter of a TV.
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Furthermore, to increase the number of samples, and also reduce possible overfitting,
we used data augmentation (see [36] for further details). Concretely, we apply transfor-
mations such as random horizontal and vertical flip, clipped zoom, and rotations. Taking
into account all the previous information, we developed an architecture equivalent to
Figure 7, which can capture the temporal evolution of the airspace since the images per set
are processed in parallel using the time-distributed wrapper.

. Image 2 ‘ ‘ Image 3 ‘-r— e e e +/Image 30}

Conv2D Conv2D Conv2D Conv2D
Filters=32 Filters=32 Filters=32 ® @ @ » Fters=32 ‘
Kernel=(3,3) Kernel=(3,3) Kernel=(3,3) ) Kernel=(3,3)

MaxPool MaxPool MaxPool MaxPool |
(2x2) ) L (2x2) ) L (2x2) }b e o0 (2x2) J
Conv2D Conv2D Conv2D Conv2D
Filters=64 Filters=64 Filters=64 @ @ @ ®| Fiters=64
Kernel=(3,3) Kernel (3,3) Kernel (3,3) Kernel=(3,3) )
Y
MaxPool | MaxPooI { MaxPooI } e e e
(2x2) (2x2) (2x2)

LSTM cell

* J
Flatten ] Flatten J { Flatten Flatten
LSTM cell LSTM cell LSTM cell
Units=30 Units=30 Units=30 e e e Units=30
tlvatmn tanh) tlvatmn tanh tlvatlon tanh tivation=tanh)
LDense 75J LDense 75 |\Dense 75J Dense 75
(relu) (relu) (relu) (relu)

. A

Dropout Dropout L Dropout } Dropout 1
(0.5) ‘ (u 5) (0. 5) (0.5)

v

LDense 1 {Dense 1 [Dense 1 J__,
(sigmoid) ] (sigmoid) (sigmoid)

Dense 1
(sigmoid)

Figure 7. CNN-based model architecture. Green refers to the input layer, blue and purples to the hidden
layers, and red to the output layer. Parallel processing has been done using the time-distributed
wrapper from the Keras framework.

3.5. RNN-CNN Hybrid Model

The final framework proposed to detect C-ATC Capacity ATFM regulations is a hybrid
model, which combines the two previous ones and takes advantage from both the RNN-
based model, which processes more general metrics, and the CNN-based model, able to process
the specific airspace configuration.

The main reason for using this framework is the fact that individual models exhibit
low precision compared to the reported high accuracy and recall (see Sections 4.3 and 4.4).
The precision refers to the proportion of correctly identified regulations; therefore, we want
to reduce the false-positive predicted time-steps. Moreover, these architectures increases
the overall performance concerning the individual ones.

To refine the positive predictions and reduce the false-positives, we investigated three
different hybrid architectures. The first approach (see Figure 8) uses the RNN-based model to
extract the relevant information from the scalar variables. Then, the CNN-based model is
used to extract the relevant features from the artificial images. Finally, the resulting features
are passed through a classifier to produce the final prediction.
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Figure 8. RNN-CNN-Classifier hybrid model architecture. Green refers to the input information, blue to
the DL model elements, purple to intermediate elements, and red to the output prediction.

The second hybrid model architecture can be seen in Figure 9. The CNN-based model
is used to extract the main features from the images, then they are concatenated with the
scalar variables, and the final input sample is processed by the RNN-based model to obtain
the final prediction.

\jRNN module]

Hybrid n‘u:m\e]
( Traffic i
data
-
ConcatenationH RNN-based Final prediction
[CNN modulo} module ‘ Q model ) D D E] eeoe
g A\ >
CNN-based

' Artificial |
‘ Images ﬂ\ model

Figure 9. CNN-RNN hybrid model architecture. Green refers to the input information, blue to the DL
model elements, purple to intermediate elements, and red to the output prediction.

Finally, the third hybrid model architecture is based on a RNN-CNN cascade architecture.
It starts making predictions on a 30 min interval using the RNN-based model. 1f the model
has a high confidence-level on the prediction, it will be the final prediction. On the other
hand, if the model presents a low confidence-level, it uses the CNN-based model to refine the
initial prediction (see Figure 10). More precisely, and taking into account the information
obtained from the confidence-level analysis (see Section 5.1), the CNN is used when the
average activation from the RNN is between 0.35 and 0.90. Then, the activation values at
the output layer from both models are averaged and used to obtain the final prediction.
Otherwise, the final prediction only comes from the RNN model.

'\iRNN modu\e} \Hybnd modu\e:
( Traffic ) RNN-based ) Average activationg [0.35,0.90 ]
data model
Average activation
€
[035,090] P 4 .
Final prediction
O00xXE®---EE
CocERE®---00 j
: —
[CNN module Average
o activation |
P > ey
Artificial CNN-based 0 )

Figure 10. RNN-CNN cascade hybrid model architecture. Green refers to the input information, blue to
the DL model elements, purple to the intermediate elements, and red to the output prediction.
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The reason for refining the prediction with an average activation between 0.35 and 0.90
is because we want to refine the predictions with a low confidence-level. Correctly predicted
no-regulated intervals have an activation close to zero, and correctly predicted regulated
intervals have an activation higher than 0.90. Therefore, using the proposed interval, we
can re-evaluate intervals where the RNN is not very confident about a possible required
regulation, such as intervals containing transitions (from non-regulated to regulated time-
steps, and vice versa).

Notice that predicting each interval with the two models considerably increases the
computational time. The predictions from the CNN are more computationally expensive
(about ten times slower than the RNN), mainly due to the cost of generating the artificial
images and the complexity of the network.

4. Experimental Results

In this section, we present the data used for the study, the evaluation metrics, and the
results obtained over both the MAUC and REIMS regions.

Regarding the results, we present, first, the results for the RNN-based model; second,
for the CNN-based model; and third, a comparison of the performance of the three hybrid
models, and the extended results for the best RNN-CNN cascade model. For each model,
results from the three-most regulated TVs in each region are presented together with a
model able to identify regulations over the entire region, showing their flexibility and
adaptability. The reason for only showing results for the three-most regulated TVs is
because we have to guarantee enough instances in the TV to have sufficient variety in the
samples during the training. Therefore, when possible, the idea is to use the specialized
model, that is a model trained only with samples from a particular TV. However, if the
specialized model is not available, the generic model trained with samples from the entire
region could be used.

4.1. Dataset

For this work, we have used the AIRACs of June, July, August, and September 2019.
That is 112 days (28 per AIRAC). The traffic information used to extract the scalar variables
and generate the artificial images comes from the M1 traffic, also known as the Filed Tactical
Flight Model (FTEM), which is the last filed flight plan from the airline. The samples have
been labeled according to the ATFM regulations cataloged as C-ATC Capacity. Figure 11
shows the number of instances per region and type.
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Figure 11. Number of regulations per category in the available AIRACs. Light blue refers to
regulations in the MUAC region and dark blue to regulations in the REIMS region.
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For the MUAC region, we have 176 C-ATC Capacity ATFM regulations for en-route
traffic along 71 different days, a mean number of regulated TVs per day equal to 2.5, and a
mean duration per regulation of 122.02 min. On the other hand, for the REIMS region we
have 570 regulations for en-route traffic in 96 days, a mean number of regulated TVs per
day equal to 5.96, and a mean duration of 101.2 min.

As an example, Figure 12 shows the regulations for the most regulated TV in the
MUAC and REIMS regions along the four months of data we have. The regulations from
the four months have been stacked and used the color map to show coincidences between
days and hours. As can be seen, most of the regulations were implemented between 10 a.m.
and 11 a.m., but they also appear in all the open hours. Notice that similar characteristics
can be seen in the other TVs of both regions.
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Figure 12. All implemented regulations in the TV MASBOLN-MUAC region (Left) and in the tv
LFEHYR-REIMS region (Right). The darker the color, the more regulations were implemented on the
same day and hour across the four months.

Regarding the input samples, the 30 min intervals can contain time-steps of three types:
non-regulated from days without regulations, non-regulated from days with regulations,
and regulated from days with regulations. For instance, if there was a regulation from
10:00 a.m. to 11:00 a.m., and the input sample covers the interval from 9:45 a.m. to 10:15 a.m.,
the framework will show a positive label for the time-steps inside the regulated period
(from 10:00 a.m. to 10:15 a.m.). Moreover, we decided to use a balanced dataset formed by
approximately the same number of positive and negative time-steps (half of the negative
samples were extracted from days without regulations and half of them from days with
regulations) to help the model precisely identify the moment a regulation starts and ends.

Finally, to ensure that samples in the training set are not used for the testing, from the
four available AIRACs, the first three (84 days) are used for training and the fourth (28 days)
for testing (conventional 70-30% split). In the end, the dataset used consists of approxi-
mately 1500 30 min intervals for the MUAC region and 5000 30 min intervals for REIMS.

4.2. Evaluation Metrics

This subsection describes the metrics used to quantify the performance of the presented
models. The models are evaluated at two levels of granularity, depending on whether the
predictions are made at the time-step level or at the interval level (see Section 3.2).

In both cases, the following classification metrics have been computed:

*  Accuracy: Ratio of correct predictions (both positives and negatives).

_ TP+TN
Accuracy = TP+TN+FP+EN

*  Recall: Ratio of actual positives that were correctly predicted.
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_ TP
Recall = TPIEN

¢  Precision: Ratio of positive predictions that were correct.

Precision = TPLFD

*  Fl1 score: Harmonic mean of the precision and recall.

__ n Precision*Recall
Fl-score = 2Precision+Recall

where True Positive (TP) refers to correct positive predictions, True Negative (TN) refers
to correct negative predictions, False Positive (FP) refers to wrong positive predictions,
and False Negative (FN) refers to wrong negative predictions.

4.3. RNN-Based Model Performance

Table 1 summarizes the results obtained using the RNN-based model over the three-most
regulated TVs in both the MUAC and the REIMS regions. The results obtained using a
single model for the whole region are also included.

Table 1. Performance of the RNN-based model for different TVs in the MUAC and REIMS regions
at the time-step level, and at the interval level. Train/Test column shows the number of 30 min
intervals used.

Time-Step Classification Interval Classification

Region TV Train/Test Accuracy Recall Precision F1-Score Accuracy Recall Precision F1-Score

MUAC BOLN 274/119 90.95 98.11 85.51 91.38 91.51 100 87.32 93.23
B3EH 227/100 84.14 92.98 70.51 80.82 85.54 100 73.47 84.71
D6WH 237/107 80.04 88.82 75.73 81.75 83.22 100 79.61 88.65
All 1030/343 77.88 86.23 78.57 82.22 80.73 100 75.87 86.28

REIMS LFEHYR  1061/454 80.06 80.31 80.25 80.28 88.10 100 80.29 89.07
LFE4N 806/348 87.21 90.97 82.69 86.63 95.36 100 90.59 95.06
LFE5R 764/329 92.46 88.82 91.30 90.04 97.25 100 93.75 96.77
All 3670/1573 78.29 80.52 74.82 77.57 86.97 100 79.05 88.30

From the time-step classification results, it can be seen that the specialized models
exhibit a better overall performance than the models for the entire regions. If we focus
on the specialized models, we can see accuracy and recall higher than 80% for all the
TVs, and precision between 70% and 90%. In the best case of the MUAC region (BOLN),
the model achieves an accuracy of 90.95%, a recall equal to 98.11%, and a precision of
85.51%. The extremely high recall value indicates that nearly all the regulations in this TV
are being detected. In the worst scenario (B3EH), an accuracy of 84.14%, recall equal to
92.98%, and precision equal to 70.51% are obtained. The low precision makes this TV worse
than D6WH, where an Fl-score of 81.75% is obtained, versus the 80.82% in B3EH. On the
other hand, the best scenario for the REIMS region (LFE5R) exhibits an accuracy equal to
92.46%, a recall equal to 88.82%, and a precision of 91.30%. In the worse scenario (LFEHYR),
the accuracy, recall, and precision obtained are 80.06%, 80.31%, and 80.25%, respectively.

When the predictions are done at the interval level, all individual TVs in the MUAC
region improve all the metrics. However, for the model working over the whole region,
despite the improvement in both the accuracy and recall, it presents a 3% drop in the
precision (78.57% vs. 75.87%). This is not the case for the REIMS region where the Interval
analysis improves the overall performance in all the scenarios. Nonetheless, the important
aspect to extract from this second analysis is the fact that all the models exhibit a recall
equal to 100%. Therefore, they were able to detect all the 30 min intervals that contained
a regulation.

Last, but not least, as an example, to show the proper behavior of the models, Figure 13
shows the learning curve reported by the RNN-based model used to detect ATFM regulation
for the TV MASBOLN in the MUAC region. We decided to present the behavior of the
model in this scenario because (a) MUAC is an intermediate region in respect to the
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number of regulations available, and (b) MASBOLN is the most regulated TV in this region,
and therefore, a challenging TV. Therefore, it is a good representation of the scenarios
studied in this work.

As it can be seen, the model does not present underfitting. However, there is some
overfitting at the end of the training (from epochs 140 to 200). Moreover, some noisy
movements can be seen around the validation loss, indicating that the validation dataset
is not representative enough of the model’s generalization ability. These two drawbacks
come from the limited number of samples we have available for the training/testing.
Nevertheless, the results obtained indicate that the model is working properly, and these
issues can be solved, extending the datasets when more data is available.
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Figure 13. (left) Loss as a function of the epochs. (right) Accuracy reported by the model as a function
of the epochs.

4.4. CNN-Based Model Performance

Table 2 shows the results obtained with the CNN-based model. For the time-step clas-
sification, the specialized models also present better performance than the models for the
entire regions. For the MUAC region, the specialized models reported at least an 82%
F1-Score, while the model for the entire region exhibits an F1-Score equal to 80.41%. This
is also the case for the REIMS region, with at least an F1-Score of 82% in the specialized
models, and an F1-Score of 81.45% for the entire region. If we analyze the accuracy, recall,
and precision, it can be seen that, for the MUAC region, the best model (BOLN) reported
81.65%, 85.34%, and 82.35%, respectively, while the worse model showed 78.37%, 79.53%,
and 82.14%. On the other hand, for the REIMS regions, the best-specialized model reported
accuracy, recall, and precision equal to 81.23%, 84.54%, and 85.63%, respectively, while the
worse scenario showed 83.57%, 84.23%, and 81.45%.

On the other hand, the interval classification presents a higher performance for all the
studied TVs across regions. For the MUAC region, a consistent improvement can be seen
for the specialized models with an increase up to 5% in the F1-Score (BOLN). A similar
improvement is obtained in the model for the entire region, where the MUAC region
exhibits the biggest improvement with a 5% increase in the accuracy, and up to 14% in
the recall. However, it presents a drop of 4% in the precision. For the REIMS region,
the improvement in the results is also consistent across TVs. Nonetheless, we can see that
less regulated intervals are detected in REIMS than in MUAC (recall around 85% VS recall
around 88%).

Finally, to show the correct behavior of the models, Figure 14 shows the learning curve
reported by the CNN-based model used to detect ATFM regulation for the TV MASBOLN in
the MUAC region (same as for the RNN-based model in Section 4.3).
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Table 2. Performance of the CNN-based model for different TVs in the MUAC and REIMS regions
at the time-step level, and at the interval level. Train/Test column shows the number of 30-min
intervals used.

Time-Step Classification Interval Classification
Region TV Train/Test ~ Accuracy Recall Precision F1-Score  Accuracy Recall Precision F1-Score
MUAC BOLN 81.65 85.34 82.35 83.82 82.42 88.24 83.54 85.83
B3EH 82.55 86.67 80.02 83.21 81.78 90.03 82.49 86.10
D6WH 226/97 78.37 79.53 82.14 81.81 80.45 85.23 83.42 84.32
All 840/369 77.43 78.12 82.83 80.41 82.45 92.15 78.11 84.56
REIMS LFEHYR 700/300 79.54 80.56 85.63 83.02 81.54 84.13 86.13 85.12
LFE4N 703/301 81.23 84.54 83.63 84.08 83.56 87.73 84.79 86.23
LFE5R 694/227 83.57 84.23 81.45 82.82 82.82 85.32 83.23 84.26
All 2604/1143 75.89 79.87 82.32 81.45 80.10 82.74 83.19 82.96
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Figure 14. (left) Loss as a function of the epochs. (right) accuracy reported by the model as a function
of the epochs.

The CNN-based model exhibits a slightly less high performance than the RNN-based
model, the reason why its loss is also higher. Furthermore, some noisy movements can be
seen around both the training and validation losses, indicating the under-representation
of the samples used. However, the model does not present underfitting or overfitting in
the training nor in the validation. Therefore, these issues can be mitigated, extending the
datasets when available. Last, but not least, the CNN-based model exhibits a downtrend in
the training loss, indicating the performance could improve using a larger training dataset.

4.5. RNN-CNN Hybrid Model Performance

Finally, we present the results for the three hybrid models that use the previous RNN-
based model and CNN-based model. First, a general comparison between the three model’s
performance. Second, an extended analysis of the best hybrid model, the RNN-CNN
cascade model.

Figure 15 shows the average recall, precision, and F1-Score reported by the three
studied hybrid models. RNN-CNN-Classifier shows the results obtained by the hybrid
model that uses the RNN-based model to process the scalar variables, then the artificial
images are passed through the CNN-based model, and finally, a third classification model
is used to produce the final prediction. CNN-RNN corresponds to the hybrid model
that uses a CNN-based model to extract the main features from the images, then they are
concatenated with the scalar variables, and the final input sample is process by the RNN-
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based model to obtain the final prediction. Cascade refers to the hybrid model based on a
cascade architecture.

The RNN-CNN-Classifier presents a good performance, with a higher recall than
precision. Moreover, its computational time is one of the largest because the images for
all the samples must be created. CNN-RNN is the hybrid model with worse performance,
probably because the predominant model is the CNN-based model, which has a worse overall
performance. Furthermore, it requires the creation of all artificial images. On the other
hand, the RNN-CNN cascade model has the best overall performance, probably because the
predominant model is the RNN-based model. Therefore, we will focus on the results of the
hybrid model based on the RNN-CNN cascade architecture.

B RNN-CNN-Classifier CNN-RNN Cascade
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Figure 15. Average F1-Score exhibited by the three different hybrid models. Results from the
specialized models. (left) Scalar variables are processed by the RNN-based model, then the images are
process by the CNN-based model, and finally, a third classification model is used to produce the final
prediction. (middle) CNN-based model is used to extract the main features from the images, then they
are concatenated with the scalar variables, and the final input sample is processed by the RNN-based
model to obtain the final prediction. (right) RNN-CNN cascade model.

The classification metrics of the RNN-CNN cascade model are shown in Table 3. The time-
step classification analysis exhibits a better performance than the previous individual RNN-
based model and CNN-based model in all the studied TVs. It is able to improve precision by up
to 4% on average, which has the weakest parameter. In the best scenario (REIMS-LFE5R), it
exhibits a 10% improvement.

Table 3. Performance of the RNN-CNN cascade model for different TVs in the MUAC and REIMS
regions at the time-step level and at the interval level. Train/ITest column shows the number of 30 min
intervals used.

Time-Step Classification Interval Classification
Region TV Train/Test ~ Accuracy Recall Precision F1-Score  Accuracy Recall Precision F1-Score
MUAC BOLN 376/161 91.84  98.56 86.15 91.94 92.18 100 88.78 94.06
B3EH 260/112 87.56 93.76 81.18 87.02 88.39 100 82.74 90.55
D6WH 289/123 85.54  90.14 85.26 87.63 85.92 100 86.43 92.72
All 1050/450 7994  85.89 84.76 85.32 82.56 100 85.92 92.43
REIMS LFEHYR 1061/454 84.67  85.28 88.34 86.78 89.78 100 88.43 93.86
LFE4N 806/348 88.21 91.68 87.48 89.53 97.36 100 91.43 95.52
LFE5R 764/329 92.93 93.54 92.78 93.16 98.15 100 93.97 96.89
All 3670/1573 80.26 83.97 81.35 82.64 87.58 100 82.49 90.40

The interval classification analysis shows that with less granularity in the predictions,
the performance of the model increases. The accuracy can improve up to 9% (LFE5R from
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92.93% to 98.15%), the recall can be increased up to 15% (LFEHYR from 85.28% to 100%),
and the precision increments up to 4% (LFE4N from 87.48% to 91.43%). In all scenarios, this
analysis improves the overall performance of both the specialized and global models across
regions, with an average increment of the F1-Score equal to 5%. Moreover, the results show
that all the regulations are detected because the recall is equal to 100%.

5. Model Explainability

Understanding the reason behind the predictions done by an Artificial Neural Net-
work (ANN) is crucial to ensure compliance with company policies, industry standards,
and government regulations (see [37] for further details). Moreover, it shows stakeholders
the value and accuracy of the findings.

In this article, we want to focus on explainability. That is, obtaining theoretical guar-
antees on the expected behavior of machine learning-based systems during operation.
With that goal, two analyses are performed. First, a confidence-level analysis to show how
sure the model is about the predictions it does. The larger the input “signal” to the neurons,
the more confident the model is about the regulation. Second, we use a game theory ap-
proach, called SHapley Additive exPlanations (SHAP), to explain the output of the models.
It compares each neuron’s activation and assigns contribution scores by optionally giving
separate consideration to positive and negative contributions, and therefore identifying
which input features are more relevant for the trained model.

Results from a specific TV model are going to be presented. The idea is to display a
conceptual analysis of the behavior exhibited by the models. We decided to analyze the
TV D6WH from the MAUC region. There are two reasons behind this decision: First, it
is one of the models with worse performance, therefore, we can expect better results for
the other TVs. Second, D6WH belongs to the MUAC region, which is the one with fewer
training samples. Remember, the success of the DL models mainly depends on the quality
and quantity of the input data. These two reasons make D6WH one of the most interesting
sectors for the study. Similar results have been obtained for the other TVs, independently
of the region.

5.1. Confidence-Level Analysis

The RNN-based model (see Figure 16) is able to clearly detect the TN time-steps (activa-
tion lower than 0.5), showing a small tail between 0 and 0.1. For the TP cases, the behavior
is very similar, presenting a small tail between 0.9 and 1, but having the largest grouping
close to 1. On the other hand, there is a small accumulation around zero and 0.5 for the
FN cases. The accumulation around zero indicates that the model cataloged some time-
steps as non-regulated with high confidence, but they should be predicted as regulated.
Additionally, the accumulation around 0.5 shows that for a certain amount of time-steps,
the model was not sure about being required a regulation or not. For the FP cases, it can
be seen a larger accumulation between 0.5 and 0.7 than from 0.7 to 0.9. This indicates that,
despite the considerable number of FP reported by the model, in most of the cases, it was
not very confident about the prediction. Finally, as can be expected, there is a considerable
accumulation between 0.9 and 1, where the model incorrectly predicted a regulation with
high confidence. Nonetheless, it is important to notice that the occurrences of the FN
prediction are smaller than the ones for the FP cases, indicating that the model is more
likely to predict a regulation.

The Confidence-level analysis for the CNN-based model can be seen in Figure 17. For the
FN cases, the model presents a tail between 0 and 0.1, with an accumulation of values close
to zero, and the TP cases present a tail between 0.85 and 1. On the other hand, a continuous
pattern of behavior can be seen for the FN predictions, with an average value of occurrences
under 20. Finally, the FP cases also show a consistent pattern of behavior across activation
values between 0.5 and 0.95, and it presents a peak between 0.95 and 1. Nevertheless,
the number of both FN and FP are smaller compared with the TN and TP cases.
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Finally, the results for the RNN-CNN cascade model (see Figure 18) exhibit the largest ac-
cumulation of TN around zero, with a tail between 0 and 0.1. Regarding the TP predictions,
the model presents the largest accumulation between 0.9 and 1. Note that for the rest of
the possible values, there are almost no occurrences. On the other hand, it can be seen that
only a few occurrences are cataloged as FN cases, and therefore, the majority of regulated
time-steps are identified by the model. If we analyze the FP cases, there are around ten
occurrences across all the possible activation values, with a slightly higher peak close to 1.

TN samples TP samples

3500 3500
§ 3000 g 3000
E 2500 E 2500
3 2000 3 2000
o o
; 1500 ; 1500
£ w00 £ 1000
= 3
Z 500 = 5004

0 0
00 01 0z 03 04 05 05 06 07 08 09 10
Activation Activation

z FN samples FP samples

1
E 140 g 140 {
] 4
£ 12 E 120
E 100 5 100 {
=] o
g @ g @
[ 5~
> E @]
2 » . ' Z -
E 0 0
=

o0 ol 0z 03 04 o5 05 06 o7 08 09 10
Activation Activation

Figure 16. Confidence-level analysis of the RNN-based model for tv D6WH (MUAC region).
(top-left) TN, (top-right) TP, (bottom-left) FP, and (bottom-right) FN cases.
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Figure 17. Confidence-level analysis of the CNN-based model for tv D6WH (MUAC region).
(top-left) TN, (top-right) TP, (bottom-left) FP, and (bottom-right) FN cases.

If we now numerically compare the results between the RNN-based model and the
RNN-CNN cascade model, we can see a reduction of 4.3% for the false-negative predictions
(from 8.4% to 4.1%) and a 21.2% for the false-positive cases (from 39.2% to 18%). Therefore,
the RNN-CNN cascade model presents higher confidence in the predictions, and it reduces
the mistakes.
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Figure 18. Confidence-level analysis of the RNN-CNN cascade model for tv D6OWH (MUAC region).
(top-left) TN, (top-right) TP, (bottom-left) FP, and (bottom-right) FN cases.

5.2. Shap Analysis

ANNSs (aka. NNs) are collections of connected artificial neurons (nodes), where each
connection (edges) can transmit a “signal” between neurons. The “signal” at a connection
is a real number, and the output of each neuron is computed by a non-linear function of
the sum of its inputs. The larger the sum of inputs, the higher the activation, and therefore
the neuron is more likely to fire. The SHAP analysis compares the neurons’ activation and
assigns positive and negative contributions scores to the different input features, depending
on how relevant they are for the trained model.

Figure 19 shows the SHAP values for the RNN-based model. For this type of ANN,
SHAP can process all the testing examples and compute the SHAP values according to
their contributions.
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Figure 19. SHAP values for the RNN-based model. From top to bottom, the more relevant input

features. The color map indicates how larger or smaller the value of the input feature was, and the

location in the corresponding horizontal line represents the activation it generated. The zero in the
X-axis represents no contribution to the prediction.

The analysis presents the Timestamp feature as the most relevant, where samples
with a smaller Timestamp (early hours of the day) are more likely to contain a regulation.
The second most relevant feature is the Entry Count for the next 60 min, where larger values
produce a higher activation. Therefore, if a larger number of aircraft are entering the
sector, the complexity will increase, and probably a regulation could be required. This is
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also the case for the Capacity, larger values produce a higher activation. The higher the
capacity, the larger the sector, and therefore, more aircraft being more likely to generate
an overload. The fourth and fifth most relevant features are the Entry Count for the next
20 min and Expected workload for the next 20 min, which do not present a clear pattern of
behavior. The reason could be that they are relevant features but in combination with
another. From Number of cruising flights it can be seen that small values produce a higher
activation. The Occupancy Count and the Workload for the next minute show the opposite
trend. The Number of descending flights and the Number of Climbing flights do not present a
clear behavior, which is surprising, because flights in these two phases should be relevant.
The fact that the model cannot properly process these features could be a reason why this
TV has worse performance. This is also the case for the Number of conflicts, where larger
values are creating a smaller activation.

If we move to the SHAP analysis for the CNN-based model, results similar to Figure 20a,b
can be obtained. For this type of ANN, the SHAP analysis exhibits what elements/parts,
in each input image, produce a higher activation. Therefore, it will highlight what parts of
the image are more relevant when identifying regulations.
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(b) Negative prediction

Figure 20. Input images and corresponding SHAP values of the CNN-based model for (a) a positive
prediction and (b) a negative prediction. All images belong to the same 30 min interval, but with a
granularity of five min.

Figure 20 presents the SHAP values for a true-positive prediction and a true-negative
prediction. For clearness, only one picture every five min (instead of every minute) are
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showed. In the case of the positive prediction (Figure 20a), it can be observed that a consid-
erable number of aircraft cross the images, creating a larger activation of those flights close
in space with the same heading, or flights relatively close in space but with perpendicular
headings. It is also interesting to see that the other main source of activation comes from
flights close to the border of the TV (see the sixth and seventh images), indicating that
flights entering or exiting the TV are more relevant to identify possible regulation.

On the other hand, in the case of the negative prediction (Figure 20b), it is interesting
to see a similar pattern of behavior, where aircraft close in space or entering/exiting the
TV are producing a higher activation. However, this activation is lower, with a Maximum
SHAP value of 0.0003. Nevertheless, the model seems to pay attention to the interaction
in the two main flows of the TV: one horizontal, in the top part of the TV, and another
from the top-left to the bottom-right corners. If we analyze the second image, the top flow
indicates that it is not required a regulation, however, the model is presenting a higher
activation for the diagonal flow. This could indicate that, even though currently there is no
traffic, it is probably expected an increment, reason why it can be seen a “red line” without
being any aircraft at the moment.

6. Discussion

In the current DCB process, deciding whether or not an ATFM regulation is needed
in case of imbalance (prior to deciding what action to take) is a time-consuming task.
Furthermore, it often depends mainly on the previous knowledge and skills of the FMP.
Despite the variety of tools and metrics used, ATFM regulations continue being responsible
for most of the delays and, consequently, cost. For this reason, many researchers and
projects, such as the SESAR 2020 Exploratory Research program, are investigating how
to overcome these limitations. However, according to the literature, most of the efforts
have focused on the resolution of such imbalances, and less attention has received in the
detection process. This makes it impossible to compare the performance of the presented
models against other approaches, due to the lack of numerical results.

Our goal is to provide a support tool that aids the person in charge to focus quickly
on the cases that deserve FMP’s attention, thus reducing the workload. Currently, all
situations where demand exceeds capacity have to be studied. However, not all these cases
leads to an ATFM regulation (for instance, the overload can sometimes be assumed due
to its short period). The presented framework can help to considerably reduce the cases
that deserve the FMPs’ attention; thus reducing the number of false-positive imbalances,
and consequently, reducing the ATCO’s workload. However, due to the relatively small
size of the used dataset, the framework should be trained with a larger dataset and be
tested in real-world conditions to ensure its viability.

Another important characteristic of the presented system is the fact that it contains
model explainability tools (SHAP analysis), which could be used to provide additional
information to the person in charge, together with the predictions itself. For instance,
the SHAP values from the CNN-based model can show what elements are causing the system
to predict a required ATFM regulation. Nevertheless, the way of visualization to figure out
the best approach should be discussed with the people in charge of the DCB process.

Regarding the results, they are consistent across different studies and regions. In the
Time-step classification, it has been seen that the CNN-based model performs slightly worse
than the RNN-based model. For the specialized models, the CNN-based model exhibits an
average F1-Score equal to 83% while for the RNN-based model it is equal to 86%. This
drop in the performance is especially significant in the accuracy and recall. However,
the CNN-based model exhibits an increment between 3% and 10% in the precision for most of
the models (especially in the weakest ones). The proposed RNN-CNN cascade model benefits
from the best of each of the previous models. It reports accuracy between 85% and 93% for
the specialized models, recall higher than 90% (except for the LFEHYR from the REIMS
region with a recall equal to 85%), and precision between 81% and 94%. In other words,
the RNN-CNN cascade model exhibits a higher accuracy, recall, and precision than previous
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models in all TVs. Notice that, for better performance, it is recommended to use specialized
models trained for each particular TV. As an alternative, generic models can handle the
entire regions.

For the Interval classification, we can see a similar pattern of behavior. The CNN-based
model exhibits an overall slightly worse performance than the RNN-based model, and the
RNN-CNN cascade model exhibits the best results. Nonetheless, the most significant result is
the fact that the CNN-based model is not able to identify all the 30 min regulated. A recall
between 80% and 90% is obtained while the RNN-based model and the RNN-CNN cascade
model are able to identify all the regulated intervals. Therefore, the final framework can
detect all the intervals that contained a regulation.

Last, but not least, the Model explainability analysis exposes a behavior close to the
current CDM procedure. The confidence-level analysis shows that the RNN-CNN cascade model
has 4.3% less false-negative and 21.2% less false-positive predictions than the RNN-based
model. The SHAP analysis has shown that the expected incoming traffic, in combination
with the capacity of the TV and the current occupancy, are key aspects to be considered
when predicting C-ATC Capacity ATFM regulations. Moreover, aircraft close in space are
prioritized, together with aircraft entering or exiting the TV. The transfer of aircraft is one
of the main reasons for demand—capacity imbalances due to its complexity.

The obtained results validate the assumption that the selected input features are highly
correlated with the target, as the models are able to generalize and correctly predict new
samples. However, given the complexity of the problem, additional input features could be
considered in future works to improve performance. One significant fact to consider are
the collateral effects of actions carried out in the nearby pltv.

Finally, even though the framework has been developed and studied to automatically
predict C-ATC Capacity ATFM regulations during the pre-tactical phase, we are confident
it could also be used to detect hotspots in the tactical phase. The tactical phase is closer
to DO, and consequently, there should be less uncertainty in the information. Currently,
the main limitation to this end is the lack of labeled data to train the models.

7. Conclusions

We have presented and evaluated a hybrid RNN-CNN cascade architecture to predict
C-ATC Capacity regulations for en-route traffic. It uses a RNN-based model to obtain an
initial prediction of possible required regulations, and then, depending on the confidence
in the prediction, it uses a CNN-based model to refine the prediction. Moreover, it has been
shown that the presented framework can be used independently of the ATC center, being a
DL model that could be deployed across Europe. With this aim, we presented two analyses
for model explainability, which clearly show that the model could be used in operational
conditions due to the close behavior to the current procedures. However, there are still
significant metrics that need to be studied to ensure the approval of Level 1 Al applications
(assistance to human) [38].
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Abbreviations

The following abbreviations are used in this manuscript:

IFR Instrument Flight Rules

vV Traffic Volume

ATCO Air Traffic Controller

ATFCM  Air Traffic Flow and Capacity Management

ATC Air Traffic Control

FMP Flow Manager Position
ATM Air Traffic Management
AU Airspace User

DO Day of Operation

ANSP  Air Navigation Service Provider

DCB Demand-Capacity Balancing

NM Network Manager

ATFEM  Air Traffic Flow Management

ECAC  European Civil Aviation Conference
FCM Flow and Capacity Menagement

NOP Network Operations Plan

ADP ATFCM Daily Plan

ETFMS  Enhanced Tactical Flow Management System
SIMEX  SIMulation and EXperiment

CHMI  Collaboration Human Machine Interface
CDM Collaborative Decision Making

DL Deep Learning

ANS Air Navigation Service

Al Artificial Intelligence

XAI Explainable Artificial Intelligence
ML Machine Learning

CNN Convolutional Neural Network
RNN Recurrent Neural Network
ANN Artificial Neural Network

NN Neural Network

LSTM  Long-Short Term Memory
FTFM  Filed Tactical Flight Model
GRU Gated Recurrent Units

RL Reinforcement Learning

DCNN  Deep Convolutional Neural Network
MDP Markov Decision Process

SHAP  SHapley Additive exPlanations

TP True Positive

TN True Negative

FP False Positive

EN False Negative

References

1. EUROCONTROL. Seven-Year Forecast February 2019, Flight Movements and Service Units; EUROCONTROL: Brussels, Belgium,
2019 . Available online: https:/ /www.eurocontrol.int/publication/seven-year-forecast-flight-movements-and-service-units-
february-2019 (accessed on 9 December 2021).

2. EUROCONTROL. Five-Year Forecast Update 2020-2024; EUROCONTROL: Brussels, Belgium, 2020. Available online: https:
/ /www.eurocontrol.int/publication/eurocontrol-five-year-forecast-2020-2024 (accessed on 9 December 2021).

3. EUROCONTROL. IFPS Users Manual. Network Manager; EUROCONTROL: Brussels, Belgium, 2021; pp. 112-125. Available online:
https:/ /www.eurocontrol.int/publication/ifps-users-manual (accessed on 9 December 2021).

4. Tobaruela, G.; Majumdar, A.; Ochieng, W.Y.; Schuster, W.; Hendrickx, P. Enhancing Cost-Efficiency and Reducing Capacity Shortages:
Strategic Planning and Dynamic Shift Management. In Proceedings of the Tenth USA /Europe Air Traffic Management Research and
Development Seminar, Chicago, IL, USA, 10-13 June 2013.

5. Bertsimas, D.; Patterson, S. The air traffic flow management problem with enroute capacities. Oper. Res. 1998, 46, 406—422.
[CrossRef]


https://www.eurocontrol.int/publication/seven-year-forecast-flight-movements-and-service-units-february-2019
https://www.eurocontrol.int/publication/seven-year-forecast-flight-movements-and-service-units-february-2019
https://www.eurocontrol.int/publication/eurocontrol-five-year-forecast-2020-2024
https://www.eurocontrol.int/publication/eurocontrol-five-year-forecast-2020-2024
https://www.eurocontrol.int/publication/ifps-users-manual
http://doi.org/10.1287/opre.46.3.406

Aerospace 2022, 9, 93 24 of 25

10.
11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.
22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

Niarchakou, S.; Sfyroeras, M. ATFCM Operations Manual; EUROCONTROL: Brussels, Belgium, 2021. Available online: https:
/ /www.eurocontrol.int/publication/atfcm-operations-manual (accessed on 9 December 2021).

Undertaking SESAR Joint. A proposal for the future architecture of the European airspace. Sesar Jt. Undert. 2019, 10, 5.
Melgosa, M.; Prats, X.; Xu, Y.; Delgado, L. Enhanced demand and capacity balancing based on alternative trajectory options and
traffic volume hotspot detection. In Proceedings of the IEEE/AIAA 38th Digital Avionics Systems Conference, San Diego, CA,
USA, 8-12 September 2019; pp. 1-7.

Mas Pujol, S.; Salami San Juan, E.; Pastor Llorens, E. A novel methodology to predict regulations using deep learning.
In Proceedings of the 10th SESAR Innovation Days, Virtual, 7-10 December 2020; pp. 1-8.

Odoni, A.R. The Flow Management Problem in Air Traffic Control; Springer: Berlin/Heidelberg, Germany, 1987; pp. 269-288.
Capacity Optimisation in Trajectory-Based Operations—COTTON. Available online: https://www.sesarju.eu/index.php/
projects/cotton (accessed on 28 December 2021).

SOBAR—Artificial Intelligence Solutions to Meteo-Based DCB Imbalances for Network Operations Planning. Available online:
https:/ /www.sesarju.eu/index.php/projects/isobar (accessed on 28 December 2021).

Data-Driven Aircraft Trajectory Prediction Research—DART. Available online: https:/ /www.sesarju.eu/index.php/projects/dart
(accessed on 28 December 2021).

Nosedal, J.; Piera, M.A; Solis, A.O.; Ferrer, C. An optimization model to fit airspace demand considering a spatio-temporal
analysis of airspace capacity. Transp. Res. Part Emerg. Technol. 2015, 62, 11-28. [CrossRef]

Tang, J.; Alam, S.; Lokan, C.; Abbass, H.A. A multi-objective approach for dynamic airspace sectorization using agent based and
geometric models. Transp. Res. Part C Emerg. Technol. 2012, 21, 89-121. [CrossRef]

Xu, Y.; Prats, X.; Delahaye, D. Synchronised Demand-Capacity Balancing in Collaborative Air Traffic Flow Management; Elsevier:
Amsterdam, The Netherlands, 2020; pp. 359-376.

Jovanovi¢, R.; Tosi¢, V.; Cangalovi¢, M.; Stanojevi¢, M. Anticipatory Modulation of Air Navigation Charges to Balance the Use of
Airspace Network Capacities; Elsevier: Amsterdam, The Netherlands, 2014; pp. 84-99.

Boli¢, T.; Castelli, L.; Corolli, L.; Rigonat, D. Reducing ATFM Delays through Strategic Flight Planning; Elsevier: Amsterdam, The
Netherlands, 2008; pp. 42-59.

Boli¢, T.; Castelli, L.; Rigonat, D. Peak-load pricing for the European Air Traffic Management system using modulation of en-route
charges. Eur. J. Transp. Infrastruct. Res. 2017,17, 1.

Djokic, J.; Lorenz, B.; Fricke, H. Air Traffic Control Complexity as Workload Driver; Elsevier: Amsterdam, The Netherlands, 2010;
pp- 930-936.

Gianazza, D.; Guittet, K. Selection and Evaluation of Air Traffic Complexity Metrics; IEEE: Piscataway, NJ, USA, 2006; pp. 1-12.
Gianazza, D. Forecasting workload and airspace configuration with neural networks and tree search methods. Artif. Intell. 2010,
174, 530-549. [CrossRef]

Isufaj, R.; Koca, T.; Piera, M.A. Spatiotemporal Graph Indicators for Air Traffic Complexity Analysis. Aerospace 2021, 8, 364.
[CrossRef]

Garrigo6, L.; Alsina, N.; Adrienko, N.; Andrienko, G.; Piovano, L.; Blondiau, T. Visual Analytics and Machine Learning for Air
Traffic Management Performance Modelling. In Proceedings of the 6th SESAR Innovation Days, Delft, The Netherlands, 8-10
November 2016.

Sanaei, R.; Pinto, B.; Gollnick, V. Toward ATM Resiliency: A Deep CNN to Predict Number of Delayed Flights and ATFM Delay.
Aerospace 2013, 8, 28. [CrossRef]

Barnhart, C.; Bertsimas, D.; Caramanis, C.; Fearing, D. Equitable and Efficient Coordination in Traffic Flow Management. Transp.
Sci. 2012, 46, 262-280. [CrossRef]

Bertsimas, D.; Gupta, S. Fairness and collaboration in network air traffic flow management: An optimization approach. Transp.
Sci. 2016, 50, 56-72. [CrossRef]

Molina, M.; Carrasco, S.; Martin, J. Agent-based modeling and simulation for the design of the future european air traffic
management system: The experience of cassiopeia. In Proceedings of the International Conference on Practical Applications of
Agents and Multi-Agent Systems, Salamanca, Spain, 4-6 June 2014; pp. 22-33.

Weigang, L.; Dib, M.; Alves, D.; Crespo, A. Intelligent Computing Methods in Air Traffic Flow Management; Elsevier: Amsterdam,
The Netherlands, 2010; pp. 781-793.

Sanaei, R.; Lau, A.; Linke, F; Gollnick, V. Machine Learning Application in Network Resiliency Based on Capacity Regulations; IEEE:
Piscataway, NJ, USA, 2019; pp. 1421-1426.

Fernandez, E.; Cordero, J.; Vouros, G.; Pelekis, N.; Kravaris, T.; Georgiou, H.; Fuchs, G.; Andrienko, N.; Andrienko, G.;
Casado, E.; et al. DART: A Machine-Learning Approach to Trajectory Prediction and Demand-Capacity Balancing; IEEE: Piscataway, NJ,
USA, 2019; pp. 1-6.

Kim, M.; Choi, W,; Jeon, Y.; Liu, L. A Hybrid Neural Network Model for Power Demand Forecasting. Energies 2019, 12, 931.
[CrossRef]

Ghourabi, A.; Mahmood, A.; Qusay, M. A Hybrid CNN-LSTM Model for SMS Spam Detection in Arabic and English Messages.
Future Internet 2020, 12, 156. [CrossRef]

Hochreiter, S.; Schmidhuber, J. Long Short-Term Memory; MIT Press: Cambridge, MA, USA, 1997; pp. 1735-1780.


https://www.eurocontrol.int/publication/atfcm-operations-manual
https://www.eurocontrol.int/publication/atfcm-operations-manual
https://www.sesarju.eu/index.php/projects/cotton
https://www.sesarju.eu/index.php/projects/cotton
https://www.sesarju.eu/index.php/projects/isobar
https://www.sesarju.eu/index.php/projects/dart
http://dx.doi.org/10.1016/j.trc.2015.10.011
http://dx.doi.org/10.1016/j.trc.2011.08.008
http://dx.doi.org/10.1016/j.artint.2010.03.001
http://dx.doi.org/10.3390/aerospace8120364
http://dx.doi.org/10.3390/aerospace8020028
https://doi.org/10.1287/trsc.1110.0393
http://dx.doi.org/10.1287/trsc.2014.0567
http://dx.doi.org/10.3390/en12050931
http://dx.doi.org/10.3390/fi12090156

Aerospace 2022, 9, 93 25 of 25

35. Basora, L.; Morio, ].; Mailhot, C. A trajectory clustering framework to analyse air traffic flows. In Proceedings of the 7th SESAR
Innovation Days, Belgrade, Serbia, 28-30 November 2017; pp. 1-8.

36. Van, D.; David, A.; Meng, X. The Art of Data Augmentation; Taylor & Francis: Abingdon, UK, 2001; pp. 1-50.

37. Cluzeau, ].M.; Henriquel, X.; Rebender, G.; Soudain, G.; Dijk, L.; Gronskiy, A.; Haber, D.; Perret-Gentil, C.; Polak, R. Concepts
of Design Assurance for Neural Networks (CoODANN); European Union Aviation Safety Agency (EASA) and Daedalean: Cologne,
Germany, 2020; p. 142.

38. Soudain G. First Usable Guidance for Level 1 Machine Learning Applications; European Union Aviation Safety Agency (EASA):
Cologne, Germany, 2021.



	Introduction
	State of the Art
	Methodology
	Research Questions and Assumptions
	Inputs and Outputs of the Models
	RNN-Based Model
	CNN-Based Model
	RNN-CNN Hybrid Model

	Experimental Results
	Dataset
	Evaluation Metrics
	RNN-Based Model Performance
	CNN-Based Model Performance
	RNN-CNN Hybrid Model Performance

	Model Explainability
	Confidence-Level Analysis
	Shap Analysis

	Discussion
	Conclusions
	References

