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Abstract: Analytical target cascading (ATC) is a method for coordinating hierarchical system design
optimization with a decomposition-based framework. Since a launch vehicle (LV) is usually powered
by two or more stages of rocket motors, the overall design of the LV clearly has a hierarchical structure,
including system level (conducted by the general design department) and subsystem level (conducted
by the motor stage design department). In particular, the subsystem level contains stage-divided
elements rather than discipline-divided elements. Therefore, ATC is inherently suitable for the overall
design of the LV. This paper presents an ATC decomposition framework for LV design according to
practical engineering. The feasibility of the multi-island genetic algorithm (MIGA) used in the ATC
decomposition is verified by a mathematical programming test, in which non-linear programming
with the quadratic Lagrangian (NLPQL) algorithm is set as a comparison. The multi-disciplinary
analysis modules of a hybrid rocket motor (HRM) propelled LV, including propulsion, structure,
aerodynamics and trajectory, are established. A hierarchical decomposition is proposed for this
multi-level design with a multi-disciplinary model. The application and optimization results verify
the feasibility of the ATC decomposition framework with MIGA in the preliminary design of the
LV and the final orbit accuracy is better than that of the MDF method. In addition, the final design
schemes also prove that HRMs can be considered as a feasible choice of propulsion system for a small
payload at low earth orbit.

Keywords: multi-disciplinary design optimization (MDO); analytical target cascading (ATC); hybrid
rocket motor (HRM); launch vehicle; overall design

1. Introduction

With the increasing demand for small and micro satellites in commercial and military
use, small launch vehicles (LVs) with high safety, low cost and fast response ability are
flourishing. Hybrid rocket motors (HRMs) use liquid oxidizer and solid fuel, and have
the inherent advantages of simple structure; restart and thrust throttling capabilities; and
reserving safety for the separating of oxidizer and fuel [1,2]. Many numerical studies and
experimental investigations of HRM have been carried out around the world [3–6] and its
propulsion performance has been proven to be suitable for aerospace transport [7–9]. Thus,
HRM is considered a suitable propulsion system for small LVs, and many studies of small
LVs powered by HRMs have been conducted [10–12].

The overall design of an LV is a complex problem and contains several physical dis-
ciplines, including propulsion, structure, aerodynamics and trajectory [13]. Therefore,
multi-disciplinary design optimization (MDO) is always applied to fully consider interdis-
ciplinary interactions [14]. MDO methods were firstly proposed in the area of structural
optimization more than 30 years ago. The multiple discipline feasible (MDF) method, as a
basic MDO method which is widely used in the area of industrial application, considers
the model as a “design black box”. Obviously, the MDF process has the advantages of
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intuitiveness and comprehensibility. However, when it comes to engineering problems
with a complex coupling relationship, the application of the MDF method results in huge
computational complexity. Thus, multi-level MDO methods are proposed in order to realize
subspace decoupling and parallel optimization [14].

The frameworks of traditional multi-level MDO methods, including concurrent sub-
space optimization (CSSO), collaborative optimization (CO) and bi-level integrated system
synthesis (BLISS), are shown in Figure 1. However, CSSO carries the risk of iteration
oscillation without convergence and, moreover, one variable is not able to appear in an-
other subsystem; thus, it is not adapted to industrial application [15]. CO only adapts
to the system with loose coupling and analyzes the elements at a low level many times,
which results in a significant computing burden [16]. The effectiveness of BLISS directly
relies on the degree of system non-linearity and the global derivative needed in BLISS
is difficult to obtain [17]. These three MDO methods are mainly developed to solve the
design problems of multi-discipline systems more than multi-level systems. Even though
traditional MDOs for hierarchical problems have been verified, they cannot be expanded to
the design problems with more than two levels, and also have respective disadvantages.
Thus, an optimization approach is needed to solve complex problems with large-scale
design variables and hierarchical structure.
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The analytical target cascading (ATC) method was firstly proposed by Kim et al. in
2003 for multi-level systems with coupling variables [18], which can solve the problem that
only double levels are concerned (such as CO) or decomposed only by disciplines (such as
CSSO and BLISS). Since then, many relevant theoretical studies of ATC have been carried
out in regard to response/linking deviation weighting coefficients, convergence properties
and so on [19–22]. For application, the ATC method in automotive vehicle design was also
firstly carried out by Kim et al. in 2003 and provides a framework for addressing large-scale
and multi-disciplinary system design problems with a multi-level structure [18]. ATC is also
used in simulation-based building design, demonstrating its potential for lending clarity
and tractability to the typically complex decision-making problems [23]. A supersonic
business jet design problem is developed to demonstrate the flexibility and effectiveness
of an ATC formulation presented by Tosserams et al. [24]. ATC is also used in the design
of commercial vehicle systems and the results provide useful insight into the feasibility of
a target at the upper level and the adequacy of the design space at lower levels [25]. An
application of trajectory optimal design has shown that ATC is effective in the nonlinear
programming problem with sparse matrix of functional dependence table, and ATC can be
combined with integrated design to solve a large-scale optimization problem [26]. A survey
of MDO methods in LV design has been carried out and the characteristics of different
MDO methods were compared; it was found that ATC is a generic formulation adapted to
large-scale problems which can be solved with a multi-level structure [27].

The LV is a typical hierarchical system with 2–4 substages generally. The overall design
of the LV is a system level work and the stage designs are subsystem level works. Ref. [28]
reported a series of MDO decomposition frameworks based on the LV flight stage, dividing
a large and complex optimization problem into multiple single-stage LV optimizations for
an elementary trajectory. The design variables of propulsion, aerodynamics, structure and
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trajectory disciplines and the coupling relationship among the multi-disciplines are fully
considered in the subsystem, which provides accurate optimal results of LV design. This
paper presents a different decomposition framework based on each HRM stage, including
the propulsion calculation and structure estimation of the HRM in the subsystem level and
the trajectory and aerodynamics disciplines in the system level. Thus, the design process
of each HRM stage is independent and only relative and responsive to the overall design.
This characteristic represents the hierarchical relationships in the preliminary design of
LV obviously. Therefore, it is potentially suitable for ATC methodology to be used in the
design optimization of LV in the preliminary design phase.

In this paper, the ATC method is adopted in the design optimization of the LV powered
by three stages of HRMs. An ATC code is developed and the multi-island genetic algorithm
(MIGA) is selected as an optimizer in Section 2. The feasibility and properties of MIGA
used in ATC-decomposition are also verified using a classic mathematical problem in this
section. Section 3 provides a detailed description of the design problem in this study and
the discipline analysis mathematical models of propulsion, structure, aerodynamics and
trajectory are established. In Section 4, a multi-level and multi-discipline decomposition
based on ATC is attempted and the design optimization of a three-stage LV is carried out
based on a two-phase optimization strategy. Section 5 reports and discusses the results of
the present study.

2. The ATC Method with MIGA
2.1. ATC Method

As mentioned above, ATC is a promising approach to solving complex hierarchical
MDO problems [18]. Figure 2 provides the organization of an ATC problem containing N
levels, where Pij is the problem of the jth element at the ith level. Each element contains its
own target and passes the value of the optimal solution up and down. Therefore, an inner
optimization occurs in every single element. Equation (1) shows the set of all ATC variables
of the current element; x is the local input variable, t is the target, r is the response, f is the
local objective function, π is the relaxation function, Cij is the collection of inferior elements
decomposed and based on the current element, g is the local inequality constraint, h is the
local equality constraint, xmin and xmax are the minimum value and maximum value of x,
respectively, and ε is the number of elements in the same level. A hierarchical organization
with elements is created as one outer loop for calculation. The consistency requirements
of linking variables are satisfied after several cycles. Thus, the ATC method achieves a
final optimal solution of the problem. Figure 3 provides the information communication of
one element. 

find xij =
[
xij, rij, t(i+1)k1, . . . , t(i+1)cij

]
min

xij
fij(xij) + π(tij − rij) + ∑

k∈Cij

(t(i+1)k − r(i+1)k)

s.t. g(xij) ≤ 0
h(xij) = 0
xij ∈ [xmin

ij , xmax
ij ]

∀j ∈ εi, i = 1, 2, . . . , N

(1)

One noteworthy point of ATC is the convergence of system deviation (also called
consistency constraint) between elements (not only in two adjacent hierarchies but also in
the same level) [29]. The system deviation is caused by independent design in different
elements with the same variables (named coupling variables). Different methods are
introduced to minimize these deviations [20–22], making ATC a feasible methodology with
convergence results for a hierarchical multi-disciplinary design. In this paper, we adopt the
quadratic penalty function to satisfy consistency constraints, which are described as:
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π(tij − rij) =
∣∣∣∣∣∣wij ◦ (tij − rij)

∣∣∣|22 (2)

where the weight coefficient wij is updated by:

wk+1 = βwk (3)

where k is the iteration number and β is the step size.
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2.2. Mathematical Test

A geometrical problem [30] which has the characteristics of multiple dimension and
high non-linearity is used to test the ATC code developed in this study. The MDF method
is also used as a comparison. In terms of the optimization method, the non-linear program-
ming by quadratic Lagrangian (NLPQL) algorithm is a good choice for the optimization
of this problem and has accurate results. However, when it comes to the problem with a
complex and hierarchical non-linear system, such as the overall design of LV, the heuristic
optimization method is more widely applied [14]. In this study, MIGA is considered as a
feasible choice of optimization method with its good global search and quick convergence
ability. Therefore, in this section, each MDO method (MDF/ATC) is applied with two differ-
ent optimization algorithms, including MIGA and NLPQL and the performance of different
methods is compared and discussed. Equation (4) shows the original mathematical test
containing six inequality constraints and four equality constraints.

find x = [x1, x2, . . . , x14]
min f = x2

1 + x2
2

s.t. g1 = x−2
3 + x2

4 − x2
5 ≤ 0, g2 = x2

5 + x−2
6 − x2

7 ≤ 0, g3 = x2
8 + x2

9 − x2
11 ≤ 0

g4 = x−2
8 + x2

10 − x2
11 ≤ 0, g5 = x2

11 + x−2
12 − x2

13 ≤ 0, g6 = x2
11 + x2

12 − x2
14 ≤ 0

h1 = x2
1 − x2

3 − x−2
4 − x2

5 = 0, h2 = x2
2 − x2

5 − x2
6 − x2

7 = 0
h3 = x2

3 − x2
8 − x−2

9 − x−2
10 − x2

11 = 0, h4 = x2
6 − x2

11 − x2
12 − x2

13 − x2
14 = 0

x ≥ 0

(4)

The design variables of the MDF method are selected as x4, x5, x7, x8, x9, x10, x11, x12,
x13, x14 and the target f is calculated with the MDF analysis model. For the ATC method,
the problem is decomposed into two levels (the parent level and the child level) and each
element at each level contains its own mathematical model. Figure 4 shows the framework
of the ATC decomposition, where superscript L is the abbreviation of ‘from lower level’,
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superscript U is the abbreviation of ‘from upper level’, subscript ss1 is the abbreviation
of ‘from subsystem1′ and subscript ss2 is the abbreviation of ‘from subsystem2′. For both
methods, the iteration is regarded as being convergent when the deviation of the objective
function value is under 10−3 at continuous five times. Furthermore, all of the system
deviations of the ATC model need to be less than 5 × 10−4 for a consistency of linking
variables between each element.
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The initialization of NLPQL is given in the form of a vector of variables as Table 1
shows, and the search starts at 0.001 steps from the initial point. In terms of the algorithm
settings of MIGA, the number of islands is set as 15, the size of each subpopulation is
15, the mutation rate is set as 0.01 and the crossing-over rate is 1.0. The penalty function
takes the form of external penalty function, including the setting of penalty multiplier and
penalty index.

Table 1. The initialization of NLPQL.

Name of Variable Value

x1 2.35
x2 2.75
x3 1.65
x4 0.73
x5 0.95
x6 2.37
x7 1.04
x8 1
x9 1
x10 1
x11 1.3
x12 1
x13 1
x14 1
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2.3. Discussion of the Mathematical Test
2.3.1. Statement of Calculation

Table 2 shows all of the results which keep four digits after the decimal point; the
positive sign ‘+’ in Table 2 refers to the value above zero while the minus sign ‘−’ means the
value is below zero. It needs to be emphasized that the original results of the ATC method
contain system deviations, which are caused by linking variables (x11) and the targets
and responses at neighboring levels (x3, x6, x11). However, the non-closure of variables
is inadmissible in industrial applications. To thoroughly eliminate the system deviations,
we recalculated the results of the ATC method through the MDF integral model with their
local design variables in each element. The values of the variables which lead to system
deviations are selected according to two principles. For the linking variables, the values
at the lower level (refer to bigger i) and at the previous element (refer to smaller j) are
prioritized. For the targets and responses between the neighboring levels, the local values
are not adopted while the values are calculated by the related elements at lower level.

Table 2. Results of the mathematical test.

Optimization
Method

Theoretical
Solution

MDF with
NLPQL

MDF with
MIGA

ATC with
NLPQL

ATC with
MIGA

x1 2.8355 2.8359 2.8429 2.8436 2.8945
x2 3.0901 3.0928 3.0857 3.0828 3.0443
x3 2.3559 2.3561 2.3768 2.3660 2.4308
x4 0.7598 0.7594 0.7786 0.7598 0.7630
x5 0.8704 0.8700 0.8851 0.8695 0.8671
x6 2.812 2.8118 2.7976 2.8044 2.7625
x7 0.9402 0.9399 0.9546 0.9397 0.9403
x8 0.9719 0.9716 0.9653 0.9733 0.9804
x9 0.8651 0.8652 0.8564 0.8552 0.7999
x10 0.7965 0.7959 0.7696 0.7894 0.7488
x11 1.3012 1.3010 1.2906 1.2956 1.2653
x12 0.8409 0.8404 0.8492 0.8407 0.8411
x13 1.7627 1.7631 1.7473 1.7589 1.7363
x14 1.5492 1.5488 1.5450 1.5445 1.5194
f 17.5887 17.6077 17.6036 17.5898 17.6457

g1 −0.0000 −0.0000 −0.0002 −0.0001 −0.0004
g2 −0.0000 −0.0000 −0.0001 +0.0001 −0.0013
g3 −0.0000 −0.0000 −0.0004 +0.0001 +0.0000
g4 −0.0000 −0.0000 −0.0002 +0.0002 +0.0000
g5 −0.0000 −0.0000 −0.0005 −0.0003 +0.0000
g6 −0.0000 −0.0000 −0.0001 −0.0001 +0.0000

2.3.2. Algorithm Comparison: MIGA and NLPQL

In terms of the MDF method, MIGA achieves a smaller objective function while the
constraint values of NLPQL have smaller distance (less than −0.0001) away from the
boundary (0.0000), which indicates that MIGA represents more effectiveness in global
searching. Since the problem of LV design has a much higher non-linear degree than
this example, MIGA is considered a better optimization method to be applied. For the
ATC method, MIGA acquires only 0.32% increment compared to the NLPQL algorithm,
which also proves the feasibility of MIGA as an algorithm on a multi-level system with
ATC decomposition.

2.3.3. Comparison of MDO Methods: ATC and MDF

Based on the reasonable results produced by MIGA and NLPQL, the quadratic penalty
function is proved to be suitable for ATC consistency constraints. At the same convergence
precision of optimization and consistency constraints, the results of ATC obtain proper
optimal targets (17.5898 with NLPQL and 17.6457 with MIGA), both of which have less than
3% difference from the theoretical value (17.5887). As mentioned above, the recalculation
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thoroughly eliminates the system deviations and obtains results slightly different from
the original results of ATC. Another obvious effect of recalculation is that the original
ATC results are well satisfied with the constraints, while parts of the constraints slightly
overflow (but no more than +0.0002) because of the recalculation. The dissatisfaction can
be tolerated in engineering design when these constraints are weak constraints, allowing
exceeding of the boundary slightly after recalculation.

2.3.4. Efficiency of ATC Method

Figure 5 shows the convergence iterations of the ATC cycle with MIGA. Fourteen
cycles proceed with ATC decomposition, which increases the calculation burden of global
optimization. However, the application of the ATC method can realize parallel calculation
of elements at a lower level at the same time. Each element has a smaller analysis scale (one
formula at the child level and two formulas at the parent level) than the entire MDF analysis
scale (four formulas). Thus, the model with a smaller scale enables the optimization of
each element (at each level) to be simpler in ATC elements than that in MDF, which means
that the calculation burden from ATC decomposition may be solved through the small
element scale and the parallel calculation. This implies that when the system hierarchy
and discipline structure become more complex, ATC is a possible method to solve the
multi-level MDO problem and MIGA is an effective and precision-acceptable algorithm for
both MDF and ATC methods.
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3. Analysis Modules for the Overall Design of LV Powered by HRMs
3.1. LV Configuration

Figure 6 illustrates the baseline configuration of LV powered by three stages of
HRMs [13]. A no-wing aerodynamic shape is selected. Two inter stage cabins are used to
connect the three HRMs. A payload and its adapter, electronic avionic devices and attitude
control systems are installed in a head module. Advanced composite materials, such as
carbon fiber composite, aluminum alloy and titanium alloy, are adopted to reduce the total
structure weight.
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3.2. Multi-Level and Multi-Discipline Characteristic Analysis of LV Design

Three stages of HRMs constitute the LV’s main body structure. Different from the
strong coupling between each body structure in the design of a single-stage aircraft or an
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automotive vehicle, LV joins each motor stage with inter-stage sections, which have loose
restrictions in size and other coupled parameters. In particular, all motor stages have the
same design logic when the propulsion systems are of the same type. Accordingly, in the
practical design process, with the technical requirements given by the overall design results,
the three stages will be designed and then their performances will be returned to overall
design as feedback, as shown in Figure 7, where Ri means the requirement with regard to
the subsystem, and Pi is the performance of the subsystem. Therefore, the LV design shows
obvious multi-level characteristics, in which the overall design is a system level process
while the motor stage designs are subsystem level processes.
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Apart from the multi-level characteristic, the design of LV also involves many disci-
plines. In the system level, the overall mass, size and trajectory parameters are required
to obtain the final orbit parameters; thus, the aerodynamic performance estimation and
trajectory simulation are needed. In the subsystem level, the propulsion performance and
the mass of the stage are more concerned; thus, the propulsion and stage structure design
are needed. Therefore, the discipline analysis model, including propulsion, structure,
aerodynamic and trajectory, are established as the basis of the design optimization.

3.3. Propulsion

The propulsion model for the HRM design includes three main modules: the grain
design, the preliminary design of the thrust chamber and the interior ballistic simulation
according to Ref. [12]. Figure 8 shows the general process of HRM design. Through the
propulsion model, the average chamber pressure pc, the average specific impulse Isp, the
average thrust F, the motor operating time tmotor and the other propulsion performance
parameters are computed from the initial design parameters, including initial thrust Fini, ini-
tial oxidizer to fuel ratio OFini, nozzle expansion ratio ε and initial grain shape parameters,
such as the diameter of the grain Df and the thickness of the grain e.

Specifically, a tube-shaped grain is chosen as the grain shape for its stably enlarging
burning. As oxidizer and fuel, 98%H2O2 and HTPB, respectively, are used in this study
because of their high specific impulse and non-toxicity. The equilibrium flow is considered
in the interior ballistic simulation and the chamber pressure pc can be obtained as

pc = peq −
.
rc∗Vc

AtRTf

dpc

de
=

( .
m f +

.
mo

)
c∗

At
−

.
rc∗Vc

AtRTf

dpc

de
(5)

where peq is the equilibrium pressure,
.
r is the regression rate of the fuel grain, c* is the

characteristic velocity provided by thermodynamic calculation, Vc is the free volume of
chamber (or chamber inflation volume), R is the specific gas constant, Tf is the propellant
burning temperature, ṁo is the mass flow rate of the oxidizer, ṁf is the mass flow rate of
the fuel and At is the nozzle throat area. While a design altitude is given to determine the
external pressure of the nozzle, a reasonable average thrust is acquired at each stage of
the HRM.
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Further, Ref. [13] provides the validation of the internal ballistic simulation model of
the HRM comparing with the data of HRM firing tests, which indicates that the model can
be used as the basis for the overall design of HRM in the paper.

3.4. Structure

The baseline configuration of the LV is shown in Figure 6. Three HRMs make up the
main structure of the LV. Apart from them, the mass and dimension of the other components,
including payload adapters, electronic avionics device and attitude control equipment,
inter-stages and tail cabin, are set as constant values based on engineering experience.

As Figure 9 shows, six components are concerned in a typical HRM system, including a
gas bottle, an oxidizer tank, a set of connecting pipe and valve, a thrust chamber (including
head, panel, fuel grain and chamber case), a nozzle and a skin [13]. The first and second
stages adopt the tandem structure of gas bottle, oxidizer tank and chamber for a minor
diameter, while the third stage adopts the parallel structure to reduce the length to the
diameter ratio. The main dimension and mass parameters of the HRM components are
deduced from the propellant mass and the pressure relationship among the chamber, the
oxidizer tank and the gas bottle.
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3.5. Aerodynamics

The 1976 U.S. standard atmosphere model is coded in the aerodynamic module to
obtain the atmosphere characteristics [31]. A small attack angle assumption is used to
calculate the aerodynamic force, while the approximation aerodynamic formulas of “Titan
II” rocket varying with the Mach number [32] are applied to acquire the drag coefficient CD
and the lift coefficient CL.

3.6. Trajectory

A three-degrees-of-freedom (3DOF) point trajectory is implemented in the trajectory
simulation. Until the payloads are released into the orbit, a four-phase flight strategy
powered by HRM, including a vertical taking-off phase, a program turn phase, a zero-
attack-angle flight phase and a program pitch phase, is adopted. The pitch angle ϕ, the
attack angle α and the trajectory tilt angle ϑ of the four phases can be obtained with
Equation (6).

α = 0, ϕ = π
2

α(t) = 4αmaxec(tendver−t)
(

ec(tendver−t) − 1
)

, ϕ = ϑ + α, tan ϑ =
vy
vx

α = 0, ϕ = ϑ, tan ϑ =
vy
vx

ωϕ = dϕ(t)
dt = const

(6)

where αmax is the maximum attack angle during the program turn phase, c is the control
parameter of the attack angle during program turn phase, tendver is the end time of the ver-
tical take-off phase, t is the flying time, vy is the velocity in the y-direction, vx is the velocity
in the x-direction and ωϕ is the pitch angular velocity during the program pitch phase.

Moreover, a free glide phase without power is considered after the second stage flight
to turn the velocity direction from the radial direction to the tangential direction of the
required orbit, and the control equation is

ϕ = ϑ (7)

The state variables of the LV during the flight phase mainly include the time after
launching, velocities in three directions, positions in three directions, attack angle, pitch
angle, path angle, total mass and dynamic pressure. The 3DOF kinematical and dynamical
differential equations are applied in trajectory simulation and the numerical solutions of
the state variables at different times are acquired. Then, a feasible time-varying trajectory
is generated.

Further, Refs. [12,13] provide more details about the analysis modules of the HRM and
LV overall design and it should be noted that the analysis modules above are preliminary
and generally sufficient in the LV early design phase.

4. Design Optimization
4.1. Target, Design Variables and Constraints

In this paper, the mission of the LV is to insert a 100 kg payload into a 300 km circle
orbit. The overall take-off mass m0 is set as the optimal target since it is not only an impor-
tant performance parameter of LV, but also has a direct effect on the total cost. The initial
thrust to weight ratio FMi of each stage, length to diameter ratio LD, the relative error of
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orbit height ∆H and the eccentricity eorb are selected as constraints in order to comprehen-
sively consider the requirements of acceleration performance, aerodynamic configuration,
structural strength and orbit parameters. To protect the payload, the maximum lateral and
longitudinal overload, Nxmax and Nymax, and the maximum dynamic pressure qmax are also
considered as constraints. Therefore, the mathematical model of the design optimization is
shown as Equation (8), where x is the vector of design variables.

find x
min f (x) = m0
s.t. g1(x)= 1.3− FM1 ≤ 0

g2(x)= 1.5− FM2 ≤ 0
g3(x)= 2.0− FM3 ≤ 0
g4(x)= (13.0 − LD)(21.0− LD) ≤ 0
g5(x)=|∆H|−0.05 ≤ 0
g6(x) = eorb − 5× 10−4 ≤ 0
g7(x) = Nxmax ≤ 16g
g8(x) = Nymax ≤ 1g
g9(x) = qmax ≤ 0.1MPa

(8)

According to Section 3.3, Table 3 shows the selected design variables of the LV de-
sign and their ranges, which are imported into the propulsion discipline to calculate the
propulsion performance.

Table 3. The range of design variables of LV design.

Design Variable Lower Limit Upper Limit

Df1 (m) 1.35 1.55
e1 (m) 0.08 0.15

Fini1 (kN) 240 340
OFini1 2.5 5.5

ε1 0 50
Df2 (m) 0.75 1
e2 (m) 0.07 0.12

Fini2 (kN) 65 75
OFini2 2.5 5.5

ε2 50 100
Df3 (m) 0.35 0.5
e3 (m) 0.06 0.16

Fini3 (kN) 26 29
OFini3 2.5 5.5

ε3 50 100

4.2. ATC Method

In this paper, the ATC design model of LV is decoupled hierarchically based on motor
stages. This study also proposes two levels—a system level and a subsystem level—on the
basis of the multi-level characteristic of LV design detailed in Section 3.1. As mentioned,
ATC has been used in the design of single-stage aircraft such as supersonic business jets,
where the ATC framework is decomposed by disciplines (one discipline in each element),
as Figure 10 shows. However, multi-stage LV has the characteristic of containing several
motor stages with the same design disciplines. In particular, all motor stages have the
same design logic if the propulsion systems are of the same type. Moreover, different
from strong coupling between each structure in the design of a single-stage aircraft or an
automotive vehicle, the rocket joins each motor by inter-stage sections, which indicates that
the coupling in size is relatively loose, and there are fewer other coupling relationships at
the same time. Thus, a stage-divided ATC framework is established, as shown in Figure 11.
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4.2.1. Global Configuration

The hierarchically decomposed optimal framework of LV design includes the de-
composed information of hierarchical relationships, element communications and inter-
disciplinary couplings. Specifically, in the system level, V is the actual velocity and H
refers to the actual height. M, MpEff, F, Isp, D and L refer to the mass, effective propellant
mass, average force, average specific impulse, diameter and length of each motor stage,
respectively. Moreover, in the subsystem level, FD is the drag force, FL is the lift force,
pcmax is the maximum chamber pressure, Lf is the length of the fuel grain and subscript i
represents the stage number.

4.2.2. System Level

The multidisciplinary analysis indicates that a strong coupling happens between
aerodynamics and trajectory, as well as between propulsion and structure. Moreover,
trajectory is a discipline that requires the results of every other discipline as the inputs.
The only element at the system level contains trajectory and aerodynamics and provides
targets for elements at the subsystem level. The current attack angle and velocity are strong
coupling between aerodynamics and trajectory and are provided in aerodynamics during
the trajectory simulation. The drag force and the lift force are calculated and fed back into
the trajectory. Moreover, Figure 11 demonstrates that no local variable is imported at the
system level.
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4.2.3. Subsystem Level

As Figure 11 shows, elements at the subsystem level are divided into three HRM
stages. Each element has five local variables, including the outer diameter of the grain, the
thickness of the grain, the initial force, the initial oxidizer to fuel ratio and the expansion
ratio of the nozzle. Through propulsion discipline, the performance of the HRM is obtained
and interdisciplinary variables are given into the structure discipline for mass and size
calculation. At the subsystem level, the responses of each element for the upper level
are the average specific impulse, the average force at design altitude, the total mass, the
effective propellant mass, the outer diameter and the total length of each motor stage. The
maximum values of the outer diameter and length of the LV at the current time are used
for aerodynamic calculation.

4.2.4. System Deviations

System deviations derive from two aspects: the linking variables (referring to the
same variable in different elements) at the same level and the responses and targets at
neighboring levels. On account of the high independence degree between each HRM stage,
there is no same design variable between two elements at the subsystem level. However, 18
coupling parameters between the system level and the subsystem level require consistency
constraints. These coupling parameters are all responses at the subsystem level, which
represent the results of the HRM design. Table 4 provides a reasonable deviation limit based
on LV design experience. Percentage limits are applied to those parameters which have
different orders of magnitude in different stages, while constant value limits are applied to
other parameters with less variation in value in different stages. Under some circumstances,
while the design of HRM is deemed a better result at the subsystem level than at the system
level in terms of a specific parameter, the value of the deviation of the parameter is set to
zero, which means it absolutely satisfies the deviation limits. For instance, the subsystem
level provides a smaller total mass, a bigger effective propellant mass, a bigger average
thrust and a bigger average specific impulse than that of the system level.

Table 4. Parameter deviation limits of the LV design.

Stage Total Mass
Effective

Propellant
Mass

Average
Specific
Impulse

Average
Force Diameter Length

1st ±1.25% ±1.25% ±3% ±10% ±0.010 ±1.500
2nd ±1.25% ±1.25% ±2% ±6% ±0.005 ±1.250
3rd ±0.50% ±0.25% ±1% ±3% ±0.003 ±0.500

4.2.5. ATC Mathematical Model

Considering the calculation amount of the trajectory simulation, it is not cost-effective
to search for a trajectory for every point during LV design iteration history. Therefore,
some approaches are proposed to solve the problems of staging optimization and trajectory
optimization separately [33,34]. In this context, a two-phase design optimization [13]
is used to improve design efficiency under the ATC framework. In the first phase, the
ATC decomposition and orbit capacity calculation (OCC)-based design optimization is
carried out. The velocity increment of the LV is obtained with the Tsiolkovsky rocket
equation considering velocity loss caused by air drag and gravity effect instead of the
time-consuming trajectory simulation. The detailed structure parameters (including size
and weight) and propulsion performance are acquired through the design optimization
in this phase. However, an over-conservative or over-aggressive result will be produced
if the estimated value of the velocity loss is too large or too small. Therefore, an extra
trajectory optimization is needed to provide a feasible trajectory based on a given LV design.
In the second phase, a scheme trajectory verification (STV)-based design optimization is
applied to verify the feasibility of the velocity estimation at the OCC phase through a 3DOF
trajectory simulation, where the detailed flight parameters are obtained.
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A. OCC-based design optimization phase

To achieve an adequate velocity for the required orbit, the actual velocity increment
Vact at the shutdown point should be bigger than the theory velocity increment Vorb needed
at the index orbit height and it is added to the constraints. Since there is no trajectory
simulation in this phase, constraints of the trajectory are not considered. Figure 12 shows
the mathematical model in each element both at the system level and at the subsystem
level, where superscripts U and L refer to the contrast value from the upper and lower
levels. For a better rocket motor, the objective of the element optimization at the system
level is the minimization of the take-off mass as well as consistency in system parameter
deviations, while the objective of each element optimization at the subsystem level is the
minimization of the consistency deviation.
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B. STV-based design optimization phase

Five design variables are chosen in the STV-based design optimization phase as
Equation (9) shows, including the maximum attack angle during the program turn phase,
the control parameter of attack angle during the program turn phase, the fixed pitch angular
velocity during the second and third stage flight ωϕ2 and ωϕ3 and the free glide time tglide
after the second HRM shutdown. The objective of the optimization is to minimize the final
orbit eccentricity. To successfully enter the orbit, constraints of the trajectory are used in
this phase as Equation (9) shows, where Horb corresponds to the target height of the orbit.

find x= [αmax, c, ωϕ2, ωϕ3, tglide]
min f (x) = eorb
s.t. g6(x) = ∆H/Horb ≤ 5%

g7(x) = eorb ≤ 5× 10−4

g8(x) = Nxmax ≤ 16g
g9(x) = Nymax ≤ 1g
g10(x) = qmax ≤ 0.1MPa

(9)

4.3. MDF Method

As a contrast, the two-phase design optimization strategy, as Section 4.2.5 shows, is
also adopted in this part based on the MDF method. Moreover, the design variables, target
and constraints of the optimization are exactly the same as the ATC method. At the first
design phase (OCC-based design optimization phase), a serial design strategy is used as
shown in Figure 13. The corresponding MDF mathematical model is shown in Equation (10).
The mathematical model of the second phase (STV-based design optimization phase) is the
same as the ATC one in Section 4.2.5.
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

find x= [Dfi, ei, Finii, εi, OFinii] i = 1, 2, 3
min f (x) = m0
s.t. g1(x) = Vorb −Vact ≤ 0

g2(x)= 1.3− FM1 ≤ 0
g3(x)= 1.5− FM2 ≤ 0
g4(x)= 2.0− FM3 ≤ 0
g5(x)= (13.0 − LD)(21.0− LD) ≤ 0

(10)
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5. Results and Discussion

Both of the above methods are compared in terms of their performance in LV design
optimization. Each stage of HRM is described in detail in order to investigate the per-
formance of HRM. We also use the trajectory performance to verify each optimal design
scheme. Relative difference (RD) is the most common measurement used in this section
and the MDF results function as the control group, similar to the practice in Ref. [13].

5.1. Comparison of the Two MDO Methods

Table 5 shows the optimal results of the two methods, including MDF and ATC. To
eliminate the system deviations, the design results of ATC are recalculated in the same way
as in Section 2.3. Each method shows the feasibility by providing a reasonable solution and
thus ATC is proved to be a feasible method applied to the LV overall design. The difference
in target m0 between the two methods does not exceed 0.4%, which indicates that the ATC
method also has the ability to provide an optimal LV design. The ATC solution achieves a
value of actual velocity increment Vact 0.9% higher than that of the MDF solution, which
indicates that the ATC method obtains a more conservative design. The results of FM using
the ATC method show a better capacity of acceleration in the first and third stage flight,
which is more beneficial for reducing the burning time of the motor. The results of LD prove
that both solutions have a suitable geometrical profile for both structure and aerodynamics.

Table 6 demonstrates the actual system deviation value of the ATC method, which
satisfies all the convergence limits in Table 4. If the circumstances mentioned in Section 4.2.4
are satisfied, we label ‘0′ as the favorable deviation, which can be accepted because of the
‘better HRM performances’.

5.2. HRM Performance Analysis

Table 7 shows the main performance of the HRM at each stage using the two MDO
methods separately. Each HRM in a different element at the subsystem level successfully
realizes parallel calculation at the same time. As the optimal results show, the RDs of the
mass and effective propellant mass at each stage do not exceed 2.5% and 3.2%, respectively.
Moreover, the RDs of stage diameter at each stage do not exceed 2.8%. In addition, it is
obvious that all the RDs of stage length and stage diameter have negative correlations,
which implies that the optimal designs using the same MDO method have a similar scale
variation trend. By using the definite propellant formulation and at the same design
altitude, nearly the same average specific impulses can be achieved and it is also close to
the optimum value of 98% H2O2/HTPB combination. This verifies that the average specific
impulse is a parameter related to the propellant physical properties, but not significantly
related to the initial oxygen to fuel ratio, the expansion ratio of the nozzle and the chamber
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pressure. Moreover, the RDs of working time and the average force also have negative
correlations, which reveals that the optimal designs of the two MDO methods tend to be
the same scale in terms of the effective propellant mass and total mass at each stage, since
the total impulse of the force and time tends to be constant.

Table 5. Optimal results of LV design using the two different methods.

Parameter MDF ATC RD

Df1 (m) 1.4007 1.3693 −2.2%
e1 (m) 0.0992 0.1011 1.9%

Fini1 (kN) 249.6040 274.9950 10.2%
OFini1 4.06 4.13 1.7%

ε1 42.0 42.3 0.7%
Df2 (m) 0.7597 0.7864 3.5%
e2 (m) 0.1175 0.1114 −5.2%

Fini2 (kN) 71.7904 70.6213 −1.6%
OFini2 3.14 3.43 9.2%

ε2 74.4 76.4 2.7%
Df3 (m) 0.3699 0.3674 −0.7%
e3 (m) 0.1258 0.1210 −3.8%

Fini3 (kN) 26.702 28.3915 6.3%
OFini3 2.69 3.22 19.7%

ε3 86.0 99.3 15.5%
m0 (kg) 16224 16285 0.4%

Vact (m/s) 7727.3 7800.16 0.9%
FM1 1.56 1.71 9.6%
FM2 1.51 1.50 −0.7%
FM3 2.74 3.03 10.6%
LD 19.87 20.65 3.9%

Table 6. System deviation values of ATC method.

Stage HRM
Mass

Effective
Propellant

Mass

Average
Specific
Impulse

Average
Force Diameter Length

1st 0.01% 0 0.81% 0 0 0.073
2nd 0.31% 0 0.27% 5.59% 0.003 0.705
3rd 0 0.09% 0 0 0 0.129

Table 7. HRM performance at each stage.

Stage Parameter MDF ATC RD

1st

HRM mass (kg) 11,248 11,325 0.7%
Effective propellant mass (kg) 10,140 10,215 0.7%

Stage diameter (m) 1.4157 1.3843 −2.2%
Stage length (m) 14.4217 14.7170 2.0%

Average specific impulse (m/s) 2843 2843 0.0%
Working time (s) 116.38 106.46 −8.5%

Average force (kN) 247.69 272.75 10.1%

2nd

HRM mass (kg) 3970 3976 0.2%
Effective propellant mass (kg) 3439 3439 0.0%

Stage diameter (m) 1.1187 1.0873 −2.8%
Stage length (m) 8.8585 8.9214 0.7%

Average specific impulse (m/s) 3103 3113 0.3%
Working time (s) 144.20 146.67 1.7%

Average force (kN) 73.83 72.86 −1.3%
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Table 7. Cont.

Stage Parameter MDF ATC RD

3rd

HRM mass (kg) 871 849 −2.5%
Effective propellant mass (kg) 692 670 −3.2%

Stage diameter (m) 1.1187 1.0873 −2.8%
Stage length (m) 2.7649 2.9928 8.2%

Average specific impulse (m/s) 3132 3132 0.0%
Working time (s) 82.91 75.48 −9.0%

Average force (kN) 26.06 27.92 7.1%

5.3. 3DOF Trajectory Verification

The 3DOF trajectory calculation is the second phase in the two-phase optimization
strategy, which is also regarded as a reasonability verification of the velocity increment
estimation. MIGA is also used in this verification to choose a suitable set of design variables.
For the index of the 300 km circle orbit, the ranges of design variables and the optimal
results are all shown in Table 8. According to the optimal results, the ATC method achieves
a smaller error of orbit height (only 0.27%) compared with the MDF method (4.9%), while
the orbit eccentricity of the ATC method is larger (3.12 × 10−4 compared with 1.22 × 10−5

for the MDF method). Considering both of the parameters, this indicates that the optimal
results of the ATC method show higher orbit injection accuracy. In terms of the velocity
increment Vact, the maximum error between the result of trajectory verification and the
result of velocity estimation does not exceed 0.8%, which shows that the two-phase opti-
mization strategy is feasible and efficient in the LV design process. Moreover, the difference
in take-off mass m0 of the two methods is relatively small and the result corresponds to the
lightest mass of the HRM-powered LV needed to enter the index orbit.

Table 8. Ranges of design variables and optimal results of trajectory simulation.

Parameter αmax (◦) c ωϕ2 (◦/s) ωϕ3 (◦/s) tglide (s) ∆H/Horb eorb Vact (m/s) m0 (kg)

Lower limit 0.0 0.0 0.00 0.00 80.0 - - - -
Upper limit 3.0 2.0 0.35 0.20 300.0 - - - -

MDF solution 2.94534 0.79515 0.21604 0.12652 113.13 4.09% 1.22 × 10−5 7740.7 16,224
ATC solution 2.82847 0.05908 0.04335 0.14684 151.54 0.27% 3.12 × 10−4 7735.7 16,285

Parameter Nxmax (g) Nymax (g) qmax (MPa)

Lower limit – – –
Upper limit – – –

MDF solution 8.08 0.16 0.037
ATC solution 8.19 0.47 0.047

Figure 14 reveals that both optimal designs of the MDF method and the ATC method
process a feasible scheme trajectory. As Figure 14a shows, both designs need no more than
500 s to enter the orbit, while the ATC design needs more time to achieve the final velocity.
For the first and second stage flight, ATC design reaches a faster speed within smaller
flying time, proving a better acceleration quality than that of the MDF design. However,
too fast acceleration performance in ATC design results in a lower height at the end of
second stage flight, as shown in Figure 14b. Thus, this leads to the longer time at the free
glide stage in the ATC design than in MDF design, which directly causes the longer time to
reach the payload releasing point. Correspondingly, in terms of the distribution of velocity
increment at each stage, the ATC method tends to allocate more velocity increment to the
first and second stage flight. The velocity of ATC method when the first HRM shuts down
is 8.7% higher than that of MDF method, while the value is 5.5% when the second HRM
shuts down.
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According to Figure 14c, ATC design processes a smoother turn in the program turn
phase. Compared with the MDF method, the ATC method gives a longer turning time
while the maximum angle of attack is similar, which leads to a rapid decline in tilt angle
at the first stage flight, as Figure 14d shows. Thus, at the end of the first stage flight, the
tilt angle of the ATC method is reduced to about 30◦, while that of the MDF method is
about 38◦. At the same time, the angular rate of pitch angle at the second stage given
by ATC method (0.04335◦/s) is significantly smaller than that given by the MDF method
(0.21604◦/s), which slows down the downward trend of tilt angle. The tilt angle of the ATC
method (12.8◦) is similar to that of the MDF method (11.7◦) when the second HRM shuts
down. This difference in flight strategy leads to altitude of the ATC method being lower in
the middle of the flight, which is consistent with the result presented in Figure 14b. ϑk-t
curves in Figure 14d also indicate that both designs process a good performance for the
smooth injection, based on a similar third HRM design.

6. Conclusions

In this paper, the ATC methodology was successfully applied to the LV overall design.
A mathematical example was used to verify the feasibility of MIGA in non-linear multi-
level design optimization. The present study established an ATC-decomposed multi-level
and multi-disciplinary framework for LV overall design and this hierarchical framework
was calculated using a two-phase design optimization strategy.

The optimization performance of ATC with MIGA was verified through the mathemat-
ical example and the quadratic penalty function method and recalculation was feasible for
the ATC methodology. The ATC system decomposition was based on the interactive design
mode of the aerospace department and provides complete digital design at the preliminary
phase. The proposed hierarchical ATC framework decomposed according to the rocket
stage was feasible for the multi-stage LV design problem and the optimization process
was effective. The two-phase design optimization strategy, including an OCC phase and
an STV phase, was proven to be feasible when considering the ATC process. The results
show that HRMs have the potential to be applied as the propulsion system for a small
payload at low earth orbit. Compared with the MDF method, the ATC method shows a
capacity of parallel computing without nonhierarchical target–response coupling. Thus, the
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ATC method possesses the potential ability of efficiency improvement through reasonable
system decomposition.

However, further study is still needed to solve the rational consistency constraints in
the ATC method, which will cause convergence difficulty if it is too small or will cause
too large an error by recalculating (in order to completely eliminate deviations of linking
variables) if it is too big. Moreover, as the above research focuses on the preliminary design
phase of the LV, the applicability of the methodology above in a high fidelity analysis model
also needs further exploration.
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