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Abstract: In civil engineering and building construction, the earthwork volume calculation is one of 
the most important factors in the design and construction stages; therefore, an accurate calculation 
is necessary. Moreover, because managing earthworks is highly important, in this study, a three-
dimensional (3D) model for earthwork calculation and management was performed using an un-
manned aerial vehicle (UAV) and an RGB camera. Vertical and high-oblique images (45°, 60°, and 
75°) were acquired at 50 and 100 m heights for accurate earthwork calculations and a 3D model, and 
data were generated by dividing the images into eight cases. Cases 1–4 were images acquired from 
a height of 50 m, and cases 5–8 were images acquired from a height of 100 m. (case 1: 90°, case 2: 90° 
+ 45°, case 3: 90° + 60°, case 4: 90° + 75°, case 5: 90°, case 6: 90° + 45°, case 7: 90° + 60°, case 8: 90° + 
75°). Three evaluations were performed on the data. First, the accuracy was evaluated through 
checkpoints for the orthophoto; second, the earthwork volumes calculated via a global positioning 
system and UAV were compared; finally, the 3D model was evaluated. Case 2, which showed the 
lowest root mean square error in the orthophoto accuracy evaluation, was the most accurate. Case 
2 was the most accurate in the earthwork volume evaluation and 3D model compared to other cases. 
Through this study, the best results were obtained when using a vertical image and a high-oblique 
image of 40 to 50° when generating a 3D model for earthwork volume calculation and management. 
In addition, if the UAV is not affected by obstacles, it is better to shoot at about 50 m or less than to 
shoot the UAV height too high. 
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1. Introduction 
During construction, the earthwork amount is a very important factor in determining 

construction costs in the design and construction stages; hence, accurate measurements 
are necessary [1]. Currently, earthwork volume is calculated using methods such as total 
station surveying and global navigation satellite system (GNSS) surveying, and with nu-
merical elevation models made through remote sensing, either directly or using an earth-
works calculation program [2–4]. Additionally, to systematically measure and manage the 
earthwork volume, a technology capable of measuring and analyzing various data in real-
time at the construction site is required. A measurement method (using a total station and 
GNSS) is used in the existing earthwork volume analysis, but it is inefficient because it 
takes significant time and manpower [5]. There have been many studies on the construc-
tion of the topography of mining areas using UAV, but there are not many studies on the 
exact calculation of the earthwork volume [6–9]. Remote sensing methods, such as aerial 
photogrammetry, have disadvantages in terms of cost and accuracy. 
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Recently, as various sensors for unmanned aerial vehicles (UAVs) and the UAVs 
themselves have been developed and improved, data with high temporal and spatial res-
olutions can be easily acquired. Various studies on orthophoto and digital surface model 
(DSM) generation, precision agriculture, change detection, and temperature measure-
ments are currently being conducted using UAVs [10–14]. Moreover, the battery perfor-
mances of UAVs have considerably improved; except for the weather constraints, it is 
possible to measure repeatedly, two-dimensionally (2D) and three-dimensionally (3D) 
[15]. Additionally, because the camera angle can be adjusted in a UAV, 3D models are 
possible using high-oblique images [16]. Because accurate topographical information can 
be generated for 2D and 3D analyses, UAV imagery can assist in site development by 
acquiring 3D earthwork data and calculating earthwork volume. 

Several studies related to earthwork sites and volume estimations using UAVs have 
been conducted. Hugenholtz et al. analyzed earthwork volumes using UAVs [2]. Seong et 
al. compared soil volume measurements using a GNSS, total station, and UAV data for a 
small area [17]. Ronchi et al. analyzed the relationship between earthworks and cut sur-
faces using light detection and ranging for UAVs and multispectral sensors [18]. Kim et 
al. used unmanned aerial vehicles (UAVs) to evaluate changes in the topographies of min-
ing sites and the possibility of mountain restoration [19]. Kim et al. performed design ver-
ification and earthwork planning operations by utilizing an integrated approach of UAV-
based point cloud and BIM (building information model) [20]. Siebert and Jochen gener-
ated a 3D map of a civil engineering survey site using a UAV to analyze safety require-
ments, construction equipment, and earthwork progress tracking for sloped areas [21]. 
Tucci et al. calculated the waste volume for the waste site using a UAV and compared and 
evaluated it using vertical and oblique images [22]. Filkin et al. calculated waste volume 
using UAVs to estimate waste stockpiles in landfills [23]. 

In previous studies, only vertical images were mainly used when measuring earth-
work volume using UAVs [2,5,17,23,24]. There was also a study on the estimation of waste 
volume using vertical and inclined images, but the study was conducted by acquiring 
only 30° oblique photos instead of various angles [22]. Various studies have been con-
ducted using high-oblique images taken by UAVs [25–30]. Using high-oblique images 
captured by UAVs, precise 3D terrain construction was possible. Through this, high-
oblique images were also taken at construction and earthwork sites to conduct research 
on constructing 3D topographic data. However, when calculating the earthwork amounts, 
studies on the calculations of earthwork amounts using high-oblique images and accuracy 
evaluations were insufficient. In addition, studies comparing high-oblique images accord-
ing to the height of UAV imaging when calculating the earthwork amount were insuffi-
cient. There have also been studies using high-oblique images when constructing topo-
graphic data at mining and earthworks sites but studies on various camera angles are 
insufficient. As mentioned earlier, the earthwork amount was calculated by using only 
vertical images in the previous study. When constructing a 3D model for earthworks, a 
high-oblique image was used, but the accuracy according to the camera angle was not 
evaluated using an arbitrary camera angle. In addition, since the accuracy of the 3D model 
may vary depending on the height, it is necessary to evaluate the accuracy according to 
the height and angle. In this study, the accuracies of the earthwork volume calculation 
and the 3D model were evaluated by fusing vertical images and various high-oblique im-
ages, which were previously insufficient when calculating the earthwork amount and con-
structing a 3D model. Moreover, since the accuracy can vary depending on the height of 
the UAV shooting, we evaluated the earthwork volume calculation and the 3D model by 
varying the UAV shooting height. In this study, comparison and evaluation studies were 
tested on the construction of earthwork volume and topographic data using vertical im-
ages and various high-oblique images (45°, 60°, and 75°) at two flying heights (50 and 100 
m). Furthermore, because 3D topographic data are useful for managing earthwork vol-
umes in building construction, this study evaluated the 3D model that was not generated 
in previous studies. 
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2. Materials and Methods 
As shown in Figure 1, we evaluated the earthwork volume and 3D model by selecting 

the research site, acquiring UAV data at various angles, and using global positioning sys-
tem (GPS) data. 

 
Figure 1. Research flow chart. 

2.1. Study Area and Equipment 
A civil engineering (reservoir construction) site at the Korea Rural Community Cor-

poration, located in Hwaseo-myeon, Sangju-si, Gyeongsangbuk-do, Republic of Korea, 
was selected as the study site (latitude: 36.451, longitude: 127.926). The land cover at the 
study site was composed of soil and gravel, and the construction of the reservoir and em-
bankment was completed at the time of data acquisition. The total area of the study site 
was about 0.02 km2. The earthwork volume calculation did not provide any information 
on the embankment in the target area. Hence, the data were measured from an area that 
could be verified with the naked eye. 

Inspire 1, a rotary wing UAV manufactured by DJI (Shenzhen, China), and Zenmuse 
X3, a dedicated camera for Inspire 1 manufactured by DJI, were used as the sources of 
UAV photography in this study. The Inspire 1 and Zenmuse X3 were released in 2014, 
and although they are more than 9 years old, they are still widely used in photogrammetry 
surveying studies and construction sites [31–33]. The Inspire 1 UAV weighs 2935 g and 
has a top speed of 22 m/s, a maximum flight altitude of 4500 m, and a maximum wind 
speed resistance of 10 m/s. When the battery was optimal, it flew for approximately 18 
min. Zenmuse X3 weighs 293 g and has a maximum image size of 4000 × 3000 pixels, a 
lens diagonal field of view of 94°, and a focal length of 3.61 mm. The wide-angle lens field 
of view (FOV) was slightly smaller than that of the human eye. However, this view is 
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sufficient, considering that the drone has a low imaging altitude and is inexpensive com-
pared to a survey camera [34] (Table 1). Furthermore, the hovering position of Inspire 1 
was extremely accurate when the GNSS was connected. Even when disconnected, the 
hovering accuracy of the GNSS is 2.5 m horizontally and 0.5 m vertically through visual 
positioning, making it possible to produce stable images [35]. Acquiring oblique and ver-
tical images is also possible owing to the adjustable camera angle of Inspire 1. 

Table 1. Specifications of Inspire 1 and Zenmuse X3. 

UAV RGB Camera 
Inspire 1 Zenmuse X3 

Weight 2935 g Resolution 4000 × 3000 
Flight  

altitude 
Max: 4500 m Pixel  

size 
1.561 × 1.561 μm 

Flight  
time Max: 18 min FOV 94° 

Speed Max: 22 m/s 
Focal  
length 3.61 mm 

Maximum wind  
resistance 

10 m/s F-Stop F/2.8 

GNSS coordinate data are required to perform UAV image acquisition and pro-
cessing, earthwork volume calculations, and 3D model accuracy evaluations. Trimble 
(Colorado, OH, U.S) R8s were used in the GNSS survey. The R8s weigh 3.81 kg, have 440 
channels, and can receive GPS, GLONASS, SBAS, Galileo, and BeiDou satellite signals. In 
this study, only GNSS signals were received, and the survey was conducted using the 
virtual reference station (VRS) method, which is a real-time kinematic (RTK) method. The 
R8s had a vertical error of approximately 15 mm + 0.5 parts per million (ppm) root mean 
square (RMS) and a horizontal error of approximately 8 mm + 0.5 ppm RMS during VRS 
surveying (Table 2). The VRS method transmits the current GNSS location of the mobile 
station to the virtual reference point server using a GNSS receiver and mobile phone sig-
nal. Furthermore, the transmitted information was integrated with the information from 
three permanent GNSS sites, and systematic errors caused by the effects of the ionosphere 
and convective layer were removed. The removed errors provided position correction val-
ues to the mobile station, which was used to perform the RTK survey [36]. 

Table 2. Specifications of the Trimble R8s receiver. 

GNSS Receiver 
Trimble R8s 

Weight 3.81 kg 
Number of channels 440 channels 

Satellite signal 

GPS: L1C/A, L1C, L2C, L2E, L5 
GLONASS: L1C/A, L1P, L2C/A, L2P, L3 

SBAS: L1C/A, L5 (for SBAS satellites that support L5) 
Galileo: E1, E5A, E5B 

BeiDou: B1, B2 

VRS precision Horizontal: 8 mm + 0.5 ppm RMS 
Vertical: 15 mm + 0.5 ppm RMS 
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2.2. Data Acquisition and Method 
2.2.1. UAV Data Acquisition 

UAV image acquisition was conducted between December 2017 and January 2018. 
Images were acquired between 12:00 and 13:00 when the sun was at its highest. When 
shooting UAV, it was performed by an automatic flight using the Pix4Dcapture applica-
tion. Considering the available flight time and the surrounding environment of the study 
site, the longitudinal and side overlap was set to 80% at heights of 50 and 100 m. The 
battery discharges quickly when the air is cold, and the video can become unstable when 
the wind is strong. Considering that it was winter at the time of shooting the UAV, a 
warming pad was attached to the battery, and the photo was taken on a day when the 
wind was not blowing as much as possible. Both vertical and high oblique images (45°, 
60°, and 75°) were acquired at two flying heights of 50 and 100 m, respectively. In this 
study, orthophotos and 3D models were generated by acquiring 30° images that were 45° 
or less, but they were ultimately excluded because of their low quality. In the case of the 
30° image, there was more image information on the horizon than on the ground, which 
caused an error in image matching. Except for the 30° image, 45°, 60°, 75°, and 90° images 
were all used and image processing was performed by dividing them into cases 1–8. 

2.2.2. GPS Data Acquisition 
For the GPS data, the earthwork amount for the embankment in the target area was 

unknown; hence, a large quantity of coordinate data was acquired for use as reference 
data (to perform the accurate evaluation). GPS coordinate data were acquired after cali-
bration using a virtual base station according to the shape of the terrain. The obtained 
longitudinal and latitudinal coordinates were converted into plane rectangular X and Y 
coordinates. The KNGeoid14 model, which is a Korean national geoid model provided by 
the National Geographic Information Institute (NGII), was applied to calculate the ortho-
metric height. A ground control point (GCP) is a reference point used to obtain a conver-
sion equation between the image coordinates and map coordinates and is utilized to ac-
quire precise 3D coordinates. The GCPs and checkpoints (CPs) were measured using an 
air photo signal and identifiable corner points. Because it is a small area (0.02 km2), seven 
GCPs and eight CPs were surveyed, making a total of fifteen points (Figure 2). In Korea, 
the GCP number is stipulated in principle to be more than 9 points per square kilometer 
in the regulations for UAV surveying regulation no. 2020-5670, as established by the NGII 
of the Republic of Korea. In a study with a similar area to this study, the number of GCPs 
was less than 10 [15,37,38]. Approximately 260 data points were acquired as GPS coordi-
nate data for the earthwork volume calculation. The GPS coordinate acquisition for earth-
work volume calculation was measured every 2–3 m in areas with large elevation differ-
ences, and every 5–10 m in areas with low elevation differences. The 260 GPS coordinates 
were used to calculate the earthwork volume and evaluate the 3D model accuracy. This 
metric was evaluated using 60 random points from 260 GPS coordinates. L1C/A, L1C, 
L2C, L2E, and L5 signals from 10 to 15 GPS satellites were acquired during the survey. 
The average horizontal accuracy was 0.009 m, whereas the vertical accuracy was 0.017 m. 
The position dilution of the precision values was six or less and complied with the net-
work RTK surveying regulation no. 2019-153 in the Public Surveying Work Regulations, 
as established by the NGII of the Republic of Korea (Table 3). 
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Figure 2. Arrangement of GCPs and CPs of the study site. 

Table 3. Synopsis of the RTK public surveying work regulation. 

Rules 
1. Network RTK survey uses data observed at three or more fixed points. 

2. The lowest elevation angle of the satellite should be set at 15°, and in areas with 
many obstacles, set at 20°. 

3. The number of simultaneous reception satellites should be 5 or more. 
4. The allowable precision is within 0.05 m horizontally and 0.10 m vertically, and the 

actual observation is performed when the transmission delay time of correction infor-
mation is within 2 s. 

2.2.3. Method 
In the previous study, the earthwork amount was calculated only with vertical im-

ages, but in this study, the earthwork amount and the 3D model were evaluated by fusing 
vertical images and high-oblique images. In addition, according to the height of the UAV 
imaging, a comparative evaluation was performed on the earthwork amount and the 3D 
model. The UAV data were acquired at 90° (case 1, 50 m), 90° + 45° (case 2, 50 m), 90° + 
60° (case 3, 50 m), 90° + 75° (case 4, 50 m), 90° (case 5, 100 m), 90° + 45° (case 6, 100 m), 90° 
+ 60° (case 7, 100 m), and 90° + 75° (case 8, 100 m); orthophotos, earthwork volume meas-
urements, and 3D models were generated. For each case, the orthophoto horizontal and 
vertical accuracies were evaluated, and the earthwork volume and 3D model evaluations 
were performed. 

3. Image Processing 
The data acquired by the UAV were processed using the Agisoft (Saint Petersburg, 

Russia) Metashape software. The processing process of Metashape software is as follows 
(Figure 3). First, the photos taken with the UAV are added to the software. Second, the 
feature point is extracted, and the relative orientation is performed by identifying the con-
jugate points among them. Self-calibration is performed using the conjugate point pairs. 
During this process, the approximate calibration parameters are optimized. Third, the rel-
ative coordinates are converted to absolute coordinates using the GCPs, the external ori-
entation parameters are converted, and the camera calibration parameters are optimized. 
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Finally, after constructing the high-density points, the DSM and orthophotos are gener-
ated [39]. 

 
Figure 3. Image processing of UAV data. 

3.1. Image Matching 
Image matching proceeds as follows: first, the scale-invariant feature transform 

(SIFT)-based feature point extraction is performed. SIFT matching was developed in 2004 
by Lowe and has been one of the most widely used image-processing methods for nearly 
20 years [40]. Feature point extraction creates a scale space for extracting extreme values. 
To generate scale space, the Laplacian filter must be processed after the Gaussian filter. 
However, because the complexity of the computation increases, a difference in Gaussian 
(DoG) algorithm is generated, and poles in each set of difference images are extracted as 
feature point candidates. When the DoG is generated, local maxima and minima are ex-
tracted as candidate points by comparing them with 26 adjacent pixels on the generated 
scale. Furthermore, the exact positions of the candidate points were determined using the 
second-order Taylor approximation [40], and the final feature points were extracted after 
removing the low-contrast feature points. Furthermore, the direction and magnitude of 
the gradient were determined for each feature point. The determined gradient is pre-
sented as a histogram, expressed as 4 × 4 × 8, i.e., a 128-dimensional vector that connects 
the histogram storage values in a line. The image values were then normalized [41,42]. 
SIFT performs excellently with respect to invariance for image transformations, rotation 
and scaling transformations, light changes, and noise and affine transformations [43]. The 
relative orientation was performed by identifying the conjugate points among the ex-
tracted feature points, and the approximate calibration parameters were estimated by re-
ferring to self-calibration [39]. The number of feature points for each camera angle is (a): 
4974, (b): 5232, (c): 5122, (d): 5031, (e): 3846, (f): 4783, (g): 4624, and (h): 4478. Feature points 
were extracted for image cases 1–4 using SIFT (Figure 4). 

  
(a) (b) 
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(c) (d) 

  
(e) (f) 

  
(g) (h) 

Figure 4. Feature point extraction using scale-invariant feature transform (SIFT) matching: (a) case 
1, (b) case 2, (c) case 3, (d) case 4, (e) case 5, (f) case 6, (g) case 7, and (h) case 8. 

3.2. Camera Lens Distortion Correction 
Camera calibration is an important issue in photogrammetry. A distorted lens affects 

the measurement accuracy; hence, it is necessary to perform a camera distortion test be-
fore image registration (after feature point extraction) [44]. Distortion correction is im-
portant in tasks that involve quantitative measurements, such as geometric positioning 
and dimensional measurements [45]. Before performing Brown’s distortion model, GCPs 
were input, GCPs were used to transform exterior orientation parameters from relative to 
absolute coordinates, and Brown’s distortion model was performed to optimize camera 
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calibration parameters. The camera distortion correction used Brown’s distortion model 
[Equations (1) to (6)]. 

y = Y/Z (1) 

 r = �(x2 + y2) (2) 

x′ = x(1 + K1𝑟𝑟2 + K2𝑟𝑟4+ K3𝑟𝑟6 + K4𝑟𝑟8) + (P1(r2 + 2�̅�𝑥2) + 2P2𝑥𝑥𝑥𝑥���) (3) 

y′ = y(1 + K1𝑟𝑟2 + K2𝑟𝑟4+ K3𝑟𝑟6 + K4𝑟𝑟8) + (P2(r2 + 2𝑥𝑥�2) + 2P1𝑥𝑥𝑥𝑥���) (4) 

u = w × 0.5 + cx + x′f + x’B1 + y’B2 (5) 

v = h × 0.5 + cy + y’f (6) 

The following definitions are used in the equations: X, Y, and Z are point coordinates 
in the local camera coordinate system; u and v are projected point coordinates in the image 
coordinate system (in pixels). f is the focal length; cx and cy are the principal point offsets; 
K1, K2, K3, and K4 are the radial distortion coefficients; P1 and P2 are tangential distortion 
coefficients; B1 and B2 are affinity and non-orthogonality (skew) coefficients; w and h are 
the image width and height. Brown’s distortion model is widely used to correct lens dis-
tortion in digital photography and multispectral cameras [46]. Because Zenmuse X3 is an 
inexpensive camera, the residual is severe toward the end of the image, unlike expensive 
survey cameras. 

3.3. DSM and Orthophoto Generation 
DSM generation uses structure-from-motion (SfM) [47]. SfM has emerged as a 

method for extracting 3D structures from multiple images through bundle adjustments 
[48], and its utility is increasing with the popularity of UAVs [49,50]. SfM was initially 
widely used for buildings, statues, and cultural properties [51], and as the use of UAVs 
has expanded, it has been used in various fields, such as topography and archaeological 
monitoring [52–54]. The SfM technique uses feature points extracted using SIFT and can 
form a high-density cloud with 3D relative coordinate values even if the camera posture 
and scale are different [55]. Because the coordinates obtained from the GPS transmitter of 
a general-purpose drone are not exact, it is necessary to input the GCPs obtained using 
the VRS method and convert them to absolute coordinates [56]. After inputting the GCPs 
and CPs, a high-density cloud is constructed. Cloud quality can be selected in Metashape, 
and the highest quality was selected in this study. High-density point construction is a 
process of converting low-density points to high-density based on the absolute coordi-
nates of the camera posture and direction estimated through the SfM method and GCPs. 
In this process, a height value was calculated to construct a high-density point. The poly-
gon mesh model was reconstructed by using the points constructed with high density, 
and a grid-type DSM was created. Finally, the orthophotos were generated through an 
optimization process after constructing a texture using DSM (Figure 5). 
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(a) (b) 

  
(c) (d) 

  
(e) (f) 
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(g) (h) 

Figure 5. Orthophotos obtained using mesh construction and texturing with data acquired by the 
UAV: (a) case 1, (b) case 2, (c) case 3, (d) case 4, (e) case 5, (f) case 6, (g) case 7, and (h) case 8. 

3.4. 3D Model Generation 
The 3D model of high-density points was performed using the built-tiled model func-

tion of the Metashape software [47], which was obtained using a SfM-based method. The 
SfM technique is suitable for a 3D model because it is possible to construct accurate data 
for regular topography as well as topography with abrupt changes [57]. The results of the 
3D model are shown in Figure 6. 

  

(a) (b) 

  
(c) (d) 
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(e) (f) 

  
(g) (h) 

Figure 6. Three-dimensional (3D) model results: (a) case 1, (b) case 2, (c) case 3, (d) case 4, (e) case 5, 
(f) case 6, (g) case 7 and (h) case 8. 

3.5. Earthwork Volume Calculation 
Coordinates acquired using the VRS survey were extracted as points with the Ge-

osystem GeoUtile2 software. The earthwork volume was calculated using ArcMap 10.1 
and the point data. Existing earthwork volume calculation methods, such as the conven-
tional raster or section methods, have disadvantages, such as the high amount of effort 
required or low calculation accuracy [58]. Therefore, using a triangulated irregular net-
work (TIN) as a calculation model allows for the visualization and accurate calculation of 
the earthwork [59,60]. The TIN was created using the TIN tool in ArcMap 10.1 for con-
verting into continuous spatial data. When calculating the earthwork volume, the refer-
ence plane was calculated based on the horizontal plane (above). The earthwork volume 
was calculated using the surface volume tool and generated TIN data. The earthwork vol-
ume calculated using the GPS data was 147,316.15 m3. 

Metashape was used to calculate the earthwork volume using UAV images, and the 
calculation proceeded after the DSM and orthophoto were generated. After selecting the 
range, the earthwork volume was calculated by applying the Delaunay triangulation 
(Equation (7)) [61]. 

V = 𝐿𝐿𝑖𝑖 × 𝑊𝑊𝑖𝑖 × 𝐻𝐻𝑖𝑖 (7) 

where 𝐿𝐿𝑖𝑖 is the length of the cell, 𝑊𝑊𝑖𝑖 is the width of the cell, and 𝐻𝐻𝑖𝑖 is the height of the 
center of the cell. The length and width were equal to the ground sample distance, and 
the height was equal to the ground level (𝑍𝑍𝐵𝐵𝑖𝑖) of the center of the cell. Therefore, the for-
mula for calculating the earthwork volume is as follows (Equation (8)) [61]: 

V = 𝐺𝐺𝐺𝐺𝐺𝐺 × 𝐺𝐺𝐺𝐺𝐺𝐺 × 𝑍𝑍𝐵𝐵𝑖𝑖 (8) 

The calculated earthwork volume is shown in Table 4. 
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Table 4. Earthwork volume calculation result using the UAV. 

GPS Case 1 Case 2 Case 3 Case 4 

147,316.15 m3 
149,214.71 m3 146,913.10 m3 144,681.48 m3 150,879.87 m3 

Case 5 Case 6 Case 7 Case 8 
150,408.24 145,787.72 153,547.39 152,475.12 

4. Results and Discussion 
4.1. Orthophoto Accuracy Assessment 

The accuracies of the generated orthophotos were evaluated using a total of eight 
CPs. The CP survey method complied with at least 1/3 of the number of GCPs according 
to the UAV surveying regulation no. 2020-5670, as established by the NGII of the Republic 
of Korea. The accuracies of the generated orthophotos were evaluated based on Aerial 
Photogrammetry Work Regulation No. 2020-5165, Chapter 4, Article 50, Limitations of 
Adjustment Calculations and Errors, as stipulated by the NGII (Table 5). For case 1, the 
maximum errors for x, y, and z were 0.10, 0.15, and 0.09 m, and the root mean square error 
(RMSE) values were 0.08, 0.07, and 0.07 m, respectively. For case 2, the maximum errors 
for x, y, and z were 0.12, 0.16, and 0.12 m, and the RMSE values were 0.07, 0.07, and 0.11 
m, respectively. For case 3, the maximum errors for x, y, and z were 0.11, 0.11, and 0.17 m, 
and the RMSE values were 0.08, 0.08, and 0.11 m, respectively. For case 3, the maximum 
errors for x, y, and z were 0.10, 0.06, and 0.05 m, and the RMSE values were 0.06, 0.06, and 
0.04 m, respectively (Table 6). Cases 1 and 2 were satisfied within the ground sampling 
distance (GSD) of 8 cm, but cases 3 and 4 were satisfied with the GSD of 12 cm because of 
the difference in z error. For case 5, the maximum errors for x, y, and z were 0.12, 0.10, 
and 0.10 m, and the RMSE values were 0.08, 0.08, and 0.08 m, respectively. For case 6, the 
maximum errors for x, y, and z were 0.09, 0.10, and 0.08 m, and the RMSE values were 
0.06, 0.07, and 0.05 m, respectively. For case 7, the maximum errors for x, y, and z were 
0.11, 0.12, and 0.13 m, and the RMSE values were 0.09, 0.08, and 0.11 m, respectively. For 
case 8, the maximum errors for x, y, and z were 0.12, 0.13, and 0.13 m, and the RMSE 
values were 0.10, 0.10, and 0.11 m, respectively. Cases 5 and 6 were satisfied within the 
GSD of 8 cm, but cases 7 and 8 were satisfied with the GSD of 12 cm because of the z error 
difference, Table 7. 

Table 5. Limitations of adjustment calculations and errors stipulated by the NGII. 

GSD (cm) RMSE (m) Maximum Error (m) 
Within 8 0.08 0.16 

Within 12 0.12 0.24 
Within 25 0.25 0.50 
Within 42 0.42 0.84 
Within 65 0.65 1.30 
Within 80 0.80 1.60 

Table 6. Checkpoint errors for horizontal (x, y) and vertical (z) for orthophotos for each case at 50 
m (unit: m). 

GCP No. 
Case 1 Case 2 Case 3 Case 4 

X Y Z X Y Z X Y Z X Y Z 
1 −0.03 0.15 −0.01 0.02 −0.02 0.02 −0.08 0.10 0.09 0.01 0.04 0.12 
2 0.10 0.14 0.09 −0.09 −0.04 0.05 −0.09 0.09 −0.10 0.02 0.08 0.08 
3 0.03 0.05 −0.11 0.05 −0.10 −0.05 −0.01 −0.05 −0.10 0.01 0.05 −0.13 
4 −0.02 −0.04 −0.03 −0.01 0.02 0.01 −0.12 −0.11 −0.12 0.02 0.07 −0.02 
5 −0.16 0.03 0.02 −0.02 0.06 −0.06 0.02 0.07 0.01 0.11 −0.09 −0.04 
6 0.04 0.01 0.05 0.01 −0.09 −0.07 0.11 0.04 0.17 −0.11 0.16 0.12 
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7 0.10 0.11 0.04 −0.08 0.05 −0.01 −0.09 0.02 −0.10 0.12 0.13 −0.14 
8 −0.05 0.12 −0.11 0.10 0.06 0.02 −0.10 0.11 0.10 −0.05 0.01 0.12 

RMSE 0.08 0.07 0.07 0.06 0.06 0.04 0.08 0.08 0.11 0.07 0.07 0.11 
Maximum error 0.10 0.15 0.09 0.10 0.06 0.05 0.11 0.11 0.17 0.12 0.16 0.12 

Table 7. Checkpoint errors for horizontal (x, y) and vertical (z) for orthophotos for each case at 100 
m (unit: m). 

GCP No. 
Case 5 Case 6 Case 7 Case 8 

X Y Z X Y Z X Y Z X Y Z 
1 0.12 0.10 0.10 0.03 −0.08 0.05 0.11 0.06 0.12 −0.08 −0.06 0.09 
2 0.11 0.10 −0.04 −0.05 −0.04 0.08 0.11 −0.06 −0.08 0.05 −0.09 −0.09 
3 0.01 −0.03 −0.10 0.02 −0.04 −0.04 0.08 −0.08 −0.10 0.12 0.09 −0.10 
4 −0.05 0.02 −0.04 −0.07 0.04 0.02 −0.08 −0.12 0.12 −0.02 −0.08 −0.11 
5 0.10 −0.09 0.09 −0.09 −0.06 0.06 −0.05 −0.07 0.10 0.11 −0.09 0.11 
6 −0.10 −0.02 0.06 −0.02 0.10 −0.05 0.09 0.06 0.12 −0.12 0.13 −0.10 
7 0.08 0.10 0.07 0.02 −0.03 0.02 0.05 0.05 −0.10 0.10 0.11 −0.12 
8 0.10 −0.10 −0.09 0.09 0.06 0.02 −0.09 0.10 0.13 −0.09 0.06 0.13 

RMSE 0.08 0.08 0.08 0.06 0.07 0.05 0.09 0.08 0.11 0.10 0.10 0.11 
Maximum error 0.12 0.10 0.10 0.09 0.10 0.08 0.11 0.12 0.13 0.12 0.13 0.13 

4.2. Earthwork Volume and 3D Model Accuracy Assessment 
4.2.1. Earthwork Volume Accuracy Assessment 

The accuracy of the calculated earthwork volume was quantitatively evaluated, and 
the 3D model for earthwork was evaluated by visual inspection. Because the earthwork 
amount at the study site was not known, the earthwork amount was calculated using the 
data measured using GPS, which was mainly used in the field. The GPS-calculated earth-
work volume and that calculated by the UAV were compared and analyzed. The earth-
work volume measured by GPS was 147,316.15 m3, and the earthwork volume calculated 
by the UAV was 143,681.48 m3 in case 1, 147,341.10 m3 in case 2, 149,214.71 m3 in case 3, 
150,879.87 m3 in case 4, 150,408.24 m3 in case 5, 145,787.72 m3 in case 6, 153,547.39 m3 in 
case 7 and 151,475.12 m3 in case 8 (Table 4). Compared with the GPS, the highest accuracy 
was found in case 2 (99.73%). The accuracy of case 1 was 98.71%, case 3 was 98.21%, case 
4 was 97.58%, case 5 was 97.90%, case 6 was 98.96%, case 7 was 95.77%, and case 8 was 
96.50% (Table 8). The vertical value (Z) is important for the calculation of the earthwork 
volume; the z error in case 2 was 0.04 m in RMSE and the maximum error was 0.05 m, 
which was the lowest when generating an orthophoto (Table 6). In cases 5, 6, 7, and 8, the 
images were taken from a height of 100 m. Among them, the earthwork value of case 6 
was the second most accurate among cases 1–8 and the most accurate among the 100 m 
heights. In case 6, as in case 2, the accuracy was highest when the image was 90° + 45°. As 
the height of the UAV increased, the accuracy of the earthwork amount decreased slightly, 
but the accurate result was confirmed at 90° + 45°. In a previous study, the z error was 
lowered when the vertical and high-oblique images were fused, and in this study, case 2 
and case 6 (90° + 45°) images had the lowest z errors [62]. Consequently, the earthwork 
volume appeared to have been accurately calculated. 

Table 8. Comparison of earthwork volume accuracy values (reference: GPS surveying). 

Surveying Type Accuracy 
GPS 100% 

UAV 
Case 1 98.71% 
Case 2 99.73% 
Case 3 98.21% 
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Case 4 97.58% 
Case 5 97.90% 
Case 6 98.96% 
Case 7 95.77% 
Case 8 96.50% 

4.2.2. 3D Model Accuracy Assessment 
The accuracy comparison for the 3D model was performed through quantitative and 

visual inspection evaluations. In the quantitative evaluation, a method using the z value 
in GPS coordinate data was used [57,63]. For quantitative evaluation, 60 of the 260 GPS 
coordinate data points were randomly extracted, and the z value was compared and eval-
uated. The difference between the z value of the generated 3D model and the z value ob-
tained using the VRS measurement was evaluated by applying the RMSE. As a result, in 
case 1, it was 0.11 m, in case 2, 0.05 m, in case 3, 0.09 m, in case 4, 0.14 m, in case 5, 0.12 m, 
in case 6, 0.07 m, in case 7, 0.13 m, and in case 8, 0.16 m (Table 9). The 3D model of case 2 
clearly showed superior quantitative results compared to the other 3D models. The 3D 
model of case 6 (±0.07 m) also showed more accurate quantitative results than the other 
3D models made at a height of 100 m. It was also confirmed that the 3D model accuracy 
decreased as the shooting height of the UAV increased. 

Table 9. The 3D model accuracy comparison. 

Case 1 Case 2 Case 3 Case 4 
±0.11 m ±0.05 m ±0.09 m ±0.14 m 
Case 5 Case 6 Case 7 Case 8 

±0.12 m ±0.07 m ±0.13 m ±0.16 m 

The 3D model visual inspection evaluation of the earthwork study site was divided 
into A and B sides, as shown in Figures 7 and 8 (A side yellow, B side green). In the en-
larged Figure 7 of sides A and B, the picture on the left is for case 2, and the picture on the 
right is for cases 1, 3, and 4. In the latter three cases, the images were distorted or bent 
compared with case 2. In case 2, the 3D model was performed neatly without errors such 
as distortion or warping of the surface. In the enlarged Figure 8 of sides A and B, the 
picture on the left was case 2, and the picture on the right is for cases 5, 6, 7, and 8. In the 
latter four cases, the images were distorted or warped more than in case 2. Case 6, which 
had a UAV shooting height of 100 m, had fewer errors (such as distortion or bending) than 
cases 5, 7, and 8. However, due to the height difference, a cleaner result was not obtained 
than in case 2. A visual inspection verified that case 2 had a superior 3D model perfor-
mance compared to the other cases. Case 2 was the most accurate in both quantitative and 
visual inspection evaluations. 
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Figure 7. The 3D model visual inspection evaluation of the earthworks study site (left images: case 
2, right images: cases 1, 3, and 4). 
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Figure 8. The 3D model visual inspection evaluation of the earthworks study site (left images: case 
2, right images: cases 5, 6, 7, and 8). 
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5. Conclusions 
In this study, vertical images and high-oblique (45°, 60°, and 75°) images at heights 

of 50 and 100 m were captured using a UAV and RGB camera. The orthophoto, DSM, and 
3D models were performed using only the captured vertical images and images for each 
angle. Then, a fusion of vertical and high-oblique images was divided into eight categories 
(case 1: 90° + 50 m, case 2: 90° + 45° + 50 m, case 3: 90° + 60° + 50 m, case 4: 90° + 75° + 50 
m, case 5: 90° + 100 m, case 6: 90° + 45° + 100 m, case 7: 90° + 60° + 100 m, case 8: 90° + 75° 
+ 100 m) to generate orthophotos, DSM, and the 3D model. An accuracy evaluation was 
performed using CPs for the generated orthophotos. In addition, the earthwork amount 
was calculated using the generated orthophoto and DSM, and a comparison and evalua-
tion were performed with the earthwork amount calculated using coordinate data ob-
tained via GPS. Compared with the earthworks calculated by GPS, those calculated in case 
2 were the most accurate; this was because when the orthophoto accuracy was evaluated 
with the CPs, the horizontal (x, y) and vertical (z) RMSE and maximum errors were more 
accurate in case 2 than in other cases. Moreover, as the height of the UAV shooting in-
creased, when comparing the accuracy of orthophotos and the earthwork amount, cases 
1, 2, 3, and 4 with a low height of 50 m were more accurate than those of 100 m. However, 
when cases 5, 6, 7, and 8 of 100 m were compared, case 6, which fused vertical and 45° 
images, was more accurate than cases 7, 8, and 9 in the orthophotos and earthwork volume 
calculations. 

For vertical images (case 1), the earthwork volume was calculated more accurately 
than in cases 3 and 4 because the RMSE and maximum error for the horizontal and vertical 
images were small. However, case 2 was more accurate than case 1. Because the z value is 
important when calculating the amount of earthwork, case 2 was calculated accurately as 
the error in the z value was the lowest. Even in the case of a 100 m vertical image (case 5), 
since the RMSE and maximum error of the horizontal and vertical images were small, the 
earthwork amount was calculated more accurately than in case 7 and case 8. However, 
similar to case 2, case 6 had the smallest z-value error, so the orthophotos and earthwork 
volume were calculated more accurately than in case 5. In the 3D model, the accuracy was 
evaluated through a quantitative evaluation and visual inspection. For the quantitative 
evaluation, 60 pieces of data were randomly extracted from the z value data acquired by 
GPS, and the difference from the z value of the generated 3D model was evaluated using 
RMSE. Thus, the RMSE of case 2 was the most accurate at ±0.05 m. In the 3D model, the 
value of RMSE was smaller in the case of 50 m than in the case of 100 m. At 100 m, case 6, 
which had the lowest z value, had the highest accuracy of the 3D model at ±0.07 m than 
cases 5, 7, and 8. A visual inspection evaluated whether the surface was manufactured 
smoothly for the surface texturing of the 3D model, and case 2 showed the best surface 
texturing compared to cases 1, 3, 4, 5, 7, and 8. In the latter cases, each part showed an 
uneven surface, such as surface texturing warping. 

In the previous studies the earthwork amount was calculated only vertically, and 
high-oblique images were used by arbitrarily setting the camera angle when generating a 
3D model for earthworks. In addition, the accurate evaluation of the UAV imaging height 
was not considered. However, in this study, the earthwork volume calculation and the 
accurate evaluation of the 3D model were performed by fusing vertical images and vari-
ous high-oblique images; the accuracy was evaluated according to the height of the UAV 
shooting. Based on the results of this study, when calculating the earthwork amount using 
UAV and RGB cameras, it is best to use the camera angle generated by combining the 
vertical image and the 45° image. When the UAV shooting heights were 50 and 100 m, the 
results of the orthophoto and 3D model generated by combining the vertical image and 
45° image taken at 50 m were the best. In this study, 30° images were also acquired, but 
when data were generated by a fusion with 90° images, their quality was low, and thus, 
they were excluded from the study. Accordingly, in cases where it is difficult to acquire a 
45° image, it would be advisable to set the angle to 40–50°. If the UAV is not affected by 
obstacles, it is better to shoot from around 50 m than to shoot the UAV height too high. 
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Volume measurements and a 3D model are also important in managing earthworks. 
Therefore, based on the results of this study, it is advisable to generate data by fusing 
vertical and high-oblique images of 40–50° to generate a 3D model for earthwork volume 
calculations, earthworks, and volume management. In the future, it will be necessary to 
study the earthwork volume calculation through an angle and 3D model using RTK UAVs 
that do not require GCP surveying; it will also be necessary to research the overlap ratio. 
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