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Abstract: Numerical simulations of hypersonic magnetohydrodynamics (MHD) flow over a typical
sphere–cone blunt body are carried out based on the assumption of a low magnetic Reynolds number.
The effects of an external dipole magnetic field on the surface heat flux are analyzed in detail, and
multiple mechanisms of the MHD heat flux mitigation are revealed systematically for the first time.
The following is found: (1) The external magnetic field can effectively reduce the stagnation point
heat flux, and the increase in the boundary layer thickness due to the effect of counter-flow Lorentz
force, which is equivalent to adding an adverse pressure gradient, is the main reason. (2) In the head
region of the blunt body, the relative surface heat flux shows a complex trend of rising and falling
because there are two mechanisms which could produce the opposite effects on the surface heat flux.
One is that the counter-flow Lorentz force results in an increase in the boundary layer thickness,
and the other is that the Joule heating increases the static temperature behind the shock wave.
(3) In the shoulder region of the blunt body, the Lorentz force component, normal to streamline, could
change the flow direction of the fluid elements, causing the streamline to deviate from the wall or
even separate, thus affecting the surface heat flux. (4) In the large area downstream of the blunt body,
the surface heat flux could still be reduced by more than 30% due to the “upstream historical effect”.

Keywords: magnetohydrodynamics; hypersonic flows; MHD heat mitigation; Lorentz force

1. Introduction

Hypersonic flight technology is attracting increasing attention from major countries
worldwide due to its vast potential value for military and civil applications. However, the
enormous aerodynamic heating severely restricts the further development of hypersonic
vehicles [1]. During the hypersonic flight, the weakly ionized plasma with certain electrical
conductivity formed behind the detached bow shock provides the possibility for flow
control by applying an external magnetic field. In the 1950s, Resler and Sears pointed
out the potential of magnetohydrodynamics (MHD) flow control technology in aerospace
applications for the first time [2]. The diagram view of MHD flow control around a blunt
body is shown in Figure 1. Under the effect of the eternal magnetic field, there is the electric
current in the weakly ionized plasma flow behind the detached shock. The interaction
between the induced electric current and external magnetic field generates the Lorentz
force, which decelerates the flow behind the shock and pushes the bow shock away from
the blunt body, leading to a significant influence on the aerodynamic heat load on the
surface of the vehicle. In the 1990s, with the development of hypersonic vehicles and the
advancement of superconducting material technology, MHD heat flux mitigation drew
extensive attention as a potential thermal protection technology to reduce hypersonic
aerodynamic heating.
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Figure 1. Diagram view of magnetohydrodynamics (MHD) flow control.

In the early days when computational fluid dynamics (CFD) theory was not yet
established, Meyer [3] and Bush [4,5] conducted theoretical studies on hypersonic MHD
flow control by establishing simplified mathematical models, which theoretically confirmed
the reduction effect on the aerodynamic heating by the external magnetic field and gave
the primary physical picture of MHD flow control. In recent years, tremendous progress
has been made in the capability of CFD and wind tunnel experimental technologies. A
large number of numerical and experimental studies have been carried out for MHD flow
control, and all of these studies proved that the external magnetic field could significantly
increase the shock stand-off distance and reduce the stagnation point heat flux of the blunt
body. Gülhan et al. [6] investigated the effect of an external magnetic field on the surface
heat flux in the L2K arc-heated wind tunnel in Cologne using a high enthalpy ionized argon
gas stream. The experimental results showed that the surface temperature of the blunt-end
model and the flat-end model decreased by 16% and 44%, respectively, and the stagnation
point heat flux decreased by 46% and 85%, respectively. Fujino et al. [7,8] developed a
numerical simulation program for hypersonic MHD flows considering thermo-chemical
nonequilibrium effects based on the assumption of low magnetic Reynolds number, and the
numerical simulation results showed that the stagnation point heat flux could be decreased
by 13% at the typical re-entry condition (H = 59.6 km, Ma = 17.6) under the effect of an
external magnetic field.

The opening literature extensively investigated the effects of low magnetic Reynolds
number assumption [9], gas chemical kinetic model [10], electrical conductivity model [7],
wall conductive boundary conditions [8], Hall effect [11,12], and other factors on the MHD
flow control, as well as the MHD thermal protection performances for typical configura-
tions [13–15]. However, there is little attention paid to the flow mechanism about how the
external magnetic field changes the surface heat flux in hypersonic flows. Among the few
studies about the MHD flow control mechanism, the stagnation point region of the vehicle
is the focus, where the aerodynamic heating is most severe, and the prevailing viewpoint
is generally that the decrease in the stagnation point heat flux is due to the significant
increase in the shock stand-off distance [16,17]. However, in recent years, researchers also
put forward different explanations, arguing that the change of the shock stand-off distance
is not directly related to the change of the surface heat flux. Li et al. [18] pointed out that



Aerospace 2022, 9, 548 3 of 20

the influence of external magnetic field on the surface heat flux mainly depends on the
effect of Lorentz force in the boundary layer, and the dominant Lorentz force components in
different regions are different; Bityurin held the view that the change of flow characteristics
at the outer edge of boundary layer is the main reason for the change of surface heat flux,
and the decrease in velocity at the outer edge of boundary layer reduces the heat transfer
coefficient, which leads to the decrease in the surface heat flux [11]. All of the above studies
only investigated the stagnation point region, lacking a complete description and mech-
anism study of the heat flux on the overall wall of the vehicle. Additionally, the existing
mechanism explanations are not systematic. For example, Hoffmann et al. [19,20] found
that Joule heating has a significant impact on temperature distribution in the flow field,
which would lead to an increase in the surface temperature, while there is currently a lack of
analysis of the effect of Joule heating on the surface heat flux. From the above discussions,
it can be seen that the current understanding of the flow mechanisms of MHD heat flux
mitigation is not complete, and there are still inconsistencies in the existing explanations, so
further research work is needed.

The purpose of this paper is to carry out numerical studies on the flow mechanisms
of MHD heat flux mitigation in hypersonic flows for a typical blunt body. The content is
organized in the following manner: the governing equations of compressible MHD flow
based on the assumption of low magnetic Reynolds number are given, and the adopted
numerical methods are verified by comparing the numerical results with experimental or
theoretical studies. Next, numerical experiments are designed for a typical sphere–cone
blunt body to analyze the influence of the external magnetic field on the surface heat flux,
revealing the flow mechanisms of aerodynamic heating changes and proposing the more
reasonable and systematic explanations of MHD heat flux mitigation in hypersonic flows.

2. Numerical Methods and Verification
2.1. Governing Equations and Numerical Methods

The governing equations of compressible MHD flows are the Navier–Stokes (N-S)
equations, including the component transport equations and the electromagnetic source
terms, which are expressed in vector form as follows:

∂ρ

∂t
+∇ · (ρu) = 0 (1)

∂

∂t
(ρYs) +∇ · (ρYsu) = ∇ · (ρDs∇Ys) + ω̇s, (s = 1, 2, . . . , ns) (2)

∂(ρu)
∂t

+∇ ·
(

ρuu + pI
)
= ∇ · τ + Fem (3)

∂(ρe)
∂t

+∇ · ρHu = ∇ ·
(
τ · u

)
+∇ · (k∇T) +∇ ·

(
ns

∑
s=1

ρhsDs∇Ys

)
+ Wem (4)

The ρ, p, T and u refer to density, pressure, temperature and velocity vector of the gas
mixture, respectively. Ys, Ds, hS are the mass fraction, mass diffusion coefficients, and static
enthalpy (the sum of the sensible and formation enthalpy) of the species s, respectively. ω̇s
is the mass production per unit volume per unit time of species s. e and H are the total
energy and total enthalpy per unit mass of the gas mixture, and e is given as Equation (5),
where u, v, w are the velocity components in the three directions of x, y, and z. τ = τij
represents the molecular stress tensor, which can be calculated by Equation (6):

e =
ns

∑
s=1

Yshs +
1
2

(
u2 + v2 + w2

)
− p

ρ
(5)

τij = µ(
∂ui
∂xj

+
∂uj

∂xi
)− 2

3
µ

∂ui
∂xj

δij (6)
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The molecular viscosity µ, thermal conductivity k and the mass diffusion coefficients
Ds for each species are obtained by the theory of molecular kinetics [21], whereas the
transport coefficients for the gas mixture are calculated through Wilke’s mixing law [22].
The specific heat at constant pressure Cps and static enthalpy hs of all the species are
fitted by temperature polynomials, whose coefficients can be accessed from [23], while the
corresponding parameters of the gas mixture are obtained by weighting the mass fraction
of components. The equation of state for the gas mixture must be supplemented to make
the governing equations closed, which is given as Equation (7):

p = ρ
R∗

M
T (7)

where R∗ is the universal gas constant, and M is the average molar mass of the gas mixture.
Fem and Wem in Equations (3) and (4) are the electromagnetic force source term and

energy source term introduced by the external electromagnetic field, which are given
as Equations (8) and (9), where J is the electric current density, B is the magnetic field
vector, and E is the electric field vector. The electromagnetic source terms introduce new
unknowns J, B, and E into the governing equations, which need to be obtained by solving
the electromagnetic module.

Fem = J× B (8)

Wem = E · J (9)

Because the magnetic Reynolds number is small (Rem = µ0σre f U∞L � 1) during
hypersonic flight, the induced magnetic field could be neglected [24], which means that
the magnetic field in the flow field is equal to the external magnetic field, and the curl of
electric field is equal to zero. Therefore, the electric potential φ can be introduced to reduce
the electromagnetic module from Maxwell equations to Poisson’s equation of φ in scalar
form, as seen in Equations (10) and (11), where the σ is the electrical conductivity. Then, J
can be calculated from the generalized Ohm’s law given by Equation (12). The Hall effect
and ion slip effect are both neglected in this paper, and the electrical conductivity can be
expressed in scalar form.

E = −∇φ (10)

∇ · [σ(−∇φ + u× B)] = 0 (11)

J = σ(E + u× B) (12)

The governing Equations (1)–(4) are solved using an in-house code ACANS, a finite dif-
ference CFD code developed by Gao et al. [25]. The reliability of ACANS was verified by a
variety of simulations, and the details of the code can be found in [26–28]. In the present nu-
merical simulations, the inviscid flux vectors are discretized using the Roe scheme [29], and
the monotone upstream-centered scheme for conservation laws method [30] is adopted to
achieve second-order precision. The viscous flux vectors are discretized by the second-order
central-difference scheme. The implicit lower–upper symmetric Gauss–Seidel method [31]
is employed for the time marching. For the chemical kinetic model of high-temperature
air, a single-temperature chemical non-equilibrium kinetic model of 7 species (N2, O2, NO,
N, O, NO+, e−) and 11 elementary reactions is used in this paper. The thermodynamic
parameters of each component and the rate constants of elementary reactions are detailed
in the literature [32]. In addition, the equation of φ is discretized by the second-order
central-difference scheme and solved by the successive over relaxation method.

2.2. Electrical Conductivity Model

Electrical conductivity, as a transport property of plasma, quantitatively describes
the ease of directional conduction of charges in plasma. The accurate calculation of the
electrical conductivity is critical for MHD flow simulations. Temperature-dependent semi-
analytic models are generally employed, and the representative models are the Chapman–
Cowling model, Bush model, Raizer model, etc. [33]. These semi-analytic models are
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computationally efficient, but as shown in Figure 2a, all these models deviate to some
extent from the experimental data and have poor generality and limited applicability.

(a) (b)

Figure 2. (a) Comparison between semi-analytic models and experimental data [34]. (b) Comparison
between Fujino’s result, Fit model and experimental data.

Fujino et al. employed the electrical conductivity model based on the molecular
collision theory when thermochemical nonequilibrium effects are considered [35], which
is closer to the electrical conduction mechanism of plasma [36] and could be regarded as
an accurate calculation method of electrical conductivity. However, this model involves
data of the exact composition of the gas mixture, the electron temperature, the electron–
neutral particle and the electron–ion interaction potential, which is extremely complex. For
simplicity and reliability, curve fitting for the experimental or accurately calculated data is
commonly used in numerical simulations to calculate the electrical conductivity of high
temperature air [37]. The data given in [38] are employed in this paper to fit a new electrical
conductivity model using the least squares method, which is denoted as the Fit model
given by Equation (13), where a = e40.0523, b = −2.78871, c = −65, 066.9. The comparison
of the Fit model with the experimental data and the calculation results by Fujino is shown
in Figure 2b. It can be seen that the Fit model is in good agreement with the experimental
data and even achieves better agreement than the results given by Fujino, especially in
the high-temperature region. Therefore, the Fit model is used to calculate the electrical
conductivity in this paper.

σ(T) = aTbec/T (13)

2.3. Code Verification

In this section, the experiment performed by Klaus et al. [39] and a theoretical solution
developed by Bush for the stagnation point flow over an axisymmetric blunt body with an
external dipole magnetic field [4,5], are employed to verify the adopted numerical code.

2.3.1. Hypersonic Flow over a Cylinder

The hypersonic aeroheating experiment for a cylinder performed by Klaus et al. is
simulated first, and the diameter of the cylinder is 90 mm and the length is 380 mm. The flow
conditions are given as Ma∞ = 8.78, T∞ = 694 K, and P∞ = 687 Pa, respectively. The total
temperature of the incoming flow exceeds 10,000 K, so the chemical non-equilibrium effect
must be considered in this case. The mass fractions of each species in the freestream are
YN2 = 0.7355, YO2 = 0.134, YNO = 0.0509, YN = 1.0× 10−9, YO = 0.07955. The isothermal
wall boundary condition is adopted for the cylinder surface with Tw = 300 K. Figure 3,
with the comparison of measured and numerical result of surface heat flux, shows that the
numerical code used in this paper can accurately predict the surface heat flux considering
the chemical nonequilibrium effects.
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Figure 3. Comparison of measured and numerical result of surface heat flux.

2.3.2. Theoretical Solution of Stagnation Point MHD Flow

To further verify that the electromagnetic-flow coupling can be simulated precisely
by the numerical code in this paper, the theoretical solution given by Bush [4,5] is em-
ployed here. The schematic of this case is illustrated in Figure 4, and the radius of the
sphere is R = 0.01 m. The freestream conditions are given as ρ∞ = 5.531× 10−2 kg/m3,
Ma∞ = 5, T∞ = 100 K, Re = 80,000. The isothermal wall boundary condition is adopted with
Tw = 300 K, and the wall is assumed to be electrically insulated. The dipole magnet placed
at the sphere center pointing against the direction of incoming flow is adopted. The Hall
effect and ion slip effect are ignored, and the electrical conductivity is set to zero at the far
field and constant behind the shock with σ = 500 S/m.

Figure 4. Schematic diagram of Bush’s model.

For the inviscid situation, the variation of the shock stand-off distance with Q is shown
in Figure 5a, where Q is the magnetic interaction parameter given by Equation (14) and
is a measurement of the ratio of Lorentz force to inertia force in the flow. It can be seen
that good agreement is achieved between the present computational results and the ones
obtained by Poggie and Gaitonde. Meanwhile, it is seen that all of the numerical results
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are higher than those predicted by Bush’s theory, and Poggie and Gaitonde attributed
these deviations to the assumption of constant density in the shock layer in Bush’s theory.
Furthermore, Figure 5b shows the tangential velocity gradient distribution at the stagnation
point, which shows good agreement with the Bush theoretical results qualitatively and also
with other numerical simulation results.

Q =
σre f B2

re f L

ρ∞U∞
(14)

For the viscid situation, the boundary layer profiles of velocity and temperature for a
station close to the center line (θ = 6.6◦) are shown in Figure 6, and fairly good agreement
is also achieved between the present computations and Bush’s theory.

(a) (b)

Figure 5. Effect of external magnetic field: (a) Shock stand-off distance, γ = 1.4. (b) Velocity gradient
at stagnation point.

(a) (b)

Figure 6. Boundary layer profiles at θ = 6.6◦: (a) Streamwise velocity. (b) Temperature.

3. Results and Discussion
3.1. Problem Set-Up

A typical sphere–cone blunt body, with a nose radius of 50 mm and a half cone angle
of 12◦ is employed for numerical simulations, and the total length of the blunt body is
1.5 m. The dipole magnet is adopted, pointing against the direction of incoming flow, and
the distribution of magnetic field follows the expression given as Equation (15), where B0
is the magnetic field intensity at a distance r0 from the center of magnetic dipole on the
polar axis. The dipole magnet is located at (0.07, 0), setting (B0, r0) to (1.5, 0.07). The spatial
distribution of magnetic field intensity is shown in Figure 7, where the magnetic field line
is represented by the solid black line. The freestream conditions are given in Table 1. The
wall is set to be electrically insulated, non-catalytic, and isothermal with TW = 800 K. Since
the model, the freestream conditions, and the magnetic field distribution are axisymmetric,
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the governing equations in axisymmetric form are employed to solve these hypersonic
MHD flows.

B = B0[
cos θ

(r/r0)3 r +
sin θ

2(r/r0)3 θ] (15)

Figure 7. Diagram of sphere–cone blunt body with external magnetic field.

Table 1. Freestream conditions.

Mach Number Pressure Temperature Angle of Attack

15 79.78 Pa 270.65 K 0◦

Two groups of numerical simulations are carried out, and the detailed set-ups of
each case are shown in Table 2. The first group of cases A which consider the chemical
nonequilibrium effect are the focus of this paper; the distribution of their surface heat flux
will be analyzed in detail, and the corresponding flow mechanisms will be given later. The
group of cases B are mainly designed to perform numerical experiments for analyzing the
existing mechanism explanation which attributes the decrease in stagnation point heat flux
to the increase in shock stand-off distance. These cases are based on the assumption of
perfect gas, and the constant electrical conductivity model is employed with σ = 200 S/m.
The difference between Case B1∼Case B3 is the distribution of electrical conductivity. Case
B1 only sets the electrical conductivity in the near-wall region, Case B2 sets the electrical
conductivity outside the near-wall region to the bow shock, and Case B3 sets the electrical
conductivity in the entire region behind the shock. The diagram of each region is shown in
Figure 8, where the j represents the grid line in the direction of η. The position of j = 50 is
enlarged for the convenience of illustration; in fact, it is very close to the wall surface, which
is in the same order as the thickness of boundary layer. Obviously, the group of cases B
based on the perfect gas and constant electrical conductivity model are not consistent with
the real physical scene, but they can still qualitatively reveal the interaction mechanisms
between electromagnetic field and hypersonic flows.
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Table 2. Cases set-up.

Case Chemical Kinetic Model Electrical Conductivity

Case A0 Chemical nonequilibrium NoMHD
Case A1 Chemical nonequilibrium Fit model
Case B0 Perfect gas NoMHD
Case B1 Perfect gas σ = 200 S/m from wall to j = 50
Case B2 Perfect gas σ = 200 S/m from j = 50 to shock
Case B3 Perfect gas σ = 200 S/m in the entire shock layer

Figure 8. Schematic diagram of different regions.

Due to the different chemical kinetic models used, the flow fields of the cases of Group
A and Group B are also different, especially the position of the detached bow shock. For
accurate simulation of each case, mesh A and mesh B are used for the simulation of Group
A and Group B, respectively; the meshes of their head regions are shown in Figure 9. In
order to accurately calculate the surface heat flux, the grid height in the direction of η
near the wall is set to 1× 10−6 m for both meshes. Mesh A densifies the mesh at the two
positions where the bow shock wave appears, the grid height in the direction of η near the
shock wave is set to 1× 10−4 m, and it has 300 points in the direction of ξ and 150 points in
the direction of η; mesh B densifies the mesh within the range (−0.02∼0 m) where the bow
shock wave may appear, the grid height in the direction of η in this area is set to 2× 10−4 m,
and it has 200 points in the direction of ξ and 145 points in the direction of η.

(a) (b)

Figure 9. Computational meshes: (a) Mesh A. (b) Mesh B.
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3.2. Surface Heat Flux Distribution Considering Chemical Nonequilibrium Effect

The flow field comparison with and without an external magnetic field (Case A0 and
Case A1) is shown in Figure 10. It can be seen that the temperature in the shock layer
increases slightly, while the shock stand-off distance is significantly increased under the
effect of an external magnetic field. As shown in Figure 11, the surface heat flux distribution
is changed significantly due to the external magnetic field. Further, the distribution of
relative heat flux qB/qN is shown in Figure 12, where qB and qN are the surface heat flux
with and without an external magnetic field, respectively. The red dotted line represents
qB/qN = 1, which can divide the wall into four zones shown in the figure. In Zone I, the
surface heat flux is significantly reduced, and the drop at stagnation point reaches 18.7%.
However, in Zone II, the shoulder region, the surface heat flux increases instead, and the
rise at point B reaches 33.7%. After that, the new trough C and peak D of qB/qN appear in
Zone III. In Zone IV, qB/qN is always less than 1, which indicates that the external magnetic
field can still effectively reduce heat flux in this region. From the above results of relative
heat flux distribution, it can be concluded that the external magnetic field can indeed
effectively reduce the heat flux at stagnation point, but it may increase heat flux in the
downstream area of stagnation point. The above phenomena suggest that the influencing
mechanism of external magnetic field on the surface heat flux may differ in different zones
of the blunt body.

Figure 10. Comparison of flow field with and without external magnetic field.
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Figure 11. Comparison of surface heat flux distribution.

Figure 12. The distribution of relative surface heat flux.

3.3. Flow Mechanisms Analysis in Different Regions
3.3.1. Stagnation Point Region

As mentioned in the Introduction, the current mainstream view generally attributes
the reduction of stagnation point heat flux to increase of shock stand-off distance due to
the external magnetic field. This section will discuss whether this explanation is correct
by the result of numerical experiments corresponding to the cases of Group B, the set-ups
of which are shown in Table 2. These cases investigate the effect of magnetic interaction
when it acts in different regions. Figure 13 is the pressure contours of Group B cases. It can
be seen that there are significant differences in the shock stand-off distance when constant
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electrical conductivity is added in different regions. The shock stand-off distance increase
rate (SDIR ) and heat flux decrease rate (HFDR) of each case are shown in Table 3. The
SDIR and HFDR are defined by Equations (16) and (17), where ∆B and ∆NoMHD are the
shock stand-off distance with and without the external magnetic field, respectively, while
qB0 and qN0 are the stagnation point heat flux with and without the external magnetic field,
respectively.

SDIR =
∆B −∆NoMHD

∆NoMHD
× 100% (16)

HFDR =
qN0 − qB0

qN0
× 100% (17)

Table 3. Comparison of SDIR and HFDR.

Case Case B1 Case B2 Case B3

SDIR 10.22% 80.26% 92.10%
HFDR 16.35% 15.75% 30.56%

Figure 13. Comparison of shock stand-off distance.

It can be seen from Table 3 that SDIR and HFDR have a lack of sufficient correlation
under the external magnetic field. SDIR of Case B2 is significantly larger than that of Case
B1, but both HFDRs are similar. SDIRs of Cases B2 and B3 are similar, but the HFDR of Case
B3 is about twice that of Case B2. Therefore, from the results, there is no direct relationship
between the increase in shock stand-off distance and the decrease in stagnation point heat
flux. It can also be seen from the table that the shock stand-off distance of Cases B2 and
B3 are relatively close, which indicates that the magnetic interaction in the inviscid flow
outside the near-wall region is the main reason for the increase in shock stand-off distance.
The physical reason is as follows: the temperature behind the shock will increase under the
effect of external magnetic field as shown in Figure 13, which then leads to an increase in
the speed of sound behind the shock and thus to an increase in the shock stand-off distance.

In fact, the Lorentz force can be decomposed into two components: the counter-flow
Lorentz force along the streamline and the normal one perpendicular to the streamline,
where the counter-flow component will decelerate the flow within the entire shock layer,
which is equivalent to an additional inverse pressure gradient in the boundary layer
downstream near the stagnation point, and this inverse pressure gradient will lead to an
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increase in the boundary layer thickness. Figure 14 shows the temperature boundary layer
profiles at stagnation point under the perfect gas and chemical nonequilibrium model,
respectively. It can be seen that the increase of boundary layer thickness significantly
reduces the surface temperature gradient. Moreover, Figure 15 shows the total enthalpy
boundary layer profile at stagnation point when the chemical nonequilibrium effect is
considered, and the increase in boundary layer thickness can be seen more clearly.

In summary, the decrease in stagnation point heat flux by the external magnetic field is
not directly related to the increase in the shock stand-off distance. The increase in boundary
layer thickness due to the effect of the counter-flow Lorentz force is the main reason.

(a) (b)

Figure 14. Temperature boundary layer profiles at stagnation point: (a) Perfect gas. (b) Chemical
nonequilibrium.

Figure 15. Total enthalpy boundary layer profile at stagnation point.

3.3.2. Zone I and Zone II

As shown in Figure 12, the HFDR caused by external magnetic field in Zone I gradually
decreases as it progresses downstream from the stagnation point, and there is even an
increase in the surface heat flux in Zone II, which indicates that there may also be a negative
effect mechanism of external magnetic field on the reduction of aerodynamic heating. Now
two stations are selected along the surface, as shown in Figure 9. Station 1 is located in
Zone I, corresponding to x = 0.0116 m on the sphere, and Station 2 coincides with point
B, located at x = 0.0420 m on the cone. By analyzing the flow state at the two stations,
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further influencing mechanisms of the external magnetic field on the surface heat flux are
investigated.

The electromagnetic source terms in Equation (4) can be written in the form as
Equation (18), which indicates that the energy introduced by external electromagnetic
field is divided into two parts, which are the work done by Lorentz force on fluid elements
and the Joule heating generated from electrical current. The Lorentz force is equivalent to
adding a new dissipation mechanism in the flow: that is, the counter-flow Lorentz force
decelerates the fluid elements behind the shock, and the reduced kinetic energy will be
totally converted to internal energy through Joule heating at the condition of E = 0, leading
to an increase in the static temperature of the fluid elements. This physical process is
referred to as ‘electromagnetic dissipation’ in this paper, which will have a significant effect
on both the velocity and temperature distribution within the boundary layer.

E · J = J× B · u +
J · J
σ

(18)

The velocity and temperature profiles in the boundary layer at Station 1 are shown
in Figure 16, where the tangential velocity is given as Equation (19). It can be seen that,
under the effect of electromagnetic dissipation, the velocity at the outer edge of boundary
layer decreases significantly, and the static temperature of inviscid flow increases slightly.
Although the static temperature at the outer edge of boundary layer has increased for this
station, the surface heat flux still decreases by 11.28%. Figure 17 shows further downstream
boundary layer profiles at Station 2, which can be found that the electromagnetic dissipation
effect becomes stronger at this station, with a greater decrease in tangential velocity and a
more significant increase in static temperature for the inviscid flow. Obviously, the increase
in boundary layer thickness caused by the external magnetic field is no longer the dominant
factor affecting the surface heat flux. In contrast, the increase in static temperature of the
inviscid flow caused by Joule heating becomes the dominant factor, which increases the
temperature gradient in the boundary layer significantly, resulting in an increase in surface
heat flux. It can also be seen that due to the substantial increase in the temperature of the
inviscid flow, the electrical conductivity and the Lorentz force outside the boundary layer
will also increase, making the inviscid flow velocity smaller than the velocity in boundary
layer, that is, the so-called “Speed Overshoot” phenomenon [40].

Vt =

{
u · sin θ + v · cos θ , i f the Station is on the ball
u · sin 78◦ + v · cos 78◦, i f the Station is on the cone

(19)

(a) (b)

Figure 16. Boundary layer profiles at Station 1: (a) Tangential velocity. (b) Temperature.
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(a) (b)

Figure 17. Boundary layer profiles at Station 2: (a) Tangential velocity. (b) Temperature.

From the above discussion, it can be concluded that there are two opposing mecha-
nisms to influence the surface heat flux by external magnetic field in Zone I and II, and the
final result depends on the competition between two mechanisms. Evidently, in the region
of stagnation point and Zone I, the dominant mechanism is the increase of boundary layer
thickness, which leads to a decrease in surface heat flux, while in Zone II region, the Joule
heating caused by the electromagnetic dissipation is the dominant factor, thus causing the
surface heat flux increase instead.

3.3.3. Zone III

As mentioned above, Joule heating plays an important role in the distribution of energy
in the flow field. The magnitude of Joule heating depends on the electrical conductivity,
velocity, magnetic field intensity, and the angle between magnetic field line and streamline
as given in Equation (20). Figure 18 shows that the magnetic field line, represented by solid
white line, is roughly parallel to the direction of streamline near point C, resulting in weak
Joule heating in this region. Hence, the temperature in the area near point C is relatively
lower. At this time, the effect of Joule heating on the heat flux is no longer dominant, so the
relative heat flux at point C drops to less than 1 again.

Joule heating =
J · J
σ

= σ(u× B)2 = σ(uB sinuB)
2 (20)

Figure 18. Distribution of temperature and Joule heating of case A1.
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In addition, for the cases that the magnetic interaction above the shoulder region is
still strong, such as the B3 case, the Lorentz force component normal to the streamline
would likely change the flow state and thus affect the surface heat flux. As shown in
Figure 19, the streamlines of case B3 obviously separate from the surface near shoulder
region, causing the high-temperature gas to move away from the wall surface, where the
heat flux decreases significantly.

The effect of normal Lorentz force on the flow is shown in Figure 20, where Ft is
the counter-flow Lorentz force, Fn is the normal Lorentz force, and the positive direction
of θuB is set to rotate counterclockwise from the streamline. According to the relative
positional relationship between the streamlines and magnetic field lines, there are four
possible situations. When 0◦ < θuB < 90◦ or 180◦ < θuB < 270◦, the normal Lorentz force
will move the flow away from the wall, while 90◦ < θuB < 180◦ or 270◦ < θuB < 360◦,
the normal Lorentz force will push the flow closer to the wall. For Case B3, as shown in
Figure 19, the black and white solid lines represent the streamlines and magnetic field lines,
respectively. Point E corresponds to situation (a), point F corresponds to situation (d), and
a separation zone is formed between them. However, in the head region of the blunt body,
because the θuB is close to 90◦, resulting in a small Fn, the streamline does not deviate from
the wall surface.

Figure 19. Temperature distribution of Case B3.

Figure 20. Schematic diagram of the Lorentz force: (a) 0◦ < θuB < 90◦. (b) 90◦ < θuB < 180◦.
(c) 180◦ < θuB < 270◦. (d) 270◦ < θuB < 360◦.
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3.3.4. Zone IV

It can be seen from Figure 12 that the external magnetic field can still reduce the surface
heat flux in Zone IV, which shows that the magnetic field applied to the sphere head does
not only change the surface heat flux near the head region, but the effect of the magnetic
field on the heat flux could continue for a long distance downstream. Now extending our
focus to the entire 1.5 m long blunt body surface, Figure 21 shows that in the large area
downstream of the cone surface far away from the center of dipole magnet, the surface
heat flux is still reduced, the reduction rate can reach more than 30%, and a stable heat flux
reduction maintains a long distance, until approaching the tail of blunt body. However, it
can be seen from Figure 21 that the magnetic field intensity is significantly reduced in the
large area of the cone surface, which indicates that the reduction of heat flux in this area is
not caused by the local magnetic interaction.

Figure 21. The total magnetic field intensity and relative heat flux distribution along the wall.

The comparison of the flow fields with and without external magnetic field is shown
in Figure 22. It can be seen that the velocity deceleration and temperature enhancement
effects induced by Lorentz force in the upstream sphere region need time to recover with
downstream development, that is, there is an “upstream historical effect”. Figure 23 shows
the velocity and temperature profiles inside the boundary layer at x = 1.5 m; it is seen that
even at a distance of 1.5 m downstream, the boundary layer profiles have not recovered to
the situation without the external magnetic field, and meanwhile, the thickness of boundary
layer still increases significantly. Although the temperature at the outer edge of boundary
layer is larger than that without external magnetic field due to the upstream influence, the
surface heat flux still decreases because the thickening effect of boundary layer is dominant.
As the flow continues to develop downstream, the influence of upstream historical effect
will gradually weaken, and the relative heat flux will rebound and slowly tend to 1.
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(a) (b)

Figure 22. Comparison of flow fields with and without external magnetic field: (a) Streamwise
velocity. (b) Temperature.

(a) (b)

Figure 23. Boundary layer profiles at x = 1.5 m: (a) Streamwise velocity. (b) Temperature.

4. Conclusions

Numerical simulations of hypersonic MHD flows are carried out based on the as-
sumption of a low magnetic Reynolds number, and the influencing mechanisms of external
magnetic field on the heat flux of typical sphere–cone blunt body are analyzed in detail.
Multiple mechanisms of the MHD heat flux mitigation are revealed systematically in this
paper for the first time. The main conclusions of this study are as follows:

(1) The external magnetic field can effectively reduce the heat flux at the stagnation point.
Under the freestream conditions and the effect of magnetic field in this paper, the
stagnation point heat flux decreases by 18.7%. Numerical experiments reveal that the
current viewpoint that the increase of shock stand-off distance leads to the decrease
in stagnation point heat flux is not reasonable. In fact, the increase in boundary layer
thickness due to the effect of counter-flow Lorentz force, which is equivalent to adding
an adverse pressure gradient, is the main reason.

(2) In the head region of the blunt body, the relative surface heat flux shows a complex
trend of rising and falling under the effect of external magnetic field. There are two
basic mechanisms. On the one hand, the counter-flow Lorentz force results in the
increase in boundary layer thickness, which helps to reduce the surface heat flux. On
the other hand, the Joule heating directly increases the static temperature behind bow
shock, which enhances the surface heat flux. Since the above two mechanisms are
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dominant alternately in different regions, the surface heat flux exhibits rise and fall
under the effect of external magnetic field.

(3) In the shoulder region of blunt body, there is another mechanism. When the local
magnetic interaction is large enough, the Lorentz force component, normal to stream-
line, may change the flow direction of the fluid elements, causing the streamline to
deviate from the wall or even separate. The flow separation and reattachment would
significantly affect the surface heat flux.

(4) In the large area downstream of the blunt body, it is found that the surface heat
flux could still be significantly reduced by more than 30%. This is because of the
“upstream historical effect”, which is that the velocity deceleration and temperature
enhancement effects induced by the external magnetic field in the upstream sphere
region need time to recover with downstream development. The heat flux reduction
effect of magnetic field can be extended downstream to about 1.5 m in this paper.
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