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Abstract: Flexible corrugated skins are ideal structures for morphing wings, and the associated load
measurements are of great significance in structural health monitoring. This paper proposes a novel
load-identification method for flexible corrugated skins based on improved Fisher discrimination
dictionary learning (FDDL). Several fiber Bragg grating sensors are pasted on the skin to monitor
the load on multiple corrugated crests. The loads on different crests cause nonuniform strain fields,
and these discriminative spectra are recorded and used as training data. The proposed method
involves load-positioning and load-size identification. In the load-size-identification stage, a classifier
is trained for every corrugated crest. An interleaved block grouping of samples is introduced to
enhance the discrimination of dictionaries, and a two-resolution load-size classifier is introduced to
improve the performance and resolution of the grouping labels. An adjustable weight is introduced
to the FDDL classification scheme to optimize the contribution from different sensors for different
load-size classifiers. With the proposed method, the individual loads on eight crests can be identified
by two fiber Bragg grating sensors. The positioning accuracy is 100%, and the mean error of the
load-size identification is 0.2106 N, which is sufficiently precise for structural health monitoring.

Keywords: load identification; fiber Bragg grating sensors; sparse representation; structural health
monitoring; fisher discrimination dictionary learning

1. Introduction

Flexible composite corrugated skin materials exhibit different mechanical behaviors
in different directions, typically having satisfactory load-bearing ability in the transverse
direction and cumulative deformation in the chord direction [1,2]. These characteristics
meet the requirements of aircraft wing structures, so corrugated skins are regarded as ideal
materials for morphing wings [3]. Composite laminate materials are easily delaminated,
cracked and degummed under complex loading [4–6]. Specific to flexible corrugated
skins, loading perpendicular to the crest will damage the structure and reduce the load-
bearing capacity, deformation capacity, and reliability. Therefore, identifying the load on
the corrugated skin is of great significance for structural health monitoring (SHM) [7,8].

Research on flexible composite skins has mainly focused on tensile and deformation
properties, which are usually measured by force sensors of test machines or some non-
contact displacement measurement techniques [9,10]. Ghabezi simulated the mechanical
characteristics of trapezoidal corrugated composite skins and verified them by experiment.
In his research, mechanical properties were obtained by the force sensors on the INSTRON
5500 machine [11]. In Yokozeki’s research of morphing airfoil using a corrugated struc-
ture, deformations were measured by VIVID910, which is a noncontact laser scanning
device [12]. Digital image correlation and vision measurement techniques are also popular
in the measurement of deformed states of corrugated skins [13]. There are relatively few
studies on the load identification and damage detection of flexible corrugated skins with
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pasted sensors in aerospace applications. However, there have been some studies on the
measurement of corrugated structures applied in the field of construction and bridges.

Brachman tested deep corrugated steel culverts to gain the deflections and strains
of this structure with several electrical foil resistance strain gauges pasted evenly on the
corrugations [14]. In terms of the dynamic measurement of corrugated structures, Manko
obtained the dynamic coefficients, vibration velocity, and vibration frequency of the target
structure by pasting sensors to the corrugated steel plates in a bridge [15]. The mechanical
properties of the pasted positions are monitored by attaching sensors to a bridge structure
using corrugated steel plates, and the damping decrements and damping ratios of the
culvert were determined through a fast Fourier transform [16]. The sensors were pasted
at the crests of the corrugated structures in their researches, the target structures were
relatively large, and the number of corrugations was small, meaning there was sufficient
space for placing the sensors on every crests which needed to be monitored. However,
flexible corrugated skins on aircrafts typically have a small size and numerous corrugations,
so the number and position of sensors are restricted. A method that uses a small number
of sensors to monitor the load on multiple corrugations will effectively expand SHM
applications of this type of material structure.

With the advantages of anti-electromagnetic interference and an integrated sensing
and transmission function, fiber Bragg grating (FBG) sensors can be deployed on vari-
ous target structures in many harsh environments. Thus, they are widely used in the
measurement of aerospace structures [17–19]. When the FBG is affected by a nonuniform
strain, complex changes in the FBG reflection spectrum can be measured by a spectrum
analyzer [20,21]. At this time, the signal measured by the FBG is a one-dimensional vector,
which contains plentiful original features [22]. Zhang combined finite element analysis
with an FBG reflection spectrum simulation technique to predict the spectral signal of a
damaged flexible corrugated skin [23]. An FBG sensor was pasted on the corrugated crest,
and finite element analysis was used to obtain the strain field of the sensor just prior to the
damage occurring. The simulation spectrum was then calculated and compared with the
actual spectrum. This allowed the relationship between the reflection spectrum and the
tensile load to be established.

As the loads at different positions have different magnitudes, the strain fields at
each FBG position are different. The corresponding spectra with different positions and
different load sizes are unique. Therefore, the reflection spectra are discriminative and
could be used as training data, enabling the identification of the load position and load
size through machine learning algorithms. This is the premise that the load identification
target can be achieved through machine learning methods. In the method proposed in this
paper, training data are obtained by two FBG sensors pasted on a flexible corrugated skin
specimen. Both the load position and the load size need to be identified. A load-position
classifier (LPC) is trained by samples from the same crest as belonging to the same class.
The load-size classifiers (LSCs) are separately trained for different load crests. In the test
phase, the load is first located by the LPC, and then the corresponding LSC is used to
identify the load size.

Sparse representation (SR) has achieved great success in signal restoration, compressed
sensing, and pattern recognition [24–26]. Using an SR algorithm, high-dimensional signals
can be represented by a matrix called an overcomplete dictionary or dictionary. When the
coding coefficients or reconstruction error of SR are related to the class labels of samples,
the SR algorithm can be used as a classifier [27]. There are three elements that affect
the recognition performance of SR algorithms: (i) dictionary composition; (ii) dictionary
learning (DL); and (iii) representation algorithms [28–30]. The method proposed in this
paper focuses on improving the dictionary composition and DL under the scenario of
corrugated skin load identification.

In common SR applications such as face recognition, training sample sets are generally
databases of facial pictures [31]. In such databases, test samples usually show clustered
distributions. The samples of the same person are naturally gathered as a class group. The
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similarity of samples in the same class and the distinction between different classes are
the prerequisites for realizing the function of pattern recognition. In the load-positioning
step, samples from the same corrugated crest are naturally grouped. In the load-size
identification stage, however, this distribution of samples is not completely applicable. The
increased step size of the load corresponding to the training samples in the training set is
even, which means the samples lack clear barriers between groups. Such samples might
cause two problems: (a) There is no natural grouping mode for the samples. If the sample
grouping is too dense, it will affect the result of DL, whereas if it is too sparse, it will affect
the resolution of the class labels. (b) The samples are grouped with a uniform load-size
range, which will reduce the discrimination of the dictionary. To solve problem (a), this
paper describes a two-resolution LSC. The groups identified by LSC1 are large, and the
results from LSC1 indicate the sample sets of LSC2 that have higher resolutions. To solve
problem (b), an interleaved block grouping model is introduced, in which the groups
are interleaved into two occluding dictionaries. Under this dictionary composition, the
distance between groups increases, and the discrimination of the dictionaries is significantly
improved.

The proposed method is based on the Fisher discrimination dictionary learning
(FDDL) algorithm, which is a supervised DL algorithm [32,33]. The discrimination of
sub-dictionaries and the coefficient matrix are considered in the optimization of DL. FDDL
can effectively improve the classification performance during the training process and has
excellent performance in classification.

There are two FDDL classification schemes: a local classifier (LC) and a global classifier
(GC). The LC is suitable for situations in which the group size is large, that is, the LPC
in this study. The GC is suitable for cases in which there are few samples in the same
group and can be used as an LSC. When collecting training samples for this study, it
was discovered that the sensitivities of the two FBG sensors to loads at different crests
were quite different. If the sensitivities of different sensors are considered in LSCs, the
performance of the LSCs can be improved by introducing an adjustable weight to the LSC
discriminants.

2. Background
2.1. Uniform Strain Sensing of the FBG

The center wavelength of a FBG reflection spectrum in the initial state is at the Bragg
grating wavelength λB and described as [34]:

λB = 2ne f f Λ, (1)

where Λ is the grating period and ne f f is the effective refractive index.
When only considering uniform changes in the axial strain, the optical fiber’s grating

area will produce elastic-optical effects due to expansion and contraction. The elastic-optical
effects will cause Λ and ne f f to change. The change in the grating period is shown as:

∆Λ
Λ

= ε, (2)

where ε is the axial strain of the FBG, and the change in the effective refractive index is
written as:

∆ne f f

ne f f
= −

ne f f
2[P12 − υ(P11 − P12)]

2
ε, (3)

where P11 and P12 are the elastic-optical coefficients and υ is Poisson’s ratio for the material.
Combined with Equation (2), the shift of λB is described as:

∆λB
λB

=

{
1−

ne f f
2

2
[P12 − υ(P11 + P12)]

}
ε. (4)
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Defining
(

ne f f
2/2
)
[P12 − υ(P11 + P12)] as the effective elasticity coefficient Pe,

Equation (4) can be simplified as:

∆λB
λB

= {1− Pe}ε. (5)

It can be seen that, under the influence of a uniform axial strain, the change in the
center wavelength of the FBG, ∆λB, has a linear relationship with the strain ε.

2.2. Nonuniform Strain Sensing of the FBG

There are two primary methods of analyzing FBGs under nonuniform strain, namely
coupled-mode theory and transfer matrix (T-matrix) theory [35]. In this article, T-matrix
theory was chosen to describe the nonuniform strain sensing of FBGs.

In T-matrix theory, the grating is divided into many sub-segments, each of which is
subject to a uniform strain ε. The transmission characteristics for each sub-segment are
obtained through coupling-mode theory. The amplitudes of the forward- and backward-
propagating modes in the sub-segments are then obtained through the transmission matrix
method and shown as: [

Ri
Si

]
= Fi

[
Ri−1
Si−1

]
, (6)

where Ri and Si are the field amplitudes after traversing the ith segment, and the transfer
matrix Fi is described as:

Fi =

[
cos h(γi∆z)− i σ̂

γi
sin h(γi∆z) −i k

γi
sin h(γi∆z)

i k
γi

sin h(γi∆z) cos h(γi∆z) + i σ̂
γi

sin h(γi∆z)

]
, (7)

where γi =
√

κ2 − σ̂2, κ is the ac coupling coefficient, σ̂ is the dc self-coupling coefficient,
and ∆z is the length of the sub-segment. The entire grating under a nonuniform strain can
be described as- [

RN
SN

]
= F

[
R0
S0

]
, (8)

where F = FN FN−1 . . . Fi . . . F1.
Equation (8) is the transmission characteristics of the entire sensor at the correspond-

ing wavelength. When the transmission characteristics are calculated for all the sensing
wavelength ranges, the reflection characteristics of the whole FBG can be obtained. Each
strained optical-fiber sub-segment will affect the reflection spectrum signal of the FBG;
therefore, the reflection spectrum signal of the FBG sensing will produce corresponding
changes according to different nonuniform strain fields. This complex change of reflection
spectrum will provide a wealth of discriminative information.

3. Experimental Setup
3.1. Specimen Analysis

The reinforcement of the composite specimen in this research was an E-type 0/90
glass fiber cloth, and the matrix of the specimen was a mixture of WSR6101 epoxy resin
and low-molecular-weight 650-polyamide resin. The size parameters of the specimen are
listed in Table 1.

Table 1. Geometric data of the specimen.

l1 (mm) l2 (mm) l3 (mm) l4 (mm) n1

350 25 7.5 1.2 6

In Table 1, l1 is the length of the specimen in the chord direction, l2 is the width in the
transverse direction, l3 is the radius of the corrugations, l4 is the thickness of the specimen,
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and n1 is the number of layers. The test specimen is pictured in Figure 1, and the material
properties of specimen are shown in Table 2.

Table 2. The properties of the composite material in this research.

E11 (GPa) E22 (GPa) ρ (g/mm3) Cf (%) Cm (%) v12

37.08 5.56 1.78 × 10−6 48 52 0.26

E11 and E22 are the elastic modulus of material in the chord and transverse directions,
respectively, ρ is the density, C f is the mass ratio of glass fiber cloth, Cm is the mass ratio of
WSR6101 epoxy resin, and v12 is the poisson’s ratio of the material.
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Figure 1. Corrugated composite material skin specimen: (a) the crests of the specimen; (b) the position of the pasted sensors.

Figure 1 indicates that the specimen has two continuous corrugations and is symmet-
rical in the chord direction. FBG1 is pasted at the center of back side crest 3, and FBG2 is
pasted at the center of back side crest 8.

In the experiments, both ends of the specimen were fastened to the testing frame, and
the Instron 3343 universal testing machine generated loads on the crests of the specimen.
Through actual loading, it was found that the minimum fail load among the crests was
21.6 N at the position of the first crest. Therefore, the maximum load was set to 21 N to
avoid irreversible damage to the test sample during the loading process. Eliminating the
data from preloading to 1 N to ensure the consistency of sample collection, the load span
was 20 N. The load was applied with an increase speed of 0.1 N/s. A Yokogawa AQ6370D
spectrum analyzer was deployed to scan and record the spectrum signals repeatedly. The
scanning period was 1 s, and the scanning span was from 1548–1556 nm. A total of 1001
sample points were obtained from each scan. The diagram of the test system and picture of
the experimental system are shown in Figures 2 and 3, respectively.
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Figure 3. Picture of the experimental setup.

The loads were applied to all the corrugated crests two times to collect the training
samples and one further time to collect the test samples. A total of 3200 spectra were
collected for the training data, each crest providing 400 spectra. Figure 4 shows the spectra
obtained when the specimen was loaded on the second crest.
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In Figure 4, loads were applied on the second crest, which was close to FBG1 and far
away from FBG2. It can be seen that the main peak wavelength of FBG1 was red-shifted,
the main peak became broader and the degree of broadening increased with an increase
in the load. The symmetry of the main peak of the spectrum changed. The main peak
wavelength of FBG2 was blue-shifted, but the changes in the reflection spectrum were not
obvious. It could also be seen in Figure 4 that, there was a huge difference between the 5N
spectrum and the 10N spectrum of FBG1. However, when the load was increased to 15N,
the change in the spectrum became much milder. When the load was increased to 20N,
the change of the spectrum was even smaller. This is because when the load was small,
the deformation mainly occurred in ripples’ nearby load position. In addition, as the load
increased, more ripples shared the deformation and then the deformation change of the
crest where FBG pasted was waning. The changes of spectra were also became milder.

The Pearson product-moment correlation coefficient (PPMCC) of the spectra was
selected to verify the uniqueness and the discrimination. The heat map of the PPMCC is
shown in Figure 5.
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Figure 5. The Pearson product-moment correlation coefficient (PPMCC) heat map of fiber Brag
grating (FBG) sensors.

In Figure 5, the brightness of coordinates (X, Y) corresponds to the PPMCC correlation
between sample X and sample Y. The lower brightness means the lower correlation and the
higher discrimination of the samples. Obviously, the self-correlation of any sample is 1, so
the diagonal is the brightest. It can be seen that the brightness of the off-diagonal position
is low, which indicates that the PPMCC between different samples was not high, which
ensures the discrimination performance of the spectrum measured in this paper.

3.2. Feature Extraction

The spectrum signal had the form of a one-dimensional vector of length 1001. To
highlight the signal characteristics and reduce the computational complexity, feature
extraction was performed before subsequent processing. In Figure 4, the change in the
reflecting spectrum can be described as follows:

1. The central wavelength of the main peak shifted.
2. Side-lobes were generated in the reflection spectrum.
3. The bandwidth of the main peak broadened.
4. The symmetry of the reflection spectrum changed.
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Based on the above changes, the following parameters were used as sample character-
istics in this article:

1. The magnitude of the main peak;

2. The value of the main peak shift, (c3, c4) =

{
(‖ ∆Pm ‖, 0), ∆Pm > 0
(0, ‖ ∆Pm ‖), ∆Pm < 0

, where

‖ ∆Pm ‖ is the absolute value of the main peak shift;
3. The secondary peak magnitude;
4. The wavelength difference between the secondary peak and the main peak. The form

is the same as for parameter 2;
5. The tertiary peak magnitude;
6. The wavelength differences between the tertiary peak and the main peak. The form is

the same as for parameter 2;
7. The full width at half-maximum (FWHM), FWHM = WL/2 + WR/2, where WL/2

and WR/2 are the left and right half-maximum widths, respectively;
8. The index of local asymmetry (ILA), ILA = max(WL, WR)/min(WL, WR). This re-

flects the symmetry of the main peak of the reflection spectrum.

The above features must be extracted from the spectra of FBG1 and FBG2 and merged
into a feature vector. The feature vector was first normalized by row and then normalized
by column. The coefficient vector of the normalization of rows should be recorded; the test
samples were preprocessed in the same way.

4. Algorithm Design
4.1. Algorithm Flow

To identify the load on the flexible corrugated skin, both the positions and magnitudes
of the loads should be recognized. The algorithm flow for the proposed method is shown
in Figure 6.
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Figure 6. Algorithm flow of load identification.

During the training phase, two types of dictionaries are learned: the positioning
dictionary and the load-size dictionary. In the positioning dictionary, samples from the
same crest are placed in the same group. In the load-size dictionary, each crest has a
corresponding classifier for learning. In the test phase, the spectral signals first have their
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features extracted to obtain the test samples. The LPC is then used to identify the crest of
the load, and the corresponding LSC is selected to obtain the load size.

4.2. Composition of Load-Size Dictionaries

As mentioned in Section 3.2, every sample has a corresponding load size, which can
be directly regarded as an independent class, and each group contains only one sample.
However, there are too many classes of samples under this dictionary composition for DL.
Therefore, in the general dictionary composition, samples within a certain load range are
grouped into one class, with each group containing multiple training samples.

In this study, the training samples were acquired over a fixed interval, which meant
that the interval of each load-size label was the same. This led to insufficient separation
between adjacent groups and a reduction in discriminative performance, as shown in
Figure 6.

In Figure 7, the distance is defined as the interval of the load size. Sample k belongs
to group i, and sample k + 1 belongs to group i + 1. The distance between sample k and
sample k + 1 is smaller than the distance between sample k and the center of group i. This
situation is disadvantageous for the classification algorithm.
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Figure 7. Shortcoming of continuous block grouping.

A dictionary composition of interleaved block groupings is introduced to solve the
abovementioned shortcoming. In this composition, the original continuous groupings are
interleaved into two sample sets, and there are sufficient distances between groups in each
sample set, as shown in Figure 7.

In Figure 8, DiI is the odd blocks dictionary of the ith crest, and DiI I the even blocks
dictionary of the ith crest. With the data collected and the samples generated according to
the description in Section 3, dictionaries D3I and D3I I are chosen to demonstrate the effect
of the present dictionary composition. A total of 400 training samples are obtained and
divided into 40 groups, with each group containing 10 samples. The Euclidean distance
between the classification centers of two adjacent classes is defined as distance a, and the
minimum Euclidean distance between samples belonging to two adjacent classes is defined
as distance c. The performance of the proposed approach for both distance a and distance c
is shown in Figure 9.
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Figure 9 illustrates that, when using interleaved block grouping, distance c and
distance a are much larger than when using continuous block grouping. This means that
when the dictionary is initiated, the discrimination of the dictionary is greatly improved.

4.3. Two-Resolution LSCs

To ensure the representation performance of DL, a certain number of atoms in the
same group are required. This is the same as the number of samples in a class. Within
a certain range, the expression ability and discriminative performance of the dictionary
increase with the number of atoms in the sample group. The large sample groups in the
LSC, however, cause the classification to have low resolution. It is difficult to achieve
satisfactory resolution and discriminative performance at the same time.

In the proposed method, the two-resolution LSC shown in Figure 10 is introduced.
LSC1 is a typical DL classifier with multiple atoms in a class, and LSC 2 is a local classifier
generated from the results of LSC1.
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In LSC2, the samples corresponding to a specific load are grouped into a single class,
and the number of atoms in a class is the number of times that training samples are collected,
which were included in this study. LSC1 ensures sufficient discriminative performance,
and LSC2 ensures sufficient classification resolution. Ideally, the results of LSC1 (DiI) and
LSC2 (DiI I) produce two adjacent classes ClassiI and ClassiI I , and then DiI I I is constructed
from the atoms of ClassiI and ClassiI I . Sometimes, however, ClassiI and ClassiI I are not
adjacent, and DiI I I is built by the atoms in and between these two classes. As the results
from LSC1 are uncertain before the test phase, an SR classifier (SRC) that does not require
DL is chosen for LSC2.

4.4. SRC Algorithm

The SRC uses a classification algorithm without DL, which makes it suitable for
LSC2 [36]. In the SRC, test sample y can be linearly represented by an overcomplete
dictionary A = [A1, · · · , Ai, · · · , Ac], where Ai is the sub-dictionary of class i, which is also
the matrix of training samples without DL. If the code y of A satisfies l1-norm minimization,
the following equation can be written:

a = argmin
a
‖ y− Aa ‖2

2 +λ ‖ a ‖1 . (9)
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Then, the class of y can be determined by:

c = argmin
i
‖ y− Aiδi(a) ‖2

2. (10)

4.5. Optimized FDDL Algorithm
4.5.1. FDDL Classifiers

FDDL is a DL algorithm focused on improving the discrimination of the dictionary by
introducing Fisher discrimination. The DL model of FDDL is described in Appendix A.
There are two FDDL classification schemes, GC mode and LC mode. In the GC mode, the
dictionary represents the test sample as a whole. This mode is suitable for situations in
which the number of training samples for each class is relatively small. The solution for the
GC mode is described as:

x̂ = argmin
x

{
‖ y− Dx ‖2

2 +γ ‖ x ‖1

}
, (11)

where y is the test sample and x̂ = [x̂1, x̂2, · · · , x̂c] contains the coding coefficients of
sub-dictionary Di. The class of y can be obtained by solving the following equation:

identity(y) = argmin
i

{
‖ y− Di x̂i ‖ 2

2 + ω ‖ x̂−mi ‖ 2
2

}
, (12)

where ‖ y− Di x̂i ‖ 2
2 is the reconstruction error of Di, ‖ x̂−mi ‖ 2

2 is the distance between
the coefficient vector x̂ and the mean coefficient vector mi learned for class i, and ω is the
weight balancing the two terms. The GC mode is selected for the LSC.

The LC mode is designed for situations in which the dictionary is big enough to
represent and classify the test samples. The solution for the LC mode is written as:

x̂ = argmin
x

{
‖ y− Dix ‖2

2 +γ1 ‖ x ‖1 +γ2 ‖ x−mi
i ‖ 2

2

}
, (13)

where γ1 and γ2 are weights for balancing the three terms and mi
i is the sub-coefficient

vector associated with Di. The class of y can be obtained by solving the following equation:

identity(y) = argmin
i

{
‖ y− Di x̂ ‖2

2 +γ1 ‖ x̂ ‖1 +γ2 ‖ x̂−mi
i ‖ 2

2

}
. (14)

4.5.2. GC Optimization

Several LSCs were designed for load-size identification. Figure 4 shows that the
sensitivities of FBG1 and FBG2 are different when the load is applied on different crests.
If the effects of sensor sensitivity on the LSC are considered, adjusting the contributions
of different sensors for different LSCs will further improve the effect of the classification
method.

The samples for the LSCs combine the features of FBG1 and FBG2. Define a sample as

y =

[
y1

y2

]
, where y1 and y2 are the features of FBG1 and FBG2, respectively, and define

the dictionary as D =

[
D1

D2

]
. An adjustable weight α (0 ≤ α ≤ 1) is introduced. For the

LSCs of crests 1–4, the following equation is obtained:

yα =

[
y1

y2α

]
, Dα =

[
D1

D2α

]
. (15)

For the LSCs of crests 5–8, the following equation is obtained:

yα =

[
y1α
y2

]
, Dα =

[
D1α
D2

]
. (16)
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The sample and dictionary are then normalized as:

yα′ = yα

‖ yα ‖2
, (17)

Dα′
i =

{
da′

i1, da′
i2, . . . , da′

ik
}
=

{
da

i1
‖ da

i1 ‖2
, . . . ,

da
ij

‖ da
ij ‖2

, . . . ,
da

ik
‖ da

ik ‖2

}
, (18)

where dij are the atoms of Di. Using the adjustable weight, Equations (11) and (12) become:

x̂ = argmin
x

{
‖ yα′ − Dα

i ′x ‖2
2 +γ ‖ x ‖1

}
, (19)

identity(y) = argmin
i

{
‖ yα′ − Dα

i ′x̂ ‖2
2 +ω ‖ x̂−mi ‖2

2

}
. (20)

In the optimization of an adjustable weight, α is initialized to 0, ∆α (which is set as
0.05 in this paper) is the increase of α, and 1 is the end of iteration. Classification error
and reconstruction error are chosen to obtain the best adjustable weight for each LSC.
Classification error errorc(α) of α is defined as:

errorc(α) =
∑yv∈Yv ‖ cyv − identity(yv) ‖1

size(Yv)
, (21)

where Yv is the validation sample set and classv is the load-size label of sample v. Then,
the best adjustable weight α′ is described as:

α′ = argmin
α

[errorc(α)], 0 ≤ α ≤ 1. (22)

Sometimes α′ is not unique. At this time, the adjustable weight α corresponding the
minimum reconstruction error errorre(α) is the best adjustable weight:

errorre(α) =
∑yv∈Yv ‖ yα′ − Dα

c ′x̂ ‖2
2

size(Yv)
, (23)

α′′ = argmin
α′

[errorre(α′)], (24)

where Dc is the sub-dictionary of the sample’s class. The result of Equation (24) is the
adjustable weight associated with the best classification ability and represents the ability of
the dictionary.

5. Experiments and Results
5.1. Parameter Selection

We collected 3200 training samples from the 8 crests. Twenty test samples associated
with each crest were randomly selected, giving a total of 160 test samples.

All the parameters of FDDL were obtained following five-fold cross-validation. In
the load-positioning stage, there were eight classes of the LPC, and the parameters of the
FDDL were λ1 = γ1 = 0.1 and λ2 = γ2 = 0.005. In the load-size-identification stage, there
were 400 samples in each LSC1, with λ1 = 0.05, λ2 = 0.01, γ = 0.01, and w = 0.01. In
LSC1, the range of each group was 0.5 N and there were 10 samples in each class. In LSC2,
sets of dictionaries were selected with 20 atoms as a validation sample set, and λ1 is 0.005
in the SRC. The adjustable weights of all crests (Table 3) were obtained using the algorithm
in Figure 10 after the upper parameters of the LSC were determined.
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Table 3. Adjustable weights for each crest.

Crest No. 1 2 3 4 5 6 7 8

Adjustable weight (Fisher discrimination dictionary
learning, FDDL) 0.40 0.20 0.45 0.70 0.85 0.30 0.15 0.35

Adjustable weight (sparse representation classifier, SRC) 1.00 0.75 0.80 0.85 0.90 0.80 0.85 0.75

5.2. Control-Group (CG) Settings

Considering the sample set, the groups of classes and identification target were
different for the LPC and the LSC. To better illustrate the performance of the proposed
load-identification method, the LPC and LSC results will be compared separately to that
of CGs.

In the experimental group (EG), the FDDL used DL and the LPC, with the FDDL
having adjustable weights chosen as DL and the LSC1 and the SRC having adjustable
weights chosen as the LSC2. The samples in LSC1 were grouped with interleaved blocks,
and the sample set for LSC2 was obtained from the results of LSC1.

5.2.1. CG Settings of the LPCs

Three LPC CGs were used in the experiments: (i) CG1-LPC with discriminative K-
mean singular value decomposition (D-KSVD) selected as the DL algorithm; (ii) CG2-LPC
with label-consistent K-SVD (LC-KSVD) selected as the DL algorithm; and (iii) CG3-LPC
with support vector machine (SVM) used to classify the test samples [37–39].

5.2.2. CG Settings of the LSCs

Six LSC CGs were used in the experiments, with the assumption that all samples were
positioned correctly by the LPC.

1. CG1-LSC, with D-KSVD selected as the DL algorithm and the LSC1 classifier; LSC2 is
not executed, and the other parts are the same as in EG-LSC1.

2. CG2-LSC, with LC-KSVD selected as the DL algorithm and the LSC1 classifier; LSC2
is not executed, and the other parts are the same as in EG-LSC1.

3. CG3-LSC, with the FDDL with adjustable weights selected as the DL algorithm. LSC2
is not executed, and the other parts are the same as in EG-LSC.

4. CG4-LSC, with SVM selected as LSC1 and LSC2; the other parts are the same as in
EG-LSC.

5. CG5-LSC, with training samples grouped into continuous blocks in LSC1; other parts
are the same as in EG-LSC. FDDL and SRC with adjustable weights are used in LSC1
and LSC2.

6. CG6-LSC, with no adjustable weights used in LSC1 and LSC2; other parts are the
same as in EG-LSC.

As the results of LSC1 are uncertain before the test phase, SRC is the better choice for
LSC2, as it does not need to be trained. LSC2 is not executed in CG1-LSC and CG2-LSC.
A comparison of the LSC1 results from CG1-LSC, CG2-LSC, and CG3-LSC will clarify
the performance of the LSC1 method presented in this research. The LSC1 results from
CG6-LSC are also selected to show the improvement to FDDL from using adjustable
weights.

The LSC2 results from CG4-LSC, CG5-LSC, and CG6-LSC are also compared. In
CG5-LSC, the dictionary composition of LSC2 is different from that of the EG, allowing
us to evaluate the effect of interleaved block groupings. CG6-LSC demonstrates the
improvement of using adjustable weights.
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5.3. Results and Analysis

The positioning accuracy is defined as:

Rc =
∑kc

i=1,yi∈Yc
identityLPC(yi) == c

kc
, c ∈ {1, 2, · · · , 8}, (25)

where yi is the test sample belonging to sample set Yc, c is the crest number, and kc is the
number of samples from each crest. The positioning results of LPC are shown in Figure 11.
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Figure 11. Load-position classifier results.

It can be seen from Figure 11 that, in the load-position-identification stage, all 160
samples are correctly identified by EG-LPC (FDDL) and CG2-LPC (LC-KSVD), while in
CG1-LPC (D-KSVD) and CG3 (SVM), there are identification errors at position 5. The
LPC results show that the method in this paper can accurately realize the function of load
positioning.

The positioning mean error of LSC1 is defined as:

Rlc =
∑kc

i=1,yi∈YC
‖ identityLSC1(yi)− lc(yi) ‖1

kc
, (26)

where lc(yi) is the load-size label of test sample yi. In EG-LSC1, ‖ identityLSC1(yi)− lc(yi) ‖
is calculated separately for odd and even dictionaries, and the smaller distance is selected
as the mean error. The results for LSC1 are shown in Figure 12.
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Figure 12. LSC1 results with different algorithms.

It can be seen from Figure 11 that EG-LSC obtains the best load-size-identification
result. Compared with CG1 (D-KSVD), CG2 (LC-KSVD), and CG3 (SVM), the results for
CG6 (FDDL) are competitive. The errors of these methods are listed in Table 4.
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Table 4. Mean errors of each method.

Group EG-LSC CG1-LSC CG2-LSC CG3-LSC CG6-LSC

Mean error (N) 0.1844 0.3625 0.3313 0.2844 0.2063

Compared with CG6-LSC, EG-LSC has a smaller mean error. This shows the improve-
ment in performance that can be achieved by using adjustable weights.

The positioning mean error of LSC2 is defined as:

Rl =
∑kc

i=1,yi∈YC
‖ identityLSC2(yi)− l(yi) ‖

kc
, (27)

where l(yi) is the actual load size of test sample yi. The LSC2 results are shown in Figure 13.
Note that the mean errors of LSC1 and LSC2 are not comparable, because l(yi) and lc(yi)
have different resolutions. The LSC2 results are the final load-identification results, which
are shown in Figure 13; the mean errors are summarized in Table 5.
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Table 5. Mean errors of each method.

Group EG-LSC CG4-LSC CG5-LSC CG6-LSC

Mean error (N) 0.2106 0.3169 0.2531 0.2663

The proposed method exhibits better performance than the other CGs, and the smallest
mean error for each crest is given by EG-LSC. The result of CG4-LSC using SVM is worse
than those of the other groups. The load-size-identification results at both ends are better
than the data in the middle, because the second and third crests are close to FBG1 and the
sixth and seventh crests are close to FBG2. The FBGs are more sensitive to the loads on
these crests. The first and eighth crests are close to the fixed positions, and for a given load,
the first and eighth crests display a bigger change in the strain field than the fourth and
fifth crests.

6. Conclusions

This paper has proposed a load-identification method for flexible corrugated skins
using an improved FDDL algorithm. All the positions were classified correctly by the
proposed method, and the mean error of the proposed method is 0.2106N. Both the position
and size of the load on eight crests can be identified with two FBGs. The recognition
model has been optimized in several respects: (i) an interleaved block grouping has been
introduced to increase the discrimination of the dictionary; (ii) a two-resolution classifier
was designed for load-size classification, thus enhancing the DL effect and the class label
resolution; (iii) adjustable weights were introduced to FDDL and SRC to optimize the
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contributions of the FBG sensors in different LSCs. The results showed that, compared with
other algorithms and the original FDDL, the method proposed in this paper achieves better
load-identification performance. By fully utilizing the spectral features through machine
learning, this method could monitor multiple crests with few FBGs, expanding the use of
SHM to the flexible skins of morphing wings.

Under the following premise, the method in this paper can also be applied to other
measurement targets and environments:

(1) The features of spectra should be obvious (broadening of peak, generation of side
lobes, etc.), which often means a relatively large strain and a relatively large strain gradient.
On corrugated skins, the centers of the crests are the positions where the strain gradients
are the large. Therefore, on other skin or plate structure, the sensors need to be pasted at
the positions with a large strain and a strain gradient.

(2) The features of spectra should be discriminative, which means the spectra gener-
ated by loads of different sizes at different locations need to be different. This condition
is satisfied on corrugated skins, when the deformation only occurs on chord direction
as described in Figure 5, while the other structures need to be discussed and verified
separately.

This paper has focused on the sparse representation model of load processing and
analyzed the structure of the target specimen to optimize the algorithm. The mechanical
properties of the corrugated skins have not been analyzed, so the sensor arrangement
and classification algorithm could be further improved. The applicability of the proposed
model to other specimens of the same specification has not yet been verified. These aspects
will be considered in the next stage of research.
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Appendix A

A typical DL model is described as:

J(D,X) = arg min
(D,X)

{
‖ A− DX ‖2

F +λ ‖ X ‖p + f (X, D)
}

, (A1)

where A is the training sample, D is the sparse dictionary, and X is the coding coefficient
matrix. The DL model of FDDL is written as:

J(D,X) = arg min
(D,X)


c
∑

i=1
r(Ai, D, Xi) + λ1 ‖ X ‖1 +

λ2
(
tr
(
Sw(X)− SB(X) + η ‖ X ‖2

F
))
, (A2)
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where A ≈ DXi = D1X1
i + D2X2

i · · ·+ DcXc
i , and Xi =

{
xj
}

j=i denotes the coding coeffi-
cient i for set signal Ai. R(Yi, D, Xi) is the discriminative fidelity term of the atoms:

R(Ai, D, Xi) =‖ Ai − DXi ‖ 2
F+ ‖ Ai − DiXi

i ‖ 2
F +

c

∑
j=1
‖ DiX

j
i ‖

2
F, j 6= i. (A3)

The term λ1 ‖ X ‖1 ensures the sparsity of DL, while λ2
(
tr
(
Sw(X)− SB(X) + η ‖ X ‖2

F
))

is the discriminative fidelity term of the coding coefficient matrix, where

SW(X) =
c

∑
i=1

ni

∑
k=1

(
x(i)k − µi

)(
x(i)k − µi

)T
, (A4)

SB(X) =
c

∑
i=1

ni(µi − µ)(µi − µ)T , (A5)

where µi and µ are the centers of Xi and X, respectively, and ni is the number of samples
in each classification set. The optimization goal for Sw(X) and Sb(X) uses an adjustable
relaxation η ‖ X ‖2

F.
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