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Abstract: Aerospace thin-walled structures are susceptible to various forms of damage and they
can be effectively inspected using Lamb wavefields. However, Lamb wavefields contain at least
two dispersive modes which interfere with the generation of a clear image for damage visualization.
Conventional mode filters produce inconsistent results due to the need for the ad hoc or manual
adjustment of the processing parameters by experienced users. An automatic, adaptive mode filter is
proposed to remove human subjectivity, thereby improving the consistency of the results and making
it more practical to utilize. It converts the wavefield from the space-time domain to the wavenumber-
time domain and then consolidates the data in the time and angular axes into a wavenumber response
function (WRF) where the modes can be automatically isolated. The single-mode data were converted
back into space-time domain for result visualization. Its effectiveness was experimentally proven
by keeping 78.2–122.0% of energy for a wanted mode and suppressing the energy of an unwanted
mode to 0.1–4.5%. Its automatic adaptability was demonstrated through the improved visibility of a
blind hole, corrosion, water-ingress in honeycomb panel, and impact damage in a complex composite
wing. Consistent results can be generated in a highly efficient manner while significantly reducing
the computational workload and hardware requirements.

Keywords: non-destructive testing; structural health monitoring; ultrasonic wave propagation
imaging; damage visualization; guided wave; mode isolation; adaptive filter

1. Introduction

Aerospace structures have been optimized to increase the strength-to-weight ratio
through thin-wall design principles, innovative design concepts, and alternative materi-
als [1–9]. However, maintenance for safety and reliability becomes critical due to their
complex structural design [5,10]. To prevent catastrophic failure, aerospace structures
require periodic in-depth inspections using non-destructive testing (NDT) technology to
detect hidden damage such as corrosion, cracks, delamination, and debonding [11–15].
In this regard, ultrasonic inspection has been historically relied on for its capability to
inspect through the thickness of structural walls for damage detection [16–18]. Among
various ultrasonic techniques, guided ultrasonic wave propagation imaging (G-UPI) [19]
has emerged as a significant technique in recent years.

The G-UPI system inspects thin-walled structures by generating and sensing Lamb
waves [20,21] at densely distributed grid points over the target surface. These waves can be
altered by local damage and the changes can be extracted using a suitable result processing
algorithm for damage visualization and evaluation [22,23]. However, Lamb waves contain
infinite modes that are dispersive and overlapping in space and time [24,25], which can
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complicate feature extraction [26,27]. Although generating and sensing a specific mode has
been investigated [28–32], the requirement for specialized transducers or conditions has
limited its wider use. To date, only the mode cut-off method based on frequency bandpass
has been universally adopted to limit the modes to the fundamental S0 and A0 modes.

The separation of the remaining modes requires further signal processing. Alleyne
and Cawley [33] found that two-dimensional (2D) Fourier transform (FT) could be used to
resolve the individual mode of Lamb waves. Ruzzene [34] extended it for the directional
filtering of Lamb waves in the three-dimensional (3D) wavenumber-frequency domain.
Kudela et al. [35] proposed the removal of all incident modes and keeping only the damage-
related “anomalous waves/mode” [36–38]. This method is faster and more robust as it only
involves 2D FT and can effectively remove incident modes regardless of the propagation
direction of the waves. It is, however, critical to generate a suitable incident filter that is
averaged from the first few time-indexed frames of the wavenumber-time data before the
incident waves encounter any damage. Meeting this requirement is tricky as the wavefield
source must be positioned at an optimal distance from potential damage. If the source
is too close, the number of frames for averaging becomes insufficient, and if it is too
far and positioned outside the region of interest, the faster-travel mode may encounter
damage before the other, leading to ineffective removal of all incident modes. Using these
directional or incident filters for complex thin-walled structures is not practical because
waves phenomena, including reflections, scatterings, and mode conversions, caused by
both benign structural components and damage are indistinguishable. Modes removal can
also be performed in the wavenumber-frequency domain [39], but this is generally slower
due to 3D FT.

For complex thin-walled structures, isolating a specific wave mode for structural
imaging is a more promising strategy. The filtered single-mode data can be processed
for detailed analysis, such as for the visualization of specimen thickness instead of any
arbitrary intensity or amplitude. Mode filtering in the wavenumber-frequency domain has
also been proposed and used [40–45]. The filter generally involves the bandpass of the data
in the frequency and wavenumber domains using respective filter windows. The suitability
of the windows depends at least on two aspects. Firstly, the central position of the windows
must be adjusted according to the energy peak of the mode of interest. Secondly, the width
of the filter windows must be large to isolate most of the energy of a selected mode but not
too large so that the energy of other modes is included [40]. Apparently, these two aspects
are complicated by the dispersive nature of the waves, i.e., the position and width of
the wavenumber filter windows are frequency-, material-, and damage-type-dependent.
Moreover, setting the window width is a subjective task due to the lack of a clear boundary
between modes. This implies that good skills and knowledge are needed for the ad hoc
optimization of the mode-filtering process and to cater to different specimens and datasets.
A direct consequence of any ad hoc processing, especially when performed by different
users, is the inconsistency of the results. Another consequence is the need to perform
multiple runs of the algorithm in pursuit of the best result, which is computationally
burdensome due to multiple forward and inverse 3D FT computations.

The motivation for this work was to keep the advantages of the above-mentioned
filters and at the same time circumvent their disadvantages. We proposed an adaptive mode
filter in the wavenumber-time domain based on our preliminary work reported in [46] to
harness the following advantages. Firstly, it can be used to isolate a specific incident mode
of interest, thus facilitating further mode analysis for the structural imaging of complex
structures. It also provides the flexibility to remove all incident modes, thus only keeping
the anomalous mode for easy damage visualization. Secondly, the proposed method has
high adaptability to the data frequency, specimen material, and damage type. Note that
this is the most significant contribution of the proposed method. With this adaptability,
mode isolation or removal can be performed automatically without any ad hoc tinkering
towards the algorithm or manual adjustment of the processing parameters such as the
width of the filter window. Thirdly, the proposed method guarantees consistent results as
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a direct consequence of needing no ad hoc adjustment, regardless of who processes the
data or how many times these are processed. Fourthly, the proposed method is fast due to
the adoption of 2D FT instead of 3D FT. This greatly reduces the computation burden and
hardware requirements.

This article is organized as follows. Section 2 describes the proposed adaptive mode
filter. The characteristics and advantages of the proposed method are then experimentally
demonstrated using the materials and setup described in Section 3. Specimens made of
different materials and containing different types of damage were used to demonstrate
the adaptability of the proposed method. The results and discussions are presented in
Section 4, and lastly the concluding remarks and further works are given in Section 5.

2. Adaptive Mode Filter

In this work, an adaptive mode filter is proposed to isolate a specific mode of interest,
so that further analysis or processing for damage visualization can be performed. Figure 1
depicts a typical process flow. Before mode isolation, the measured wavefield dataset
undergoes several pre-processing steps, namely the frequency bandpass, DC removal, and
Tukey windowing. The frequency bandpass is used to remove noises such as environmental
vibration and sampling aliasing; DC removal is used to remove the amplitude shift; and
Tukey windowing is used to reduce the spectral leakage in Fourier transformation. The
pre-processed data would then be fed into the proposed mode filter to isolate the S0, A0,
and the damage-related anomalous modes.
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Figure 1. Flow diagram of a typical mode isolation process.

Throughout this paper, x, y, t, f , κx, κy, and W represent the x coordinate, y coordinate,
time index, frequency index, x direction wavenumber, y direction wavenumber, and filter
window, respectively. Symbols v and V generally represent the wavefield data in the
original space-time domain and Fourier domain, respectively, and they will be accented if
they have been modified by any important signal processing step.

Figure 2 shows the process flow of the proposed adaptive mode filter. The pre-
processed space-time domain data v[x, y, t] will first be converted into the wavenumber-
time domain using a 2D FT. The wavenumber-time domain dataset V

[
κx, κy, t

]
will be

consolidated (i.e., summed) along the time axis into a time-consolidated wavenumber
spectrum (TCWS) V̂

[
κx, κy

]
according to

V̂
[
κx, κy

]
=

T

∑
t=0

V
[
κx, κy, t

]
,

where the sampling time is indexed by t from 0 to T. Figure 3a shows the amplitude plot of
a TCWS, generated using the wavefield data of a 2 mm stainless-steel plate (see Section 3.2
Case P1). Note that the full range of the respective wavenumber scale is ±1000 m−1. This
figure only shows the zoom-in view of the meaningful ±400 m−1 range. In this plot, the
consolidated energy of the S0 and A0 mode can be identified over the black background as
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two concentric rings, i.e., S0 as the inner ring and A0 as the outer ring. Following this, a
polar coordinate system is employed and an angular-consolidated wavenumber response
function (WRF) V̌κ is generated as

V̌κ =
2π

∑
θ=0

V̂(κ, θ),

where κ =
√

κ2
x + κ2

y and θ represents the angle of consolidation. The WRF is shown in Figure 3b,

with the κ ranging up to 1414 m−1 due to its Pythagorean definition. Two prominent peaks
which represent the accumulated energy of the S0 and A0 modes can be identified in the
WRF. The shorter peak in blue corresponds to the S0 mode that has lower energy, whereas
the higher peak in red corresponds to the A0 mode that has higher energy.
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Many of the processing steps shown in Figure 2 can easily be graphically understood
based on Figure 3b. The κpeak1 and κpeak2 corresponding to the κ value at the peaks of the
S0 and A0 modes, respectively, as shown in the inset in Figure 3b, must be found first.
Then, the κtrough can be determined as the κ value at the trough between κpeak1 and κpeak2.
Subsequently, the values of κin and κout can be determined as the intersections of the mean

amplitude
−
V and the WRF. Note that the mean amplitude of the WRF, denoted as

−
V, is

shown in Figure 3b by the dashed horizontal line. All these κ values can be automatically
determined using a generic peak-finding algorithm or logical program. Thus, in general,
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the proposed mode filter can be regarded as a searching procedure using the WRF that
automatically enables the identification of κin, κout, and κtrough without any user input for
the generation of suitable mode filters.
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κtrough is located at the trough between the S0 and A0 modes, while the κin and κout are located at the
mean-crossing positions of the WRF.

Once the values of κin, κout, and κtrough are determined, three binary (pass or block)
filter windows can be generated for the isolation of S0, A0, and anomalous modes, respec-
tively, as

∼
WS0

[
κx, κy

]
=

{
1, κin < κ < κtrough
0, otherwise

;

∼
WA0

[
κx, κy

]
=

{
1, κtrough ≤ κ < κout
0, otherwise

;

∼
WAnom

[
κx, κy

]
= 1 −

∼
WS0

[
κx, κy

]
−

∼
WA0

[
κx, κy

]
.

The filter window for the A0 mode is shown in Figure 4a, in which the yellow region
has unity value (pass), while the black region has a null value (block). The filter window
can then be applied to the wavenumber-time domain data as an inner product to isolate
the mode such that ∼

Vmode
[
κx, κy, t

]
=

∼
Wmode.V

[
κx, κy, t

]
,

where
∼
Vmode represents the single-mode-filtered wavefield data. Figure 4b shows a sample

TCWS of
∼
VA0 based upon its corresponding unfiltered TCWS as previously shown in

Figure 3a. Figure 4c shows the corresponding A0-isolated WRF. From a number of attempts
made by the authors, it was found that even though the data consolidation results in
TCWS and WRF of different shapes and amplitudes, the filter windows can be employed to
isolate the modes effectively. In other words, the adaptability of the proposed mode filter is
anchored at the representation of wavefield data using the WRF.
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Although only one sample solution of the isolated mode is presented in Figures 3 and 4, the
proposed mode filter can actually generate all three S0-isolated, A0-isolated, and anomalous
mode-isolated wavefield data in one execution of the algorithm. The anomalous mode will
contain energy only when a portion of energy from the incident modes is mode-converted
by a damage.

3. Experimental Investigation

The proposed adaptive mode filter was experimentally investigated for its ability
to isolate a mode and subsequently improve the clarity of the damage visualization us-
ing a pristine (i.e., damage-free) specimen and four specimens with artificial damages,
respectively. The details of the data acquisition setup, specimens, and result visualization
methods are given in the following sub-sections.

3.1. Data Acquisition System

A set of laser-scanning G-UPI system was used for the actuation and measurement
of Lamb waves in the specimens. For actuation, a diode-pumped solid-state Q-switched
pulsed laser (custom-made by Advanced Optowave Inc., Ronkonkoma, NY, USA) with
a wavelength of 532 nm, a beam diameter of approximately 4 mm, a pulse width of
approximately 40 ns, pulse energy of approximately 1.5 mJ, and pulse repetition frequency
of 50 Hz was used as the ultrasound generator. Note that the laser parameter values were
set to ensure ultrasound generation within the non-destructive, linear thermoelastic regime
of all specimens without any ablation. Rectilinear grid-point scanning was realized using a
galvano-motorized laser mirror scanner (ScanCube7, ScanLab GmbH, Puchheim, Germany)
with a scan interval (i.e., spatial sampling resolution) of 0.5 mm in both the horizontal x
and vertical y directions.

For measurement, an amplifier-integrated PZT (lead zirconate titanate) sensor (M304-A,
Fuji Ceramics Corp., Fujinomiya, Japan) was used. It has a broad frequency bandwidth
up to 1 MHz and a sensitivity of 110–115 dB in the frequency range of 160–350 kHz, with
reference to 0 dB at 1 V/ms−1. It was bonded on the specimen using a cyanoacrylate
adhesive, either on the same side of the laser-scanning surface similar to a standard NDT
inspection, or on the opposite side similar to the inspection of a smart (instrumented)
structure. The sensor converts the surface displacement of the specimen into analogue
electrical signals. The analogue signals were filtered using a variable cut-off frequency filter
(3627, NF Corp., Yokohama, Japan) by manually sweeping the bandpass frequency until
a suitable range was found, where there were two distinct modes and the signal-to-noise
ratio was sufficient. This was performed without any investigation into the correlation
with the rate of damage detection. Each signal was digitized into 500 samples using an
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8-bit oscilloscope (USB-5133, National Instrument Corp., Austin, TX, USA). Note that
the actuation-measurement process was performed consecutively one after another, until
the signals from all scanning grid points were saved as a 3D space-time wavefield data
v(x, y, t).

3.2. Specimen and Inspection Setup

For the verification of mode-isolation effectiveness, inspection Case P1 (Pristine 1) was
performed using a pristine stainless-steel plate. Unless specified otherwise, the wavefield
was measured from an imaging region of interest (ROI) that was located at the centre of
specimen, and the origin was located at the lower left corner of the ROI. The specimen
information and inspection parameters for all cases are summarized in Table 1. The
save data were further software filtered using various frequency bandpasses to verify the
effectiveness of the proposed mode filter regardless of the frequency bandwidth.

Table 1. Specimen and inspection parameters.

P1 D1 D2 D3 D4

Specimen Stainless-
steel plate

Stainless-
steel plate

Stainless-
steel plate

Aluminium
honeycomb panel CFRP wing section

Overall size (mm3) 1000 × 1000 × 2 1000 × 1000 × 2 500 × 500 × 2 500 × 500 × 16.5 Nominal skin
thickness 2.0 mm

Scan ROI (mm2) 300 × 300 100 × 100 100 × 100 250 × 250 400 × 400

Damage type - Hidden crack Hidden corrosion Water
ingress

Barely
visible impact

Damage
Position (mm)
(with reference

to ROI)

- (50, 50) (50, 50)

(62.5, 210.0)
(125.0, 210.0)
(187.5, 210.0)

(62.5, 40.0)
(125.0, 40.0)
(187.5, 40.0)

(200, 200)

Damage size (mm) - φ 2.0
Depth 1.0

φ 30.0
Depth 1.0 10.4 20.0

Frequency
bandpass (kHz) 200–400 200–400 450–550 150–250 120–130

Sampling
frequency (MHz) 5 5 2.5 1.5 1.25

Source (sensor)
coordinate (mm) (150, 150) (200, 200) (50, −50) (125, 375) (200, −130)

Sensor-
affix surface Opposite Front Opposite Front On spar web

Improved damage visualization based on mode-isolated data was demonstrated using
four specimens with artificial damage. In the first two cases, a stainless-steel plate was
used to represent a simple, homogeneous structure. A blind hole was drilled and a circular
area was milled on the opposite side of the specimen, respectively, for Cases D1 and D2, to
simulate scatterer-type damage-like cracks and hidden corrosion. The damage diameter
was large compared to the ultrasound wavelength in Case D2, so the ultrasound perceived
it as areal-type damage, unlike in Case D1. Illustrations of the imaging ROI for all damaged
cases are given in Figure 5.
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Figure 5. Illustration of an ROI showing the relative position of damage for (a) Case D1, (b) Case D2,
(c) Case D3 with six water-filled honeycomb cells, and (d) Case D4. In sub-figure (d), purple dashed
boxes, blue dashed lines, and black dashed line indicate the position of T-stringers, plies overlap, and
spar, respectively.

In Case D3, an aluminium-sandwiched panel with a honeycomb core was used as the
specimen. The panel had a total thickness of 16.5 mm, with a front facesheet thickness of
1.0 mm, a hexagonal core thickness of 15.0 mm, and a rear facesheet thickness of 0.5 mm.
The core had a cell size of 10.4 mm and a wall thickness of 0.05 mm. Six pinholes were
drilled at the back of the specimen, and water was injected into the honeycomb cell using
a syringe through one of the pinholes while the specimen was placed horizontally. The
pinhole was then sealed with cellophane tape to prevent water from escaping, and the
specimen was positioned upright for scanning. This process was consecutively repeated
for all six pinholes to simulate water ingress damages at different locations.
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In Case D4, a previously tested section of a carbon fibre-reinforced plastic (CFRP)
wing from [42] was used as the specimen. The overall dimensions of the wing section are
unavailable, but its nominal skin thickness is known to be 2.0 mm. The sensor was fixed on
the spar web at a linearized distance of approximately 130 mm from the bottom of ROI.
This inspection case was chosen to demonstrate the ability of the proposed mode filter to
isolate a specific mode of interest for further structural imaging of complex structures.

3.3. Result Visualization

The 3D space-time wavefield data v(x, y, t) must be processed into images for damage
visualization and performance analysis. Two result processing methods used in this study
are briefly described in the following sub-sections.

3.3.1. Spectral Energy Mapping

Spectral energy mapping is proposed in this work as an alternative to the accumu-
lated mass-normalized kinetic energy mapping [47,48] and Hilbert-enveloped energy
mapping [47] for visualizing damage, as it provides higher contrast. However, a thorough
investigation of its characteristics is beyond the scope of this work and remains to be per-
formed. To generate a spectral energy map (SEM), the space-time wavefield data v(x, y, t),
regardless of the mode filtering status, is transformed into the space-frequency domain as
V(x, y, f ) using a 1D FT and then summed along the frequency axis, such that

SEM(x, y) =
n

∑
f=1

V(x, y, f ).

3.3.2. Wavenumber Imaging

Wavenumber imaging is a result processing method that processes wavefield data into
a wavenumber map. The wavenumber map in this context refers to an image that displays
the distribution of the local wavenumber value of an inspected specimen. There are several
variants and the one reported in [42] was adopted after replacing its original mode filter
with the one proposed in this paper.

3.4. Performance Metric

In order to quantify the efficiency of mode filtering, a performance metric hereby
called the energy ratio (ER) was proposed as

ER =
∑t2

t1
Aa f ter

2

∑t2
t1

Abe f ore
2 × 100%,

where symbol A represents the signal envelope of a mode before or after mode filter pro-
cessing. The envelope is calculated for the entire time signal using Hilbert transformation,
while the time window for summation is determined on a case-by-case basis, as indicated
by the yellow and pink time zones in Figure 6. The square value was used for the sake
of matching the definition of kinetic energy per unit mass. No further calibration was
performed and it can be used without losing its genericity. The ER delivers a positive value
which represents the ratio of energy remaining in a specific mode compared to its energy
before mode filter processing. The value approaching 0% represents a good performance
for the suppression of an unwanted mode, while a value near 100% represents good perfor-
mance for the isolation of a desired mode. Note that ER values above 100% are possible, for
example, when the mode isolation removes the destructive interference of original modes.
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Figure 6. An example of time-domain signal taken from the data of inspection Case P1. The left,
middle, and right columns show the signals before mode isolation, after S0 mode isolation, and
after A0 mode isolation, respectively. Sub-figures (a–c) show the as-acquired broadband signal,
while sub-figures (d–o) show the signals after being software-filtered at different frequency bandpass
ranges, as indicated at the far right. Time zones with a yellow and pink background were used for
the ER calculation of S0 mode and A0 mode, respectively.

4. Results and Discussions

This section is divided into two sub-sections. Section 4.1 presents the verification
of mode filtering effectiveness. Section 4.2 provides evidences that the proposed mode
filter can produce single-mode data not only for the visualization of hidden damage with
improved clarity, but also critically needed for the structural imaging of complex thin-
walled structures.

4.1. Effectiveness of Mode Filtering

The effectiveness of the proposed mode filter was verified using the wavefield data
acquired from inspection Case P1. An example of time-domain signal of the wavefield is
shown in Figure 6a. Note that these data have a wide frequency bandwidth of 200–400 kHz,
as acquired during the experiment. The left, middle, and right columns of Figure 6 show
the signals before applying the mode filter, after S0 mode isolation, and after A0 mode
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isolation, respectively. All sub-figures share the same horizontal axis, which was given as
a time-sample index for easier reference. The vertical axis shows the signal amplitude in
millivolts without losing its genericity to represent the linear-elastic surface displacement
of the specimen. As shown in Figure 6a, the signal before mode filtering contains two
distinctive modes. This agrees well with the theoretical dispersion curves of the 2 mm
stainless-steel specimen plate given in Figure 7, which was generated using the Vallen
Dispersion software [49]. The dispersion curves clearly show that the specimen can only
support two wave modes, i.e., the S0 and A0 modes for the frequency range 200–400 kHz
used in the experiment. Additionally, the group velocity of the S0 mode is higher than that
of the A0 mode throughout the frequency range, which allows the identification of the first
mode (yellow background) in Figure 6a as the S0 mode, and the second (pink background)
as the A0 mode.
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Figure 7. Plots of (a) phase velocity and (b) group velocity dispersion curves for the 2 mm steel plate
used in Case P1, generated using Vallen Dispersion software [49].

The effectiveness of the mode filter to isolate a specific mode of interest is seen to be
excellent by inspecting the middle and right columns of Figure 6. When the mode filter was
applied to isolate the S0 mode, as shown in Figure 6b, the S0 mode could be seen to be well
preserved with neither mode distortion nor significant amplitude loss. At the same time, the
A0 mode could be seen to be effectively removed with only a little residue. The mode filter
exhibits a similar effectiveness for the isolation of the A0 mode. When the mode of interest
is the A0 mode, the A0 mode could be isolated without any detectable mode distortion
or amplitude lost, as shown in Figure 6c. This result qualitatively demonstrates that the
proposed mode filter can effectively isolate a specific mode of interest from wavefield data
which have a broad frequency bandwidth.

The energy ratios (ER) for the signals before and after mode isolation were calculated
to quantitatively scrutinize the filter effectiveness. Specifically for S0 mode isolation, the
energy of the S0 mode before mode isolation, corresponding to the time zone between
indexes 142 and 260, as indicated with a yellow background in Figure 6a, was compared to
the energy of S0 mode after mode isolation, corresponding to the same time zone (yellow)
in Figure 6b. The ER was found as 101.3%, indicating an effective isolation of S0 mode with
a negligible energy gain. The isolation of the S0 mode is only meaningful if the A0 mode is
effectively suppressed. The ER corresponding to the A0 mode suppression was calculated
based on the energy of the A0 mode before mode isolation, corresponding to the time zone
between indexes 260 and 441, as indicated by the pink background in Figure 6a, compared
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to the energy of the A0 mode after mode isolation, corresponding to the same time zone
(pink) in Figure 6c. It was found that ER = 0.1% indicates an excellent suppression of the A0
mode. Using the same ER analysis, the effectiveness of the A0 mode isolation and S0 mode
suppression was found to be 96.0% and 1.3%, respectively. This ER analysis quantitatively
proved that the proposed mode filter can effectively isolate a specific mode of interest and
at the same time suppress other irrelevant modes, even though the wavefield data have a
broad frequency bandwidth.

The signals shown in Figure 6a–c have a frequency bandwidth of 200–400 kHz, which
represents a typical broadband data bandwidth. However, for wavefield acquisition using
the scanning sensing scheme (see the wavefield acquisition scheme in [19]), the wavefield is
often excited using a contact transducer at a much narrower frequency bandwidth. In order
to show the adaptability of the mode filter for narrow band wavefield data, the broadband
wavefield acquired for Case P1 was further software-filtered into a few narrow frequency
bandwidths at 200–250 kHz, 250–300 kHz, 300–350 kHz, and 350–400 kHz, as shown in
Figure 6d–o. When the A0 mode is of interest, the A0 mode can be effectively isolated
without any mode distortion or amplitude reduction, as shown within the pink time zone in
Figure 6f,i,l,o. The same sub-figures also show that the S0 mode was effectively suppressed
until its existence could not be identified within the yellow time zones. On the other hand,
when the S0 mode is of interest, the S0 mode can effectively be isolated without any visible
amplitude reduction, as shown within the yellow time zone in Figure 6e,h,k,n. However,
visible residues of the A0 mode exists within the pink time zones in the same sub-figures.
Further discussion regarding the residual will be given at the end of this sub-section.

The ER of all cases were calculated and summarized in Table 2 for quantitative analysis.
When isolating the S0 mode, the ER for the S0 mode is higher than 100%, indicating an
excellent mode isolation, except for bandpass 350–400 kHz, which has an ER = 78.2%. This
low ER was probably caused by the merging of the S0 and A0 modes in the time domain,
as shown in Figure 6m, which prevented the accurate calculation of the mode energy for
the realistic representation of the filter efficiency. At the same time, excellent efficiency was
recorded for the suppression of the A0 mode, as indicated by the ER ranges between 0.1%
and 0.8%. On the other hand, when isolating the A0 mode, the ER for the A0 mode was
found to be close to 100%—between 96.0% and 106.9%—indicating a superb A0 isolation
efficiency. At the same time, the suppression of the S0 mode was also found to be effective
by the ER ranges between 1.3% and 4.5%. Such high efficiency would be sufficient for
further damage visualization or analysis using either the isolated S0 or A0 mode, which
will be further discussed in the next sub-section. This simple analysis of the time-domain
signals proved that the proposed mode filter can effectively isolate a mode of interest and
suppress an unwanted mode for the wavefield of the broad frequency band as well as for
the wavefield of the relatively narrow frequency band.

Table 2. Effectiveness of the mode filter in terms of energy ratio.

Bandpass (kHz) 200–400 200–250 250–300 300–350 350–400

S0 time zone (index) 142–260 154–326 162–326 164–320 164–304
A0 time zone (index) 260–441 326–499 326–499 320–496 304–494

S0 isolation
ER of S0 (%) 101.3 122.0 107.2 104.9 78.2
ER of A0 (%) 0.1 0.4 0.8 0.5 0.4

A0 isolation
ER of S0 (%) 1.3 4.5 3.0 2.1 1.9
ER of A0 (%) 96.0 97.3 106.9 98.2 106.4

The efficiency of the mode filter can also be inspected in the wavenumber-frequency
domain. By converting the wavefield data into the wavenumber-frequency domain using
3D FT, the modes can be compressed into respective dispersion curves. This provides a
convenient avenue to check whether the partially overlapped S0 and A0 modes in the
time domain, as shown in Figure 6m, was completely separated by the mode filter in the
wavenumber-frequency domain. Figure 8a,b show the wavenumber-frequency spectrums
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at κy = 0 for wavefield data in the 200–400 kHz and 350–400 kHz frequency bands,
respectively. The spectrum before mode isolation in Figure 8a shows the distribution of
energy over the wavenumber-frequency domain, in which the S0 mode can be seen to form
two curves that are located closer to the horizontal axis κx = 0m−1, while the A0 mode
formed the top and bottom curves. The energy content of the A0 mode is comparatively
higher than the S0 mode, consistent with that shown in Figure 6a. A complete separation
of modes can be seen in the middle and right spectrums of Figure 8a after applying the
mode filter. Figure 8b shows the spectrum corresponding to the time-domain signal shown
in Figure 6m,n,o. The partial overlap of the S0 mode and A0 mode in the time domain is
not seen in the wavenumber-frequency domain. This simply proved that the residual of the
A0 mode within the pink time zone in Figure 6e,h,k,n was not caused by the inefficiency
of the proposed mode filter. Instead, close examination of the spectrums shows that there
were energy leakages during the frequency bandpass, as indicated by non-zero energy
distribution within the white dashed box in Figure 8b. Note that the box spans frequencies
from 200 kHz to 350 kHz and should contain no energy if the frequency bandpass was
performed without leakage. How the energy leakage in the frequency domain affected
the time domain signal and how the software bandpass could be configured to reduce or
mitigate energy leakage are subjected to further investigation beyond the scope of this
paper.
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(b) 350–400 kHz frequency bands.

4.2. Advantages of the Mode Filter

This sub-section presents the advantages of the proposed mode filter for clearer dam-
age visualization and the structural imaging of complex thin-walled structures. Inspection
Case D1 was performed to visualize a point-like damage. The unfiltered, S0-isolated, and
A0-isolated data were processed as spectral energy maps (SEMs), as shown in Figure 9. A
5% crop was applied to four edges of all SEMs to remove any processing artefacts due to the
boundary effects. The damage could actually clearly be seen without any mode filtering, so
the improvement in clarity using the mode filter can hardly be perceived. Anyway, this
result shows that the clarity of damage visualization is indeed dependent on the mode
of selection, evident by a distorted visualization of damage using the S0-isolated data, in
contrast to the accurate visualization of the same damage using the A0-isolated data.



Aerospace 2023, 10, 347 14 of 20

Aerospace 2023, 10, x FOR PEER REVIEW 14 of 21 
 

 

filtering, so the improvement in clarity using the mode filter can hardly be perceived. An-
yway, this result shows that the clarity of damage visualization is indeed dependent on 
the mode of selection, evident by a distorted visualization of damage using the S0-isolated 
data, in contrast to the accurate visualization of the same damage using the A0-isolated 
data. 

 
Figure 9. Spectral energy maps of Case D1 processed from unfiltered (left), S0-isolated (middle), 
and A0-isolated data (right). A point-like damage could be seen at the centre of the maps. 

Inspection Case D2 was performed to show that the mode-filtered data can also be 
used to improve the clarity of damage visualization for areal-type damage. The unfiltered, 
S0-isolated, and A0-isolated data were processed as SEMs, as shown in Figure 10. The 
corrosion damage could be seen in the SEMs processed from the data before applying the 
mode filter, but it is difficult to identify its actual shape and size. After isolating the S0 
mode using the mode filter, the corrosion damage could be clearly identified. The resolu-
tion of this image is good enough to facilitate the damage size measurement. When the 
A0-isolated data were used, the SEM show a much clearer damage boundary due to the 
shorter wavelength of the A0 mode. The size of the damage can be accurately measured 
from the SEM as 29.8 mm, which is in excellent agreement with the actual damage size. 
An interesting feature above the damage, as indicated by a dashed oval, was caused by 
the focusing effect of the damage. In this particular case, the damage acted as an acoustic 
lens [50,51] and focused much of the wave energy towards the top of SEM. 

 
Figure 10. Spectral energy maps of Case D2, processed from unfiltered (left), S0-isolated (middle), 
and A0-isolated data (right). The dramatic improvement in visualization clarity can be seen after 
applying the mode filter. 

Inspection Case D3 was performed to show that the proposed mode filter is highly 
adaptive to different specimens and types of damage. The unfiltered, S0-isolated, and A0-

Figure 9. Spectral energy maps of Case D1 processed from unfiltered (left), S0-isolated (middle), and
A0-isolated data (right). A point-like damage could be seen at the centre of the maps.

Inspection Case D2 was performed to show that the mode-filtered data can also be
used to improve the clarity of damage visualization for areal-type damage. The unfiltered,
S0-isolated, and A0-isolated data were processed as SEMs, as shown in Figure 10. The
corrosion damage could be seen in the SEMs processed from the data before applying
the mode filter, but it is difficult to identify its actual shape and size. After isolating the
S0 mode using the mode filter, the corrosion damage could be clearly identified. The
resolution of this image is good enough to facilitate the damage size measurement. When
the A0-isolated data were used, the SEM show a much clearer damage boundary due to the
shorter wavelength of the A0 mode. The size of the damage can be accurately measured
from the SEM as 29.8 mm, which is in excellent agreement with the actual damage size.
An interesting feature above the damage, as indicated by a dashed oval, was caused by
the focusing effect of the damage. In this particular case, the damage acted as an acoustic
lens [50,51] and focused much of the wave energy towards the top of SEM.

Aerospace 2023, 10, x FOR PEER REVIEW 14 of 21 
 

 

filtering, so the improvement in clarity using the mode filter can hardly be perceived. An-
yway, this result shows that the clarity of damage visualization is indeed dependent on 
the mode of selection, evident by a distorted visualization of damage using the S0-isolated 
data, in contrast to the accurate visualization of the same damage using the A0-isolated 
data. 

 
Figure 9. Spectral energy maps of Case D1 processed from unfiltered (left), S0-isolated (middle), 
and A0-isolated data (right). A point-like damage could be seen at the centre of the maps. 

Inspection Case D2 was performed to show that the mode-filtered data can also be 
used to improve the clarity of damage visualization for areal-type damage. The unfiltered, 
S0-isolated, and A0-isolated data were processed as SEMs, as shown in Figure 10. The 
corrosion damage could be seen in the SEMs processed from the data before applying the 
mode filter, but it is difficult to identify its actual shape and size. After isolating the S0 
mode using the mode filter, the corrosion damage could be clearly identified. The resolu-
tion of this image is good enough to facilitate the damage size measurement. When the 
A0-isolated data were used, the SEM show a much clearer damage boundary due to the 
shorter wavelength of the A0 mode. The size of the damage can be accurately measured 
from the SEM as 29.8 mm, which is in excellent agreement with the actual damage size. 
An interesting feature above the damage, as indicated by a dashed oval, was caused by 
the focusing effect of the damage. In this particular case, the damage acted as an acoustic 
lens [50,51] and focused much of the wave energy towards the top of SEM. 

 
Figure 10. Spectral energy maps of Case D2, processed from unfiltered (left), S0-isolated (middle), 
and A0-isolated data (right). The dramatic improvement in visualization clarity can be seen after 
applying the mode filter. 

Inspection Case D3 was performed to show that the proposed mode filter is highly 
adaptive to different specimens and types of damage. The unfiltered, S0-isolated, and A0-
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and A0-isolated data (right). The dramatic improvement in visualization clarity can be seen after
applying the mode filter.

Inspection Case D3 was performed to show that the proposed mode filter is highly
adaptive to different specimens and types of damage. The unfiltered, S0-isolated, and A0-
isolated data were again processed as SEMs, as shown in Figure 11. The energy distribution
appeared more complicated compared to that of the isotropic specimens used in Cases
D1 and D2. This was due to the existence of additional reflections and scatterings at all
facesheet-cell wall interfaces, on top of the incident S0 and A0 modes. In addition, the cell
walls create directional energy dispersion [39,52] and non-isotropic wave behaviour [53,54],
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causing inconsistent energy distribution over the SEM. As a result of wave interferences
and uneven energy distribution, the six honeycomb cells that were filled with water as
artificial water ingress damage cannot be identified at all in Figure 11 before mode isolation.
They cannot also be identified after the isolation of the S0 mode, most probably due to the
low resolution associated with the long wavelength of the S0 mode. Some traces of energy
change can be identified when the A0-isolated data were used. This is consistent with
the literature on A0 mode providing a better resolution for higher-image clarity [55,56].
The water-filled cells were perceived by the wavefield as energy absorbers, which can be
identified in the SEM as cone-shaped wakes pointing towards the wavefield source that
was located far above the inspection ROI, i.e., at (125, 375) mm.
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Figure 11. Spectral energy maps of Case D3, processed from unfiltered (left), S0-isolated (middle),
and A0-isolated data (right). The uneven distribution of energy was unavoidable due to the
anisotropic wave behaviour caused by the honeycomb cells.

In order to have easier damage identification, the SEM processed from the A0-isolated
data at the pristine (as manufactured) state, after the drilling of six water-injecting holes on
the opposite side of the specimen, and after the cells were filled with water, were generated
for comparison, as shown in Figure 12a–c, respectively. The nearly identical Figure 12a,b
prove that the drilling of six water-injecting holes at the opposite side of the specimen did
not alter the energy distribution of the wavefield. The energy distribution was disturbed
only after water was injected into the selected cells, which can be seen by comparing
Figure 12b,c. Six small regions around the water-filled cells, indicated by red dashed boxes
(i)–(vi), were enlarged and given in Figure 12d for easier comparisons. The three water-
filled cells within regions (i)–(iii) are more apparent in the enlarged SEM, in which the wake
pattern as well as the reduction in energy can be seen. The other three water-filled cells
within regions (iv)–(vi) are hard to identify due to the low availability wavefield energy at
the bottom of the ROI. In this case, the source of the wavefield was located far above the
inspection ROI, i.e., at (125, 375) mm. Almost all the wavefield energy was dissipated or
directed to the left and right sides of the specimen (beyond the inspection ROI) due to the
wave-guiding nature of the honeycomb core [39,52]. The remaining energy reaching the
three water-filled cells at the bottom cannot create sufficient contrast for visualization.

Inspection Case D4 was performed to show that the proposed mode filter supports
clear damage visualization and structural imaging for complex thin-walled structures.
The SEMs for unfiltered, S0-isolated, and A0-isolated data are given in Figure 13. The
complex energy distribution in SEMs, caused by the intricate interactions of incident waves,
scattering, reflection, and mode-converted waves from both benign structural components
and damage prevents the identification of damage, in contrast to previous inspections.
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Figure 13. Spectral energy maps of Case D4, processed from unfiltered (left), S0-isolated (middle),
and A0-isolated data (right). The impact damage cannot be identified due to complex waves interac-
tions with the internal spar flange and stringers.

The adaptability of the mode filter for complex structure inspection can be demon-
strated by removing all incident modes when necessary. When all incident modes, in-
cluding those related to benign structural components, were removed, the wavefield data
only contained a damage-induced anomalous mode, which is denoted as

∼
v Anom[x, y, t] as

given previously in Figure 1. The filtered data can also be processed as SEM, as shown in
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Figure 14a. In this case, the SEM shows high-energy distribution at the damaged region,
and thus highlights the damage for easy detection. At the same time, the energies of
all waves related to benign structural components were suppressed, until the structural
components can barely be visualized. To prove that the proposed mode filter also facilitates
the mode isolation for structural imaging, the A0-isolated data

∼
v A0[x, y, t], also previously

shown in Figure 1, was processed using the modified wavenumber imaging algorithm (see
Section 3.3.2) as a wavenumber map, as shown in Figure 14b. In this wavenumber map,
the spar flange is shown in green, correspond to a wavenumber value of approximately
130 m−1; the four stringers are shown in greenish-yellow (~145 m−1); the ply overlapped
regions are shown in yellowish-orange (~167 m−1); and the nominal 2 mm skin is shown in
orange (~173 m−1). The impact damage, which can be identified at the centre of the image,
is shown in maroon (~196 m−1). The artefact that is most probably due to non-optimum
parameter settings in the wavenumber imaging can be seen at the top, subjected to further
investigation. Note that the wavenumber value is a physical value of the specimen, which
can be converted to specimen thickness if necessary [57,58]. The significant improvement
in damage visibility by comparing Figures 13 and 14a proves that the proposed mode filter
has an excellent adaptability for simple specimens and complex structures. Figure 14 also
proves that the proposed mode filter is highly adaptive for isotopic metallic specimens and
anisotropic composite structures.
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Figure 14. Inspection result of Case D4. (a) Spectral energy map suppresses the visibility of benign
structural components while highlighting the impact damage. (b) The wavenumber map shows the
existence of structural components and at the same time allows the visualization of impact damage.

5. Concluding Remarks

We propose an adaptive mode filter to overcome the signal processing difficulties
encountered in guided ultrasonic waves propagation imaging (G-UPI) of aerospace thin-
walled structures. The interference of dispersive multimodal Lamb waves makes it challeng-
ing to isolate a mode of interest consistently using conventional methods, which require ad
hoc or manual optimizations. Our approach compresses the wavefield into a wavenumber
response function (WRF) to generate a suitable wavenumber filter mask without subjec-
tive optimization. The filter mask is highly adaptive as the WRF reflects differences in
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signal bandwidth, specimen material, and damage type. Applying the filter mask in the
wavenumber-time domain enables the automatic isolation or removal of individual modes
for the highlighting of damage or structural imaging. It guarantees consistent results by
removing human subjectivity from the processing and it is fast due to the adoption of 2D
Fourier transform (FT) instead of 3D FT.

The effectiveness of the proposed mode filter was tested and proven in experiment
Case P1 through analysis in the time and wavenumber-frequency domains. The filter
successfully isolated the mode of interest and suppressed unwanted modes with superb ef-
fectiveness, which was not affected by the frequency bandwidth of the data. Quantitatively,
the filter retained 78.2–122.0% energy of the targeted modes and suppressed unwanted
modes to 0.1–4.5%. Four additional inspections were performed to test the adaptability
of the proposed mode filter to different materials and types of damage. The inspection of
Cases D1 and D2 involved the use of isotropic stainless-steel plates with scatterer-type and
areal-type damage, respectively. The inspections of Cases D3 and D4 were conducted on
an aluminium honeycomb panel with water ingress and a carbon fibre-reinforced plastic
wing section with impact damage, respectively. These structures with anisotropic and
complex internal features are more representative of realistic scenarios. All damages were
successfully detected and visualized after mode isolation or removal using the proposed
mode filter, thus confirming its ability to adapt to various materials and types of damage.

There are several opportunities to expand this work. Firstly, the capability of the filter
could be extended to accommodate wavefields with a broader bandwidth, where multiple
(>2) modes are present. Secondly, it would be beneficial to investigate the suitability of
the filter for highly anisotropic specimens. Furthermore, the filter could be expanded to
isolate mode conversion, such as isolating Scholte waves [59] to provide a more accurate
evaluation of water ingress in honeycomb sandwich structures.
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