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#### Abstract

This study applies deep-reinforcement-learning algorithms to integrated guidance and control for three-dimensional, high-maneuverability missile-target interception. Dynamic environment, reward functions concerning multi-factors, agents based on the deep-deterministic-policy-gradient algorithm, and action signals with pitch and yaw fins as control commands were constructed in the research, which control the missile in order to intercept targets. Firstly, the missile-interception system includes dynamics such as the inertia of the missile, the aerodynamic parameters, and fin delays. Secondly, to improve the convergence speed and guidance accuracy, a convergence factor for the angular velocity of the target line of sight and deep dual-filter methods were introduced into the design of the reward function. The method proposed in this paper was then compared with traditional proportional navigation. Next, many simulations were carried out on high-maneuverability targets with different initial conditions by randomization. The numerical-simulation results showed that the proposed guidance strategy has higher guidance accuracy and stronger robustness and generalization capability against the aerodynamic parameters.
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## 1. Introduction

The method traditionally used for missile guidance is the dual-loop control of the guidance and control loops based on the assumption of spectral separation. Although this method has been widely used, the application scenarios are mainly limited to low-speed or fixed targets. This method can significantly degrade the guidance-control system's performance or even cause missile instability for high-speed and large maneuvering targets. This is because the dual-loop design method ignores the coupling relationship with the system at the beginning of the design. Moreover, even if the control method compensates for this, it cannot fundamentally resolve the model defects caused by ignoring the coupling relationship. The integrated guidance and control (IGC) design method utilizes the coupling relationship between guidance and control loops. The IGC was first proposed by Williams [1]. It generates fin-deflection-angle commands based on the missile's relative motion information and the missile body's attitude information to achieve missile interception of targets and ensure stability within the missile dynamics. Based on the control signal provided by the guidance law, the missile can adjust its flight state. Some commonly used methods include the parallel approach, proportional guidance (PN), augmented proportional guidance (APN), and zero-control miss-distance quantity. Proportional guidance has been widely used because of its simple structure and easy implementation [2,3]. When attacking fixed targets or intercepting small maneuvering targets, PN has shown significant interception performance. In recent years, with the rapid development of missile-based assault and defense technology, target maneuverability has also been significantly improved. One study [4] introduced a new algorithm for split event detection and target tracking using
the joint integrated probabilistic data association (JIPDA) algorithm. The results showed a significant improvement in the actual track rate and root-means-square-error performance. Consequently, PN cannot cope with high-speed, highly maneuverable targets.

Moreover, the interception efficiency of PN has significantly reduced. Augmented proportional navigation (APN) [5] compensates for target maneuverability to some extent by superimposing target-acceleration information on the PN guidance command. Notably, the prerequisite for APN implementation is anticipating the target's acceleration information. However, this process is challenging for practical applications. Thus far, with the continuous development of the nonlinear control theory, several nonlinear control methods have been used to design guidance laws.

Moreover, unique tactical requirements, such as angle-of-attack constraints and energy control, have been met based on ensuring guidance accuracy. Commonly used design methods include sliding-mode control [6], adaptive control [7], inverse control [8], model predictive control [9], and active-disturbance-rejection control [10]. An analysis of the existing literature on the governing laws of nonlinear methods shows that sliding-modecontrol methods are highly robust. However, nonmatching uncertainty estimation and jitter problems are essential factors limiting their further development. Adaptive control can combine multiple control methods. However, it significantly reduces the control effect when unmodeled dynamics occur in the system. The inverse method is suitable for systems with a strict feedback form, and the guidance performance depends on the system's modeling accuracy. Active-disturbance-rejection control has a significant anti-disturbance capability for time-varying, nonlinear, and unmodeled state disturbances [11]. However, several parameters need to be adjusted, the tuning process is highly subjective, and the stability-theory study of the active-disturbance-rejection-control method still needs to be effectively verified. Owing to aerodynamic-parameter uptake, external disturbances, target maneuvers, and other factors, an IGC system might have several matching or nonmatching uncertainties, which pose a significant challenge to the accurate modeling of the system. Moreover, the performances of existing optimal control algorithms mostly depend on the modeling accuracy. Therefore, this study investigates a three-dimensional (3D) IGC algorithm based on deep-reinforcement learning with a model-free reinforcement-learning theory to address this challenge.

With the continuous development of computer technology, a new generation of artificial intelligence (AI) technology, represented by machine learning, has made significant progress in many fields of application [12]. In the application field of guidance control, AI technologies have significant potential advantages over traditional technologies in terms of accuracy, efficiency, real-time, and predictability [13]. As an essential branch of machine learning, reinforcement learning (RL) is a third type of machine learning, distinct from supervised and unsupervised learning. Along with the continuous technical innovation of deep learning (DL), DRL algorithms that combine DL and RL in depth have gradually emerged and have been widely investigated. Currently, DRL techniques are commonly used in the intelligent planning of spacecraft-transfer trajectories, spacecraft entry, descent-and-landing-trajectory guidance, and rover-trajectory guidance, showing good performance and broad application prospects. For example, in [14], RL was applied to the problem of autonomous planetary landing for the first time. An adaptive-guidance algorithm was designed without offline trajectory generation or real-time tracking to achieve a robust, fuel-efficient, and accurate landing. In [15], a six-degree-of-freedom planetarypower descent-and-landing method based on DRL was developed to verify the feasibility of a Mars landing. The use of such algorithms in the design of interception-guidance laws has also attracted considerable attention. Although several related studies have been conducted, they are still in the initial stages. Brian Gaudet [16] used reinforcement metalearning to design a discrete action space for intercept-guidance laws for maneuvering targets outside the atmosphere. This method directly maps the guide head's line-of-sight angle and its rate of change to the commanded thrust of the missile thruster, approximating the end-to-end control effect. This study is an initial attempt to apply DRL algorithms to
design guidance laws. It provides a new approach to the creation of DRL-based guidance laws. However, this discrete action does not apply to ballistic interception in continuousaction space in the atmosphere. Thus far, studies on missile-interception-guidance laws in two-dimensional spaces have been conducted gradually. In [17], a homing-guidance-law model based on deep Q-Network (DQN) with prioritized experience replay is proposed for the interception of high-speed maneuvering targets. The authors of $[18,19]$ applied a deep-deterministic-policy gradient (DDPG) algorithm to an interceptor-guidance-law design in a two-dimensional space to demonstrate that the training agent can effectively improve the learning efficiency and interception effect of the agent. In [20], a variable-coefficient-proportional-guidance law based on RL is proposed based on the traditional PN law using a Q-learning method, which is still a PN law and not entirely based on RL, to design the guidance law. The authors of [21] investigated the classical terminal-angle-constraint-guidance law using RL and applied it to the relative motion-guidance problem for near-linear orbits. The aforementioned mathematical models are primarily based on two-dimensional spatial states, which may simplify the design of the guidance law. They have not fully demonstrated the advantages of the DRL algorithm in the 3D-guidance-law design. Moreover, other studies [22-26] consider constraints ion guidance and control.

This study proposes a DRL algorithm for the IGC problem of interception with highspeed, highly maneuverable targets. The design considers the continuity of the missile's action space. In addition, training and validation of the results were performed in a 3D space. The contributions of this study beyond those of previous studies are as follows:
(1) Multiple constraints were satisfied in the guidance field to attack the target accurately, and the effectiveness and feasibility are verified by the random initialization of the missile and target states.
(2) The convergence speed and guidance accuracy were effectively improved by introducing the convergence factor of the angular velocity of the target line-of-sight.
(3) The deep dual filter (DDF) method was introduced when designing the DRL algorithm, guaranteeing better performance under the same training burden.
The rest of this paper is organized as follows. The 3D engagement dynamics and equations for the IGC are introduced in Section 2. The DRL algorithms are presented in Section 3, and the modeling of the IGC problem based on the DRL is presented in Section 4. Numerical simulations were conducted, and the results are shown in Section 5. Section 6 provides the conclusions.

## 2. Three-Dimensional IGC Model

Missile equations of motion describe the relationship between motion parameters acting on a missile, generally consisting of kinetic and kinematic equations. The following basic assumptions are made.

Assumption (1): No engine work is considered. Since $\mathrm{P}=0$, with P as the engine thrust, which can be seen as the state in which the engine work finishes, the missile's mass is unchanged.

Assumption (2): The missile structure is axisymmetric ( $J_{y}=J_{z}$ ), and the pitch and yaw channels have the same form.

Assumption (3): The missile does not roll $\left(\dot{\gamma}=\gamma=0, w_{x}=0\right)$. This is necessary because the missile has a guided head. Moreover, as the missile-roll channel view reaches the ideal control state, only the pitch and yaw are observed in the control channel.

Assumption (4): The integrated average value replaces all the aerodynamic parameters.
Figure 1 shows the inertial coordinate system, with M and T denoting the missile and target, respectively. The $q_{y}$ and $q_{z}$ represent the line-of-sight inclination and declination, respectively. The $V_{m}$ and $V_{t}$ are the velocities of the missile and target, respectively. The $\theta_{m}$ and $\psi_{V}$ denote the missile's ballistic inclination and ballistic declination, respectively. Similarly, $\theta_{t}$ and $\psi_{T}$ indicate the target's ballistic inclination and declination, respectively. The $R$ represents the distance between the missiles.


Figure 1. Schematic of the interception space of missile.

### 2.1. Missile-Dynamics Equations

(1) Kinetic equations of the motion of the missile's center of mass

The kinetic equation of the motion of the missile's center of mass can be expressed as

$$
\left\{\begin{array}{l}
m \dot{V}_{m}=-X-m g \sin \theta_{m}  \tag{1}\\
m V_{m} \dot{\theta_{m}}=Y-m g \cos \theta_{m} \\
-m V_{m} \dot{\psi}_{V} \cos \theta_{m}=Z
\end{array}\right.
$$

where $m$ is the missile's mass and $X, Y$, and $Z$ are the missile's drag, lift, and lateral forces, respectively.
(2) Kinetic equations for the rotation of a missile around the center of mass:

$$
\left\{\begin{array}{l}
J_{z} \frac{d w_{z}}{d t}=M_{z}  \tag{2}\\
J_{y} \frac{d w_{y}}{d t}=M_{y}
\end{array}\right.
$$

where $J_{z}$ and $J_{y}$ are the rotational inertia of the missile relative to each axis of the missilecoordinate system, $w_{z}$ and $w_{y}$ are the components of the angular velocity of the missile coordinate system close to the inertial coordinate system on each axis. The $M_{z}$ and $M_{y}$ are the components of the moment acting on the missile in each axis.
(3) The kinematic equations of the motion of a missile's center of mass can be expressed as

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=V_{m} \cos \theta_{m}  \tag{3}\\
\frac{d y}{d t}=V_{m} \sin \theta_{m} \\
\frac{d z}{d t}=-V_{m} \cos \theta_{m} \sin \psi_{V}
\end{array}\right.
$$

where $x, y$, and $z$ are the coordinates of the position of the missile's center of mass in the inertial coordinate system.
(4) Kinematic equations for the rotation of a missile around the center of mass:

$$
\left\{\begin{array}{l}
\frac{d \vartheta}{d t}=w_{z}  \tag{4}\\
\frac{d \psi}{d t}=w_{y} / \cos \vartheta
\end{array}\right.
$$

where $\vartheta$ and $\psi$ are the pitch and yaw angles of the missile, respectively.

In a practical missile-attitude-control system, attitude control aims to track the missile's guidance commands, such as the angle of attack and sideslip. The following nonlinear model of a missile-control system uses the angle of attack and sideslip as state variables:

$$
\left\{\begin{array}{l}
\alpha=\vartheta-\theta_{m}+\Delta_{\alpha}  \tag{5}\\
\beta=\cos \theta_{m}\left(\psi-\psi_{V}\right)+\Delta_{\beta} \\
\dot{w}_{y}=\frac{M_{y}}{J_{y}}+\Delta_{w y} \\
\dot{w}_{z}=\frac{M_{z}}{J_{z}}+\Delta_{w z}
\end{array}\right.
$$

where $\Delta_{\alpha}, \Delta_{\beta}, \Delta_{w y}$, and $\Delta_{w z}$ are unknown uncertainty increments due to external perturbations, parameter uptake, or unmodeled dynamics. The main aim of this paper is to highlight the application of reinforcement-learning methods to navigation control. Therefore, the effect of unknown uncertainty is ignored. The $\alpha$ and $\beta$ are the missile's angle of attack and sideslip angle, respectively.
(5) Fin system

We used a simple first-order inertial link in the model instead of a second-order fin system with a time constant of 0.05 . The pitch and yaw fin-transfer functions were derived using Equations (6) and (7), respectively:

$$
\begin{align*}
G_{\delta_{Z}}(s) & =\frac{K_{d j z}}{T_{d j} s+1}  \tag{6}\\
G_{\delta_{y}}(s) & =\frac{K_{d j y}}{T_{d j} s+1} \tag{7}
\end{align*}
$$

where $T_{d j}=0.05 s, K_{d j z}=-0.2$, and $K_{d j y}=-0.1$. The negative sign indicates a normal aerodynamic scheme.

### 2.2. Aerodynamic Parameters

The aerodynamic forces and moments [19] acting on the missile are expressed as follows:

$$
\left\{\begin{array}{l}
Y=Q S c_{y}^{\alpha} \alpha  \tag{8}\\
Z=Q S c_{z}^{\beta} \beta \\
M_{z}=Q \operatorname{Sim}_{z}^{\alpha} \alpha+Q S l^{2} m_{z}^{w_{z}} w_{z}+Q \operatorname{Sim}_{z}^{\delta_{z}} \delta_{z} \\
M_{y}=Q \operatorname{Sim}_{y}^{\beta} \beta+Q \operatorname{Sl}^{2} m_{y}^{\beta} w_{y}+Q \operatorname{Sim}_{y}^{\delta_{y}} \delta_{y}
\end{array}\right.
$$

where $Y$ and $Z$ denote lift and lateral forces, respectively. The $Q$ is the dynamic pressure of the incoming flow, $Q=\frac{1}{2} \rho V_{m}{ }^{2}$, and $\rho$ denotes the air density. The $S$ indicates the characteristic area. The $c_{y}^{\alpha}$ denotes the partial derivative of the lift coefficient to $\alpha$. The $c_{z}^{\beta}$ denotes the partial product of the lateral force coefficient to $\beta$, and $l$ represents the characteristic length of the missile. The $\delta_{z}$ denotes the pitch-fin signal and $\delta_{y}$ denotes the yaw-fin signal. The $m_{z}^{\alpha}, m_{z}^{w_{z}}$, and $m_{z}^{\delta_{z}}$ represent the partial derivatives of the pitch-moment coefficients to $\alpha, w_{z}$, and $\delta_{z}$, respectively. The $m_{y}^{\beta}$ and $m_{y}^{\delta_{y}}$ represent the partial derivatives of the yaw-moment coefficients to $\beta$ and $\delta_{y}$, respectively. Since the model in this paper assumes that the missile is axisymmetric, the two-channel aerodynamic parameters of pitch and yaw can be generalized and taken as follows:

$$
\left\{\begin{array}{l}
\frac{Q S c_{y}^{\alpha}}{m V_{m}}=0.34, \frac{Q S l m_{z}^{\alpha}}{J_{z}}=-17.80  \tag{9}\\
\frac{Q S l^{2} m_{z}^{w_{z}}}{J_{z} V_{m}}=-0.54, \frac{Q S l m_{z}^{\delta_{z}}}{J_{z}}=-56.26
\end{array}\right.
$$

## 3. Deep-Reinforcement-Learning Algorithms

The optimal policy for DRL is to maximize the value and behavioral-value functions. However, the direct maximization of the value function requires accurate model information. Guidance-and-control-integration problems suffer from significant model uncertainties, such as the missile body's target maneuvers and aerodynamic parameters. Therefore, a model-free RL algorithm can be applied to solve guidance-and-control-integration problems with a high degree of uncertainty. This algorithm does not require accurate model information. For example, the deep Q-learning, proposed [27] successfully uses RL to learn control strategies directly from high-dimension sensory inputs. The author attempted to train convolutional neural networks in an end-to-end manner, using a Q-learning variant to achieve impressive game performance. However, all the applications were in discrete action spaces. The authors of [28] proposed an action-evaluation, model-free algorithm based on deterministic policy gradients based on deep Q-learning. The algorithm can operate in a continuous action space. By simultaneously using the same learning algorithm, network structure, and hyperparameters, the authors designed an algorithm that could robustly solve more than 20 simulated physical tasks. This study perfectly integrates a DQN algorithm with a deterministic policy gradient, breaking the restriction of applying DQN algorithms to discontinuous spaces and pioneering a new path for continuous-length deep learning. In this study, the integration of guidance and control is attributed to a continuous action space with high uncertainty. Therefore, this study adapts a deep-deterministic-policy-gradient algorithm to address this challenge.

### 3.1. DDPG Algorithm Framework

A DDPG algorithm operates on Actor-Critic frameworks. Therefore, DRL consists of two parts: Critic-Network and Actor-Network. The Critic-Network consists of the Reality Critic and Target Critic, and the Actor-Network consists of the Reality Actor and Target Actor. Figure 2 shows the architecture of the proposed DRL -guidance-law system.


Figure 2. Block diagram of the IGC guidance law based on RL.

### 3.2. DDPG Algorithm Flow

The DDPG algorithm is based on the framework of a network with a Critic-Network and an Actor-Network with parameters denoted by $\theta^{Q}$ and $\theta^{\mu}$, respectively, where the Critic-Network performs the $Q$ function calculation to obtain the $Q$ value, $Q\left(s, a \mid \theta^{Q}\right)$, and the Actor-Network performs state-to-action mapping to obtain $\mu\left(s \mid \theta^{\mu}\right)$ [28].

```
Algorithm 1: DDPG
    Initialize critic network parameters \(\theta^{Q}\) and \(\theta^{\mu}\) randomly
    Initialize the respective Target-Network parameters \(\theta^{Q^{\prime}} \longleftarrow \theta^{Q}, \theta^{\mu^{\prime}} \longleftarrow \theta^{\mu}\)
    Initialize the Experience Pools (Buffer) for storing empirical information
    for episode = 1: Max Episode do
        Obtain the initialized state \(S_{1}\)
        for \(\mathrm{t}=1\) : Max Step do
            Select action \(a_{t}=\mu\left(s \mid \theta^{\mu}\right)+N_{t}\), where \(N_{t}\) is a Gaussian perturbation
            Execute \(a_{t}\) to obtain the corresponding reward \(r_{t}\) and the next state \(s_{t+1}\)
            The tuple ( \(s_{t}, a_{t}, r_{t}, s_{t+1}\) ) formed by the above process is stored in Buffer
            Sample a random minibatch of \(N\) transitions \(\left(s_{i}, a_{i}, r_{i}, s_{i+1}\right)\) from Buffer
            Calculate the temporal-difference error \(\sigma_{i}\)
            \(\sigma_{i}=r_{i}+\gamma Q^{\prime}\left(s_{i+1}, \mu^{\prime}\left(s_{i+1} \mid \theta^{\mu^{\prime}}\right) \mid \theta^{Q^{\prime}}\right)-Q\left(s_{i}, a_{i} \mid \theta^{Q}\right)\)
            Update critic by minimizing the loss: \(L=\frac{1}{N} \sum_{i=1}^{N} \sigma_{i}{ }^{2}\)
            Update the Critic-Network using gradient descent:
                \(\left.\left.\nabla_{\theta^{\mu}} J \approx \frac{1}{N} \sum_{i} \nabla_{a} Q\left(s, a \mid \theta^{Q}\right)\right|_{s=s_{i}, a=\mu\left(s_{i}\right)} \nabla_{\theta^{\mu}} \mu\left(s \mid \theta^{\mu}\right)\right|_{s_{i}}\)
            Update the target networks:
                    \(\theta^{Q^{\prime}} \longleftarrow \tau \theta^{Q}+(1-\tau) \theta^{Q^{\prime}}\)
                    \(\theta^{\mu^{\prime}} \longleftarrow \tau \theta^{\mu}+(1-\tau) \theta^{\mu^{\prime}}\)
        end for
    end for
```


## 4. Modeling the Reinforcement-Learning Problem

### 4.1. Reinforcement Learning Environment

To solve a 3D-integrated-guidance problem using DRL, the first step is to turn the problem into an RL framework. As the basis of RL, the Markov decision process (MDP) is a theoretical framework for achieving goals through interactive learning. Therefore, the first step is to build the MDP for the 3D-integrated-guidance model. According to the equations in Section 2, the state space can be $S=\left(R, \dot{R}, q_{y}, \dot{q}_{y}, q_{z}, \dot{q}_{z}, \alpha, \beta, w_{z}, w_{y}\right)$, and the action space $A=\left(\delta_{z}, \delta_{y}\right)$. The agent continuously updates by interacting with the environment and generating action commands to obtain higher reward values.

### 4.2. Reward Function

The reward function can be a formal, numerical representation of an intelligence's goal. The agent maximizes the cumulative and probabilistic expectation of the benefits of the scalar reward signal received by the intelligence. In solving 3D guidance-and-controlintegration problems, the probability of a rocket successfully flying to the target under random initial setup conditions is extremely low. Moreover, the agent receives a small positive incentive for the limited amount of fragmentary learning. We constructed a reward function, considering the constraints in the guidance process. The scalar reward values are dispersed into a single step for each training segment, thus gradually guiding the missile toward the target. The definition of the reward function considers three aspects: the fin-deflection angle, line-of-sight angular rate, and miss distance.
(1) Fin-declination constraint

$$
\begin{equation*}
R_{1}=-k_{R_{1}}\left(\delta_{z}^{2}+\delta_{y}^{2}\right) \tag{10}
\end{equation*}
$$

Equation (10) represents a constraint on the control energy of the fin system. The magnitude of the fin-deflection angle directly quantifies the speed loss due to the induced drag. Therefore, energy consumption needs to be controlled when designing the reward function.
(2) Line-of-sight angle-rate constraint

$$
\begin{gather*}
R_{2}= \begin{cases}-k_{R_{2}} \dot{q}_{y}^{2}+k_{R_{3}} \dot{q}_{y} \ddot{q}_{y} & \left(\dot{q_{y}} \ddot{q}_{y}<0\right) \\
-k_{R_{2}} \dot{q}_{y}{ }^{2} & \left(\dot{q}_{y} \ddot{q}_{y} \geq 0\right)\end{cases}  \tag{11}\\
R_{3}= \begin{cases}-k_{R_{2}} \dot{q}_{z}{ }^{2}+k_{R_{3}} \dot{q}_{z} \ddot{q}_{z} & \left(\dot{q_{z}} \ddot{q}_{z}<0\right) \\
-k_{R_{2}} \dot{q}_{z}{ }^{2} & \left(\dot{q_{z}} \ddot{q}_{z} \geq 0\right)\end{cases} \tag{12}
\end{gather*}
$$

To track the target in real time, the line-of-sight angle needs to be a constant. Thus, the line-of-sight angular rate should be near zero. Equations (11) and (12) represent constraints on the field of view of the guide head. Here, we consider the convergence factor of the target line-of-sight angular velocity proposed in this study. When $\dot{q} \ddot{q}<0,|\dot{q}|$ decreases, the law of $\dot{q}$ with time approaches the transverse coordinate, the required usual overload of the trajectory reduces with $|\dot{q}|$, and the path becomes flat, at which point $\dot{q}$ converges. When $\dot{q} \ddot{q}>0,|\dot{q}|$ increases continously, the law of $\dot{q}$ with time deflects from the transverse coordinate, the required usual overload of the ballistic path increases with $|\dot{q}|$, and the ballistic track becomes curved. Consequently, $\dot{q}$ divergences. Notably, $\dot{q}$ should converge for the missile to turn smoothly. The design of the reward function considers the convergence of the angular velocity of the line of sight, thus improving the training-convergence speed and the missile's interception accuracy.
(3) Constraint of miss distance

$$
\begin{gather*}
R_{4}=-k_{R_{4}} \dot{R}  \tag{13}\\
R_{5}= \begin{cases}k_{R_{5}} & \left(\frac{R}{R_{0}}<1 \%\right) \\
0 & \left(\frac{R}{R_{0}} \geq 1 \%\right)\end{cases}  \tag{14}\\
R_{6}= \begin{cases}k_{R_{6}}(1-R) & (R<1 m) \\
0 & (R \geq 1 m)\end{cases} \tag{15}
\end{gather*}
$$

Equations (13)-(15) are reward functions based on miss-distance quantities. Here, we designed the DDF to determine suitable performance results in the same episode. Thus, the agent further screens out the state quantity with the smallest miss-distance amount in a three-stage function. Equation (13) indicates that R_4 receives a negative bonus when the distance $R$ between the missile and the target increases. This term decreases the distance between the missile and the target. Equation (14) indicates that a fixed reward is obtained when the ratio of the missile-target distance $R$ to the initial distance $R \_0$ is less than $1 \%$. Otherwise, $R \_5$ is 0 . Equation (15) indicates that the intelligence receives a larger reward as $R$ approaches 0 , provided $R$ is within the interval $(0,1)$.

The coefficients of the reward function mentioned above are presented in Table 1.
Table 1. Coefficient values of the reward function.

| $k_{R_{1}}$ | $k_{R_{2}}$ | $k_{R_{3}}$ | $k_{R_{4}}$ | $k_{R_{5}}$ | $k_{R_{6}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.02 | 0.2 | 0.1 | 20 | 50 |

The final reward function is given by

$$
\begin{equation*}
R_{\text {reward }}=R_{1}+R_{2}+R_{3}+R_{4}+R_{5}+R_{6} \tag{16}
\end{equation*}
$$

As the final reward function, the $R_{\text {reward }}$ of Equation (16) is the sum of the reward functions, thus ensuring that the reward functions satisfy the constraints simultaneously.

### 4.3. Training Scheme

During the training process, the agent continuously updates the policy parameters to maximize the cumulative reward value obtained by interacting with the environment and generating control instructions.

In this study, the physical process of a missile intercepting an incoming target is the training solution. To ensure that the final policy obtained by the algorithm has some generalization capability, the initial ranges of the state changes of the missile and incoming target are presented in Table 2.

Table 2. Initial state values of the integrated 3D-guidance-and-control model.

| Parameter Name | Min | Max |
| :---: | :---: | :---: |
| Target's initial position $X_{t 0} / \mathrm{m}$ | 4000 | 6000 |
| Missile's initial velocity $V_{m 0} / \mathrm{m} \cdot \mathrm{s}^{-1}$ | 900 | 1100 |
| Target's initial speed $V_{t 0} / \mathrm{m} \cdot \mathrm{s}^{-1}$ | 500 | 700 |
| (Negative direction) | 0 | 30 |
| Initial acceleration in the y-direction of <br> the target $D_{v t} / m \cdot \mathrm{~s}^{-2}$ | (Negative and positive <br> directions) |  |

The target-maneuver equation is expressed as

$$
\left\{\begin{array}{l}
x_{t}=V_{t_{0}} t+x_{t_{0}}  \tag{17}\\
y_{t}=D_{v_{t}} \sin (\pi / 5) t+y_{t_{0}} \\
z_{t}=V_{t_{0}} t+z_{t_{0}}
\end{array}\right.
$$

where $V_{t_{0}}$ denotes the initial velocity of the target and $x_{t_{0}}, y_{t_{0}}$, and $z_{t_{0}}$ denote the components of the initial position of the target on the corresponding $x, y$, and $z$ axes in the inertial coordinate system, respectively. The $x_{t}, y_{t}$, and $z_{t}$ denote the components of the instantaneous position of the target on each axis in the inertial coordinate system. The $D_{v_{t}}$ indicates the acceleration of the target. To express the random motion of the target, $V_{t_{0}}$ and $D_{v_{t}}$ vary and $y_{t}$ moves according to the sinusoidal law.

### 4.4. Creating the Networks

The Actor- and Critic-Networks consist of a fully connected neural network with one input, one output, and three hidden layers. The output of the Actor-Network is a fin-declination instruction, which is a bounded instruction. Therefore, the activation function of the output layer of the Actor-Network uses the tanh function. The output of the Critic-Network has infinite amplitude requirements. Therefore, the output-layer-activation function of the Critic-Network can be linear. The other hidden layers are the activation function of the Relu function, expressed as

$$
\operatorname{Relu}(s)= \begin{cases}s & s \geq 0  \tag{18}\\ 0 & s<0\end{cases}
$$

The specific parameters of the network structure are presented in Table 3.
According to the control requirements, each training episode stops when any of the termination conditions are satisfied.
(1) $R<1 m$
(2) $R>0$
(3) $y<-1 m$

Adjusting the hyperparameters has a more significant impact on the performance of the DDPG algorithm. The training hyperparameters used in this study are presented in Table 4.

Table 3. Network structure.

|  | Actor-Network |  | Critic Network |  |
| :---: | :---: | :---: | :---: | :---: |
| Network Layer | Number of <br> Units | Activation <br> Function | Number of <br> Units | Activation <br> Function |
| Input layer | 10 | - | 12 | - |
| Hidden layer 1 | 64 | Relu | 64 | Relu |
| Hidden layer 2 | 100 | Relu | 100 | Relu |
| Hidden layer 3 | 100 | Relu | 100 | Relu |
| Output layer | 1 | tanh | 1 | Linear |

Table 4. Training hyperparameters.

| Parameters | Value | Parameters | Value |
| :---: | :---: | :---: | :---: |
| Maximum number of segments | 5000 | Sampling time | $5 \times 10^{-3}$ |
| Actor learning rate | $1 \times 10^{-3}$ | Noise variance | $1 \times 10^{-1}$ |
| Critic learning rate | $1 \times 10^{-3}$ | Noise-variance decay rate | $1 \times 10^{-6}$ |
| Discount factor | 0.99 | Minimum sample size | 64 |
| Target network smoothing factor | $1 \times 10^{-3}$ | Experience buffer size | $1 \times 10^{6}$ |

## 5. Simulation Results and Analysis

### 5.1. Training Results

According to the training scheme, the initial parameters of the missile and target were selected uniformly within the given range. The interception training of the incoming target attack fulfilled the preset requirements and satisfied the fin-deflection angle, field-of-view angle, and missile attitude constraints. The training curve is shown in Figure 3. The graph shows that the agent's reward value was low in the pre-training phase and exhibited a slow upward trend as the number of training sessions increased. As the training progressed, the agent's experience buffer contained significantly highly rewarded experience, causing the training-reward values to become fixed. The validation process must involve the examination of the strike accuracy and the speed at which the missile responds to the target.


Figure 3. Training diagram.

### 5.2. Simulation Verification

(1) Ballistic analysis

We saved the agents that satisfied the initial conditions and then converted these agents into integrated agents required for the simulation verification. We selected the exact initial conditions for the same model and compared the pure proportional-guidance law with the integrated DDPG algorithm proposed in this study. The pure proportionalguidance law implies that the missile-velocity vector is proportional to the angular velocity of the target's line-of-sight rotation during an attack and expressed as

$$
\begin{equation*}
\dot{\sigma}=K \dot{q} \tag{19}
\end{equation*}
$$

where $\sigma$ is the missile's ballistic angle, $\dot{q}$ is the line-of-sight angular velocity, $K$ is the scaling factor, and three is the scaling factor in this study.

Scenario 1. Scenario 1 is a training scenario. We selected the initial states of the missile and target randomly during the training and validation processes. Next, we chose the following scenario for analysis:
(1) The target was at the farthest initial distance from the missile.
(2) The target had the maximum initial velocity and acceleration.
(3) The missile had the minimum initial velocity.

A 3D trajectory diagram of the missile-target interception process is shown in Figure 4.


Figure 4. Missile-target 3D trajectory diagram (Scenario 1).
The initial position coordinates of the target in this engagement scenario were $\left(X_{t 0}, Y_{t 0}, Z_{t 0}\right)=(6000,500,40)$, the initial velocity $V_{t 0}=-700 \mathrm{~m} \cdot \mathrm{~s}^{-1}$, the initial acceleration $D_{v t}=30 \mathrm{~m} \cdot \mathrm{~s}^{-2}$, the initial position coordinates of the missile were $\left(X_{m 0}, Y_{m 0}, Z_{m 0}\right)=(0,0,0)$, and the initial velocity of the missile is $V_{m 0}=900 \mathrm{~m} \cdot \mathrm{~s}^{-1}$. The missile-target-interception miss distance based on the DDPG algorithm was 0.66 m . In comparison, the distance based on the proportional guidance method was 2.56 m , further verifying the significant limitations of the proportional-guidance method in applying the guidance law for intercepting high-speed, highly maneuverable targets. Regarding the interception speed, the interception time of the proportional guidance method was 3.85 s .

By contrast, the interception time of the DDPG algorithm was 3.76 s, indicating that the guidance law based on the DDPG algorithm can rapidly intercept targets.

To further analyze the performance of the guidance law based on the DDPG algorithm, the fin-deflection angle, line-of-sight angle, line-of-sight angular velocity, angle of attack, and yaw angle during the interception of the engagement mentioned in the above scenario are shown in Figure 5.


Figure 5. Ballistic curve: (a) and (b) are the lateral and elevated fin-deflection curves; (c) and (d) are the line-of-sight angles ( y and z directions); (e) and ( $\mathbf{f}$ ) are the line-of-sight angular velocities ( y and $z$ directions); ( $\mathbf{g}$ ) and ( $\mathbf{h}$ ) are the angle-of-attack curve and sideslip-angle curve, respectively (Scenario 1).

According to the fin-deflection curves, compared with the case based on the proportionalguidance method, the lateral and elevation fin-deflection angles based on the DDPG algorithm fluctuated more in the initial phase and then gradually stabilized with a controlled range of fluctuation. In the final guidance phase, compared with the proportional-guidance method, which benefits the dynamic flight in the final guidance phase, the DDPG algorithm did not show sudden changes in magnitude.

Figure 5c,d shows that the DDPG method kept the line-of-sight angle significantly smaller and the line-of-sight angular velocity closer to and around zero, indicating that the missile was always aimed at the target during the flight.

According to the angle-of-attack and sideslip curves shown in Figure 5g,h, the DDPG-algorithm-based guidance law enabled the missile's angle of attack and sideslip to vary in a smaller range. The small overload required by the missile facilitated the regular operation of the instrumentation on board.

Scenario 2. Scenario 2 is a $30 \%$ positive pull-off of the missile's aerodynamic parameters under the conditions of the training scenario. Additionally, it doubles the sine maneuver of the target in the y-direction, i.e., $y_{t}=D_{v_{t}} \sin (2 \pi / 5) t+y_{t_{0}}$ in Equation (17). The other conditions are the same as those in Scenario 1. Separate graphs of the missile-target-interception process are presented below.

A 3D trajectory diagram of the missile-target interception process of Scenario 2 is shown in Figure 6. In Scenario 2, the miss distance was 1.86 m for the DDPG-based algorithm and 4.21 m for the PN-based method. As shown in Figure 7c-f, the DDPG-based form exhibited a more stable state during the final guidance phase, with no significant sudden changes in angle or angular velocity. The curves in Figure $7 \mathrm{~g}, \mathrm{~h}$ show that the range of variation in the angle of attack and sideslip of the missile based on the DDPG algorithm was smaller than when based on the purely proportional method. This benefited the stable flight of the missile and the regular operation of the equipment on board.


Figure 6. Missile-target 3D trajectory diagram (Scenario 2).


Figure 7. Ballistic curve: (a) and (b) are the lateral and elevated fin-deflection curves; (c) and (d) are the line-of-sight angles ( $y$ and $z$ directions); (e) and (f) are the line-of-sight angular velocities (y and $z$ directions); ( $\mathbf{g}$ ) and (h) are the angle-of-attack curve and sideslip-angle curve, respectively (Scenario 2).

The DDPG-based IGC law demonstrated superior control performance to the pure proportional-guidance law in both Scenario 1 and Scenario 2 . The feasibility and superiority of the proposed RL-based approach for solving the interception problem were verified.
(2) Analysis of miss distance

To fully validate the effect of the DDPG and PN algorithms on the miss distance, we selected the initial values of $V_{m 0}, V_{t 0}, X_{t 0}$, and $D_{v t}$ randomly within their respective intervals. The miss-distance distributions were verified using the DDPG-based and PNbased approaches. The test involved a total of 875 targeted trials. The statistical values of
the miss distance are presented in Table 5, and the interval distribution of the miss-distance drawing is shown in Figure 8.

Table 5. Miss-distance statistics.

| Algorithm | Min | Max | Average | Variance |
| :---: | :---: | :---: | :---: | :---: |
|  | $\boldsymbol{m}$ | $\boldsymbol{m}$ | $\boldsymbol{m}$ | $\boldsymbol{m}^{2}$ |
| DDPG | 0.06 | 4.17 | 1.97 | 1.08 |
| PN | 1.37 | 172 | 14.16 | 17.11 |



Figure 8. Distribution of miss distance.
When $V_{m 0}, V_{t 0}, X_{t 0}$, and $D_{v t}$ varied within the training interval, the minimum value of the DDPG-based miss distance was 0.06 m , and the maximum was 4.17 m . The mean value was approximately 2 m , and the variance was approximately 1 m . The performances of all the metrics were better than that of the pure proportion-based miss distance. Figure 8 shows the distribution of the miss distance based on the DDPG-based and PN-based methods. Approximately all of the DDPG-based miss distances fell within the 5-meter interval. By contrast, the PN-based miss distance exceeded 1 m and, in most cases, exceeded 5 m . The test described above shows that the proposed guidance-law scheme has a high interception accuracy for maneuvering targets. Moreover, it can adapt to random changes in the initial parameters within a controlled range while ensuring the interception effect.

The information above refers to the targeting test for the RL training condition. The following information verifies the effect of the DDPG-algorithm and PN-algorithm guidance laws on the miss-distance quantity with uncertain aerodynamic parameters. The test acts on the parameters of Equation (9) with positive and negative pull bias, respectively. Table 6 shows the statistical miss-distance quantities based on the two algorithms.

Table 6. Statistics of miss distance with changing aerodynamic parameters.

| Change Mode and | Positive Pull-Off |  |  | Negative Pull-Off |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Percentage | $\mathbf{1 0} \%$ | $\mathbf{2 0} \%$ | $\mathbf{3 0} \%$ | $\mathbf{1 0} \%$ | $\mathbf{2 0} \%$ | $\mathbf{3 0} \%$ |
| DDPG | 0.45 | 0.52 | 0.60 | 0.76 | 0.95 | 1.15 |
| PN | 3.02 | 4.01 | 5.0 | 11.42 | 18.03 | 22 |

Table 6 shows that the DDPG-based algorithm had a higher interception accuracy than the PN-based missile when the positive and negative pull-offs acted on the missile's aerodynamic parameters. The miss distance gradually increased with increases in the pull-bias ratio. When pulling in the positive direction, the miss distances obtained based on DDPG were all within 1 m , whereas with the PN method, they exceeded 3 m . When pulling in the negative direction, the miss distance obtained based on the DDPG was approximately 1 m , whereas that based on the PN method was more than 10 m , and the maximum was 22 m . In addition, this test verified the generalizability of the DDPG algorithm.

## 6. Conclusions

This study designed a 3D integrated guidance-and-control law based on a DRL algorithm to address the difficulty of accurate modeling in high-speed-maneuvering-target-interception scenarios. First, we constructed a 3D integrated guidance-and-controlenvironment model in the RL framework. Next, the matching-state space, action space, reward function, and network structure were designed by comprehensively considering the miss distance, fin-deflection-angle constraint, and field-of-view-angle constraint. To comprehensively verify the proposed method's interception performance, the trainingand non-training-condition test scenarios were used to statistically simulate the DDPG and PN guidance laws. Numerous numerical-simulation results demonstrated that the reinforcement-learning-based IGC had high accuracy, strong robustness, and generalization ability in relation to the missile parameters and aerodynamic uncertainties. Through simulation verification, we realized that the convergence problem of the angular velocity of the target line of sight still allowed the study of the guide law. Moreover, some bizarre phenomena occurred in the random input of action.
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