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Abstract: In air traffic management (ATM), voice communications are critical for ensuring the safe
and efficient operation of aircraft. The pertinent voice communications—air traffic controller (ATCo)
and pilot—are usually transmitted in a single channel, which poses a challenge when developing
automatic systems for air traffic management. Speaker clustering is one of the challenges when
applying speech processing algorithms to identify and group the same speaker among different
speakers. We propose a pipeline that deploys (i) speech activity detection (SAD) to identify speech
segments, (ii) an automatic speech recognition system to generate the text for audio segments,
(iii) text-based speaker role classification to detect the role of the speaker—ATCo or pilot in our
case—and (iv) unsupervised speaker clustering to create a cluster of each individual pilot speaker
from the obtained speech utterances. The speech segments obtained by SAD are input into an
automatic speech recognition (ASR) engine to generate the automatic English transcripts. The speaker
role classification system takes the transcript as input and uses it to determine whether the speech
was from the ATCo or the pilot. As the main goal of this project is to group the speakers in pilot
communication, only pilot data acquired from the classification system is employed. We present a
method for separating the speech parts of pilots into different clusters based on the speaker’s voice
using agglomerative hierarchical clustering (AHC). The performance of the speaker role classification
and speaker clustering is evaluated on two publicly available datasets: the ATCO2 corpus and the
Linguistic Data Consortium Air Traffic Control Corpus (LDC-ATCC). Since the pilots’ real identities
are unknown, the ground truth is generated based on logical hypotheses regarding the creation of
each dataset, timing information, and the information extracted from associated callsigns. In the case
of speaker clustering, the proposed algorithm achieves an accuracy of 70% on the LDC-ATCC dataset
and 50% on the more noisy ATCO2 dataset.

Keywords: speaker clustering; speaker role detection

1. Introduction

Air traffic control (ATC) communication ensures safe and efficient flight operations [1].
The rise of new artificial intelligence/machine learning technologies provides opportunities
for a fundamental change in automation and it becomes a central enabler for future air
traffic management concepts. Machine learning technologies are typically data-driven
and require a large amount of data for training and development. In the case of voice
communication, these data are available through Air Traffic Navigation Service Providers
(ANSPs). However, obtaining such data through ANSPs is a legally very complex task, as it
typically requires access to the operational control rooms of the ANSPs. A cheap and easy
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alternative (if allowed by national data privacy laws) is the use of data collected by various
initiatives worldwide, such as LiveATC1 (https://www.liveatc.net, accessed on 29 April
2023) in the U.S. and ATCO2 (https://www.atco2.org, accessed on 29 April 2023) in Europe,
which collect and store freely available voice communications from Very-High-Frequency
(VHF) radio channels. In the case of ATCO2, a large set of volunteers collect the voice as
well as the supporting contextual data using relatively cheap VHF radio receivers, and
the data are then collected through a centralized server. This approach can easily deliver
thousands of unlabeled transmissions. Although such data are typically noisier [2], it has
been shown that they can be valuable for training machine learning technologies, including
the ATC domain [3].

The average length of each utterance in the collected data is around 3.3 s. However,
this presents a unique challenge in the ATC domain, where rapid exchanges between
pilots and air traffic controllers occur in communication scenarios, and where utterances
are often brief. Accurately identifying speaker roles and clustering them can therefore be
challenging, especially when multiple speakers communicate simultaneously on the same
channel. The task becomes further complicated due to variations in speech patterns, accents,
and communication styles. These challenges underscore the need for advanced machine
learning techniques that can handle noisy, short-duration audio data while accurately
distinguishing between different speakers and their roles in the communication process.

Besides collecting free data for ATM-oriented machine learning technologies, there
are also other use cases that are of serious interest to governmental agencies such as pre-
screening the VHF radio channels and detecting their potential abuse by anonymous private
persons. This use case is a principal motivator for this paper. VHF radio channels carry
the utterances of both pilots and ATCos as one single-channel recording (i.e., a huge wave
file that is not segmented). Even if the segmentation algorithm is applied (i.e., typically,
voice/speech activity detection can separate communication into short chunks), there is
no other information about whether the utterance comes from the ground (ATCo) or the
cockpit (pilot).

This paper focuses on clustering speakers appearing either in the same VHF radio
channel or across many channels over a given period of time. This is a principal question of
security officers when dealing with the abuse of non-encrypted radio communications. The
solution given in this paper is tested by analyzing ATCo–pilot communication captured
by ATCO2 data. More specifically, our paper is partially built on the concept of separating
ATCos and pilots, as investigated in [4]. As ATCos typically appear in the same VHF radio
channel over a relatively long period (up to several hours, depending on the length of their
shift), the appearance of a new pilot in the analyzed VHF radio channel is very probable.
This paper, therefore, focuses on clustering pilot audio recordings to emulate the reality of
automatically clustering random speakers in VHF radio channels.

Recent advances in machine learning, particularly deep neural networks (DNNs), have
shown promise in addressing these issues by modeling the complex relationships between
acoustic features and speakers’ identities. DNNs can be trained on large amounts of speech
data and can learn to extract high-level features from the speech audio, which can be used
for speaker clustering [5]. Despite these advances, the task of speaker clustering in ATC
communications remains challenging due to the presence of multiple speakers in the same
channel, in addition to the lack of ground-truth information. This absence of labeled data
poses significant problems in developing such systems. Nevertheless, the development of
such automatic pipelines presents great value in both operational and forensic contexts.

The proposed pipeline presented in this paper comprises four stages: speech segment
separation, automatic speech recognition (ASR), speaker role classification, and speaker
clustering. The first stage separates the speech segments from a single channel, followed by
ASR to transcribe into English. The transcribed text is then fed into a speaker classification
model, which detects the pilot segments. The speaker role classification is used only to
filter the pilot audio required for speaker clustering. Finally, a speaker clustering method
separates and groups the pilot speaker from the audio segments. The proposed pipeline

https://www.liveatc.net
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aims to improve the accuracy of speaker clustering in the ATC domain and facilitate
effective communication between controllers and pilots.

In air traffic control (ATC) communication analysis, most similar works tend to address
only a portion of the complete pipeline outlined in this research. Notably, speaker clustering,
a critical part of this pipeline, has received limited attention due to the absence of reliable
ground truths on publicly available datasets. It is in this context that the importance of our
proposed integrated framework becomes evident. By including speech activity detection,
automatic speech recognition, text-based speaker role classification, and unsupervised
speaker clustering, this pipeline offers a comprehensive solution. This approach not only
addresses the limitations of existing methods but also has the potential to significantly
improve the analysis of ATC communication. It bridges the crucial gap between individual
components, enabling a deeper understanding of speaker roles and ultimately enhancing
safety and efficiency in air traffic control. The rest of this paper is organized as follows.
In Section 2, we present the different steps of the pipeline through a discussion of related
works, as well as the method used in each step in our work. In Section 3, we describe the
different datasets used for training and evaluation in each of the two main components of
our pipeline. In Section 4, we present the experiments, the method of evaluation, and the
results of each experiment. Finally, we conclude the paper in Section 5 and discuss potential
future directions for research in this area.

2. Automatic Speaker Clustering Pipeline

In the ATC domain, the communication of the pilots is of particular interest compared
to that of ATC controllers (ATCos) because pilots are responsible for executing flight plans
and maneuvering the aircraft, making their communication critical for ensuring safe and
efficient flights. Therefore, it is vital to separate pilots’ communications from those of ATCos
to train automatic systems for each group. Separating the communications of individual
pilots is essential for post-flight analysis, incident investigations, and pilot training tasks.
The proposed method starts by extracting the speech segments using the SAD system and
then using ASR to transcribe those extracted segments. The transcripts obtained are used
as input to classify the pilot’s speech segments, which are used in the final step as input to
the speaker clustering model, as shown in Figure 1. The following subsections describe
each step of this pipeline.

Speech Activity

Detection 

Speaker Role

Classification 

ASR engine 

turning left nine zero degrees

ryanair nine two bravo quebec ...

ATCo Pilot

...

Pilot 1 Pilot 2 Pilot N

Speaker Clustering 

Long recording

Splits

Figure 1. Overview of the automatic speaker clustering pipeline.
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2.1. Speech Activity Detection

Speech activity detection (SAD) is a crucial process in speech processing that involves
identifying speech segments within an audio utterance. This system splits the audio based
on long-silence regions to generate a subset of audio files without silence. It plays a vital role
in many speech-based applications such as automatic speech recognition (ASR), speaker
recognition, and speaker diarization. Researchers are actively working on developing a SAD
system that can accurately operate in noisy environments. The approach is based on [6],
which leverages multilingual ASR to improve speech activity detection. The acoustic model
(AM) was trained using a lattice-free maximum mutual information loss to extract contextual
information from acoustic frames. Multilingual training enhances robustness to noise and
language variability. The proposed multilingual acoustic model was trained on 18 languages
from the BABEL datasets (https://catalog.ldc.upenn.edu/byyear, accessed on 29 April 2023),
including LDC2018S07, LDC2018S13, LDC2018S02, LDC2017S03, LDC2017S22, LDC2017S08,
LDC2017S05, LDC2017S13, LDC2017S01, LDC2017S19, LDC2016S06, LDC2016S08, LDC2016
S02, LDC2016S12, LDC2016S09, LDC2016S13, and LDC2016S10. The primary objective
of using this dataset was to develop a SAD system that can operate accurately in noisy
environments and is robust to language variability. Within each language-dependent part
of the acoustic model, speech and non-speech acoustic frames were mapped to a different
set of output context-dependent phones or posteriors. For each language, the index of
the maximum output posterior was used as a frame-level speech/non-speech decision
function. Conventional logistic regression [7] and majority voting were employed to combine
decisions from different languages.

2.2. Automatic Speech Recognition (ASR)

Automatic speech recognition (ASR) is a sub-field of speech processing that involves
converting speech to text, typically in one language. Hence, this is also termed speech-to-
text. A typical ASR system employs an AM and a language model (LM) for converting
a speech signal to text. The former is trained on speech recordings with corresponding
(ideally manually corrected) text, also referred to as transcripts. The AM represents the
relationship between a speech signal and phonemes or other linguistic units that make up
the speech. The latter is trained on a large corpus of text data. A probability distribution
over sequences of words usually represents the LM. The LM provides context to distinguish
between words and phrases that sound similar. Using the knowledge of the AM and LM,
a decoding graph is usually built as a weighted Finite State Transducer (FST) [8–10], which
generates text output given an observation sequence.

To build a robust speech recognition engine, the artificial intelligence behind it has to
be adept at handling challenges such as different acoustic conditions, background noise,
model size, and performance. Development in natural language processing and neural
network technology has improved speech and voice technology. Past research projects in
ATM have provided a platform to develop and improve ASR systems for ATCos and pilots.
In [11,12], the authors developed ASR for ATCos to help increase their efficiency and reduce
workloads. The authors of [1] provided a benchmark on ASR for different ATC databases.
An approach for leveraging non-transcribed audio data to improve ASR was investigated
in [13]. A semi-supervised learning approach for enhancing ASR in the ATM domain was
employed in [11,12,14]. In [15–17], the authors aimed to improve the recognition of the
callsigns in ASR by integrating surveillance data. Finally, the authors of [18] investigated
the effect of fine-tuning large pre-trained models, trained using a Transformer architecture,
for application in the ATC domain.

This work presents ASR systems that employ two approaches: (i) a hybrid system and
(ii) end-to-end training. The hybrid system for ASR uses deep neural network (DNN)-based
AMs trained with the lattice-free maximum mutual information (LF-MMI) [19] criterion and
n-gram models for the LM. Current state-of-the-art systems use a Transformer architecture,
which uses unsupervised [20] or self-supervised [21] learning for speech representations.

https://catalog.ldc.upenn.edu/byyear
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2.3. Speaker Role Classification

The task of sequence labeling (SL) assigns labels to words that share a specific role
and meaning within the grammatical structure of a sentence. In [22], these groups of
words/sentences had similar grammatical properties, and the work focused on two sub-
tasks of SL: named entity recognition (NER) [23,24] and sequence classification (SC) [22,25].
Early work on NER and SC was based on handcrafted ontology, dictionaries, and lexicons,
which made them prone to human error. Nowadays, deep learning-based systems are
cataloged as state-of-the-art on NER [24] and SC. These models are primarily based on
convolutional neural networks [26], recurrent neural networks [22], and Transformers [27].

ATC communications are a rich source of information and follow explicit grammar
and ontology. Additionally, ATC communications are built on a well-defined lexicon and
dictionary that speakers’ errors can sometimes disrupt. One example is the order in which
the named entities (e.g., callsign) are uttered in the communication. ATCos utter the callsign
(lufthansa seven eight two) at the beginning, whereas pilots invariably do so at the end:

ATCo: “lufthansa seven eight two descend flight level seven zero” and,
PILOT: “descend flight level seven zero lufthansa seven eight two”.

Following the pros and cons described in Section 2.3, we demonstrate that state-of-
the-art NER and SC can be leveraged to automatically identify speaker roles. For instance,
one can apply NER to identify ATC-related named entities such as callsigns, command types,
or units. Similarly, the structure and type of these ‘entities’ used in a given communication
can be leveraged to identify speaker roles. Our previous research on identifying speaker
roles [4] mainly focused on a grammar-based bag-of-words system that was capable of
performing speaker role identification with precision/recall values of 0.82/0.81 for ATCos
and 0.84/0.85 for pilots, respectively. Also, in [28–30], we explored speaker change detection
for ATC text. In [31], the authors mentioned that manually annotating pilot recordings
was more challenging than annotating ATCo recordings due to their quality, speech rate,
speaker accent, etc. Another reason is that the audio of ATCos is obtained directly from the
source, whereas the pilot audio is recorded through the radio receiver. This is one of the
reasons why speech processing systems (ASR, diarization, and speaker role identification)
perform considerably worse for pilots’ recordings compared to ATCos’ recordings.

2.4. Speaker Clustering

Over the past few years, there has been growing interest in applying speech processing
techniques to the air traffic control (ATC) domain. Specifically, researchers have explored
various methods for automatically analyzing and classifying speech in ATC conversations.
Although speaker clustering is an essential task in the ATC domain, only a few research
studies have focused on it due to the need for ground truths for speaker identity. However,
speaker clustering is essential for improving safety and efficiency, especially for pilots,
by accurately tracking and managing communication flow, identifying instances of miscom-
munication and errors, and enabling timely interventions and corrective actions. In [32],
the author proposed a method based on graph neural networks (GNNs) to enhance cluster-
ing procedures in speaker diarization. The approach aims to purify the similarity matrix
used in spectral clustering and assumes a sequence of speaker embeddings that the GNN
processes. The GNN outputs a distance metric between the reference and estimated affinity
matrices and is trained using a combination of a histogram loss and nuclear norm. Another
approach for speaker diarization was proposed in [33], using deep neural networks to learn
representations and scoring functions for speaker diarization without relying on i-vector
clustering. The proposed method aims to reduce the computational cost and improve the
efficiency of speaker diarization in the presence of multiple speakers.

As described above, the purpose of speaker clustering is to classify segmented speech
into clusters so that each group only contains speech from one specific speaker. Our
approach is based on the methodology described in [34], in which speech segments were
preprocessed using the Kaldi FBank features with 40 dimensions, a 16k Hz sampling rate,
and 40 filter-bank channels. These features were used as input to the RESNET34 neural
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network, which processed them using 2-dimensional CNN layers to generate fixed-size
embeddings for each speaker. To train the model, we used 500,000 utterances by thousands
of speakers from the publicly available VOXCeleb 2 dataset. We applied Probabilistic
Linear Discriminant Analysis (PLDA) to the embeddings, which were trained on the
VOXCeleb 2 data. The x-vector features generated by the neural network were centered
using the training data mean, and Linear Discriminant Analysis (LDA) was applied to
further improve the system’s performance. For speaker clustering, we used the unweighted
pair group method with arithmetic mean (UPGMA), which is a variant of agglomerative
hierarchical clustering (AHC). The method consists of grouping similar objects or data
points based on their pairwise distances. The algorithm follows the following steps:

1. Calculate the distance matrix D:

Dij =

{
0, i = j
dij, i 6= j,

(1)

where dij is the distance between objects (i, j).

2. Calculate the minimum distance pair (i∗, j∗) in the distance matrix D:

(i∗, j∗) = arg min
i,j

Dij (2)

3. Calculate the new cluster k by averaging the distances between i∗ and all objects in
the cluster containing i∗ and j∗:

k =
1

|Ci|+ |Cj| ∑
l∈Ci∪Cj

dil (3)

where Ci and Cj are the clusters containing objects i* and j*, and k represents the distance
value associated with the newly formed cluster.

4. Update the distance matrix D by removing rows and columns i∗ and j∗ and adding a
new row and column for the newly formed cluster k:

Dik = Dki =
dik + djk

2
, ∀i 6= i, j (4)

Dkj = Djk = ∞ (5)

Dkl = Dlk =
|Ci|dil + |Cj|djl

|Ci|+ |Cj|
, ∀l 6= i, j, k (6)

In this step, k is an index representing the newly formed cluster, whereas i′ and j′

represent the indices of the objects selected for merging.

5. Repeat steps 2–4 until all objects are in a single cluster or the process is stopped based
on a fixed threshold.

In our case, we obtain a pairwise log-likelihood ratio scores matrix using our PLDA
model. We represent the distance between clusters by subtracting this matrix from zero,
which is then fed into our clustering algorithm. The output generated by the clustering
algorithm groups the audio files into clusters, with files that are potentially spoken by the
same speaker being assigned to the same cluster.

3. Datasets

In this section, we describe the datasets used to train and evaluate our speaker role
classification and speaker clustering components. For training, we employed different
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datasets for each of the two components. However, for evaluation, we utilized identical
testing datasets to evaluate the performance of both components.

3.1. Training

The following sub-section describes the datasets used in the training of speaker role
classification and speaker clustering.

3.1.1. Speaker Role Classification

LDC-ATCC corpus: The Air Traffic Control Corpus (LDC-ATCC: https://catalog.
ldc.upenn.edu/LDC94S14A, accessed on 29 April 2023). (ATCC) consists of recorded
speech for use in ATC research in the area of ASR and NLP. The audio data contains voice
communication traffic between various ATCos and pilots. The audio files are sampled
at 8 kHz, 16-bit linear, representing continuous monitoring without squelch or silence
elimination. Each file captures a single radio frequency channel over one to two hours
of audio. The corpus contains gold annotations and metadata (metadata covers voice
activity segmentation details, speaker role information (who is talking), and callsigns in
ICAO format). The corpus consists of approximately 25 h of ATCo and pilot transmissions
(after SAD).

UWB-ATCC corpus: This corpus (released by the University of West Bohemia:
https://lindat.mff.cuni.cz/repository/xmlui/handle/11858/00-097C-0000-0001-CCA1-0,
accessed on 29 April 2023) is a free and public resource for research on ATC. The commu-
nication between ATCos and pilots is manually transcribed and labeled with the speaker
information, i.e., pilot/controller. The total duration of speech after removing silences is
13 h. The audio data are single-channel and sampled at 8kHz and 16-bit PCM.

3.1.2. Speaker Clustering

VoxCeleb 1 [35]: This is a dataset comprising 100,000 utterances by 1251 celebrities,
which were extracted from videos uploaded to YouTube. The dataset ensures a gender
balance, with 55% of the speakers being male, and it features a wide range of speakers of
different ages, accents, and ethnicities. The dataset includes speech audio taken in different
environments. The diversity of the speakers and environments makes the dataset valuable
for training and evaluating different systems for speaker and speech recognition.

VoxCeleb 2 [36]: This is the second version of the dataset, and it builds upon the
success of its predecessor, VoxCeleb 1. Like VoxCeleb 1, it contains a large number of
utterances by celebrities extracted from YouTube videos, and it features a diverse set
of speakers in terms of age, ethnicity, and accent. However, VoxCeleb 2 has more than
1,000,000 utterances by 6000 celebrities, and it has no overlap with the identities of VoxCeleb
1. As a result, it provides an even larger and more diverse dataset for training and evaluating
speech processing systems.

Librispeech [37]: This is a corpus of approximately 1000 h of read English speech
sampled at 16 kHz from the LibriVox project. The LibriVox project is responsible for the
creation of approximately 8000 public domain audio books, the majority of which are in
English. Most of the recordings are based on texts from Project Gutenberg2, also in the
public domain.

3.2. Evaluation

We employed the same testing datasets for evaluating the performance of automatic
speech recognition, speaker role classification, and speaker clustering components.

LDC-ATCC dataset: The test set of LDC-ATCC was used for evaluation. This set
consists of 2961 utterances, featuring dialogues between ATCos and pilots, and uses the
same speech audio data described in the previous section.

ATCO2 corpus: This dataset was built for the development and evaluation of ASR
and NLP technologies for English ATC communications from several airports worldwide
(e.g., LKTB, LKPR, LZIB, LSGS, LSZH, LSZB, and YSSY). We used the ATCO2 test set corpus,

https://catalog.ldc.upenn.edu/LDC94S14A
https://catalog.ldc.upenn.edu/LDC94S14A
https://lindat.mff.cuni.cz/repository/xmlui/handle/11858/00-097C-0000-0001-CCA1-0
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which comprises ∼4 h of annotated data. The corpus is available for purchase through
ELDA (http://catalog.elra.info/en-us/repository/browse/ELRA-S0484, accessed on 29
April 2023). The recordings are mono-channel sampled at 16 kHz and 16-bit PCM [38].

4. Experiments and Results

In this section, we present the experimental setup and the results obtained for the
different modules of the automatic speaker clustering pipeline described in Section 2.
The results include ASR, speaker role classification, speaker clustering modules, as well as
the overall performance of the pipeline when all modules are combined. The results are
discussed in detail in the following subsections.

4.1. Automatic Speech Recognition

As mentioned in Section 2.2, we adopted two approaches for training an ASR engine:
(i) a hybrid-based approach and (ii) an end-to-end training approach. The automatic
transcripts were generated using automatic speech recognition systems trained with∼190 h
of annotated ATC data.

Baseline: The main blocks of the hybrid ASR system are the acoustic model (AM)
and language model (LM). In our experiments, conventional biphone convolutional neural
network (CNN) [26] + TDNN-F [39]-based acoustic models trained with the Kaldi [40]
toolkit (i.e., nnet3 model architecture) were used. AMs were trained with the LF-MMI
training framework, which is considered to achieve state-of-the-art performance for hybrid
ASR. Threefold speed perturbation with MFCC features was used, and i-vectors were
used for speaker representation. The 3-gram LM was trained on all the manual transcripts
available in the ATC datasets.

XLSR-KALDI: As mentioned earlier, the self-supervised learning approaches using
the wav2vec framework facilitated the state-of-the-art performance in ASR. These models
were pre-trained with 50k h of speech data. One such model is the XLSR [41], which
can then be fine-tuned to ATC data. The authors of [42] proposed to use the LF-MMI
criterion (similar to hybrid-based ASR) for the supervised adaptation of the self-supervised
pretrained XLSR model [41]. We employed this technique to fine-tune the pre-trained
model on our annotated ATC data.

The performance of our ASR system is presented in Table 1 using the Word Error Rate
(WER) metric. The system that achieved the lowest WER on the test data was used as the
input for the speaker role classification system.

Table 1. WER (%) of our ASR used in our experiments for speaker role classification evaluated on the
ATCO2 and LDC-ATCC test sets described in Section 3.2.

Model ATCO2 LDC-ATCC

Baseline 36.6 13.5
XLSR-KALDI 25.7 18.7

4.2. Speaker Role Classification

A BERT-based speaker role identification module was implemented that allowed
us to attribute a speaker role (i.e., ATCo or pilot) to a given ATC communication. We
fetched a BERT (BERT-base-uncased model: 110 M parameters) model [27] from Hug-
gingface [43,44]. We then used ground-truth speaker labels to fine-tune the model on the
sequence classification task with the data defined in Section 3.1.1.

Fine-tuning: the BERT model was fine-tuned for 3k steps (∼5 epochs), with a 500-step
warm-up phase. The learning rate was increased linearly up to 5 × 10−5 during warm-up,
and then it decayed linearly. We fine-tuned each model using the Adam optimizer, a batch
size of 32, and a gradient accumulation of 2. After the training, we simply performed
inference on either the manual transcripts or automatic transcripts generated through ASR.

http://catalog.elra.info/en-us/repository/browse/ELRA-S0484
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Results: Table 2 shows the performance of the data-driven model trained for speaker role
classification. The performance is shown for the test sets—ATCO2 and LDC ATCC—trained
with all combinations of the training data sets mentioned in Section 3.1.1. We also report
the F1 score of the system when (i) manual transcripts and (ii) automatic transcripts are
used for classification.

Table 2. Averaged F1 score [0–1] for speaker role classification using different training (column
1) and test sets. All the experiments used the same model (BERT-base-uncased) and the same
hyperparameters. We report the mean of five runs with different seeds (the standard deviation was
less than 0.01 for all cases, thus we omit it). Bold refers to the best performance in each column.
Metrics reported on ground-truth transcripts and automatic transcripts generated using the speech
recognition system.

Model ATCO2 LDC-ATCC
Manual Transcripts

LDC-ATCC 0.83 0.94
UWB 0.85 0.87

LDC-ATCC + UWB 0.87 0.93
Automatic Transcripts

LDC-ATCC 0.5 0.9
UWB 0.51 0.8

LDC-ATCC + UWB 0.53 0.9

4.3. Speaker Clustering

For all the experiments in this study, hypotheses concerning the ground truth of pilot
identities were generated based on information about the creation of the datasets. Two
datasets, ATCO2 and LDC-ATCC, were used to evaluate the performance of our model.
In ATCO2, the ground truth was generated using both the callsign and flight date as the
pilot identity information. In LDC-ATCC, only the callsign was used as the ground truth
for the pilot identity. To determine the optimal threshold for hierarchical clustering, we
randomly selected a representative subset of the LDC-ATCC training set consisting of
three files per callsign from 259 different callsigns. We fine-tuned the threshold on this
selected set as a whole, extracting the value that resulted in the highest accuracy, as shown
in Figure 2. The resulting threshold was then used for evaluation on both datasets.

Upon evaluating the test set using this ground-truth generation approach, we observed
a total of 929 distinct speakers in the ATCO2 dataset. The ATCO2 dataset covers a span
of 7 months from October 2020 to May 2021. Additionally, in the LDC-ATCC dataset, we
identified 189 distinct speakers. This indicates the number of unique speakers identified
within each respective dataset. The output generated by the clustering algorithm represents
the different clusters.

To evaluate the accuracy of our system, we proposed the following evaluation ap-
proach: Using the ground truth, we assigned to each cluster the speaker that was assigned
to it the most. The utterances that were not assigned to that specific cluster but had this
speaker as their label are considered errors. The idea was to map each speaker with one
cluster, while all the remaining clusters would be considered errors. Using the same ap-
proach, when evaluating the performance of the entire pipeline, we added a constraint to
our evaluation method. The pipeline first extracts the speech segments of the pilots. All
utterances that are incorrectly classified as belonging to a pilot are also considered errors in
our speaker clustering accuracy.

We conducted experiments using two datasets, LDC-ATCC and ATCO2, and utilized
the speaker role classification (SRC) method to extract the speech segments of pilots from
the datasets. The number of speech utterances for pilots was initially 1350 for ATCO2 and
1446 for LDC-ATCC using the SRC ground truth. However, 243 and 281 utterances were,
respectively, removed from ATCO2 and LDC-ATCC datasets due to their short duration
(less than 1 s). We further applied the SRC on the manual transcripts of the same dataset,
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resulting in 1455 utterances for ATCO2 and 1563 utterances for LDC-ATCC. However, 322
and 300 of these utterances were excluded due to their short duration. Lastly, we used
SRC on the ASR transcripts of the datasets, resulting in 1705 and 1563 speech utterances
for ATCO2 and LDC-ATCC, respectively. However, 389 and 288 of the ASR transcripts
were excluded due to their short duration. These excluded segments were not used in
the speaker clustering part of the experiment. The details of the pipeline’s output are
summarized in Table 3, whereas the performance of our model across all experiments is
summarized in Table 4.

In our experiments, we found that the level of noise in the data had a significant
impact on the accuracy of the speaker clustering pipeline. We observed that the speaker
clustering model performed better on the LDC-ATCC dataset, which contained less noise,
compared to the noisier ATCO2 dataset. After analyzing the results, we concluded that
the difference in the accuracy of all pipelines was mainly due to the performance of the
automatic speech recognition (ASR) and speaker role classification (SRC) components of the
pipeline, which exhibited lower performance on the noisier ATCO2 data. However, on the
LDC-ATCC dataset, we observed that both ASR and SRC exhibited better performance,
resulting in a smaller decrease in accuracy. In addition, we found that the difference in
performance between clustering alone and the complete pipeline was 8% on the LDC-
ATCC dataset and 16% on the ATCO2 dataset. These findings suggest that more research
is necessary to improve the performance of the ASR and SRC components, especially in
datasets with higher levels of noise like ATCO2 to achieve optimal results with the speaker
clustering pipeline.

Figure 2. Accuracy vs. thresholds plot used to fine-tune the threshold on a representative subset of
the LDC-ATCC dataset for the speaker clustering algorithm. The x-axis shows the threshold values
and the y-axis shows the corresponding accuracy values. The red circle indicates the best threshold
value (65) with a maximum accuracy of 82%.



Aerospace 2023, 10, 876 11 of 14

Table 3. Automatic speaker clustering performance details for ATCO2 and LDC-ATCC datasets.
Number of segments classified as ATCo: The segments that were classified as ATCo instead of pilot
using the SRC model. Number of Correct segments: The segments that were assigned the same label
as the ground truth after the evaluation mapping. Number of Incorrect segments: The segments
that were assigned a different label from the ground truth after the evaluation mapping.

Experiment Number of Segments Number of Correct Number of Incorrect
Classified as ATCo Segments Segments

ATCO2
SRC Ground Truth - 739 368
Manual transcript 118 663 470

ASR transcript 337 661 655
LDC-ATCC

SRC Ground Truth - 908 257
Manual transcript 111 897 366

ASR transcript 128 896 379

Table 4. Accuracy (%) of the speaker clustering on ATCO2 and LDC-ATCC datasets.

Dataset SRC Ground Truth Manual Transcript ASR Transcript

ATCO2 66% 58% 50%

LDC-ATCC 78% 71% 70%

5. Discussion and Conclusions

In conclusion, the presented pipeline offers a viable solution to the speaker clustering
problem in ATC communication. By using a combination of speech activity detection,
automatic speech recognition, text-based speaker role classification, and unsupervised
speaker clustering, the pipeline can accurately identify and group speech segments from the
same pilot among different speakers. The reported accuracies of 70% and 50% on the LDC-
ATCC and ATCO2 datasets, respectively, signify the pipeline’s proficiency in identifying
pilot speakers within the ATC domain. It is important to note that these accuracies reflect the
overall performance of the entire pipeline. There is an observed variation in accuracy when
dealing with datasets of different noise levels, such as the LDC-ATCC and ATCO2 datasets,
which show a notable deviation of approximately 20%. This discrepancy can be attributed
to the effect of noise appearing in VHF data. Specifically, when noise levels increase, it not
only challenges the initial component (SAD) by making it harder to accurately identify
speech segments but also significantly impacts the ASR component, leading to transcription
errors. These inaccuracies propagate through the pipeline and affect the performance of all
the remaining components. Consequently, the decrease in speaker clustering accuracy from
70% to 50% on the LDC-ATCC and ATCO2 datasets illustrates the sensitivity of the entire
pipeline to noise interference. Nevertheless, when considering the speaker clustering step
alone and utilizing the speaker role classification as ground truth, even higher accuracy
rates of 78% and 66% can be achieved on the same LDC-ATCC and ATCO2 datasets. This
technology has the potential to improve ATC safety, facilitating post-flight analysis and
incident investigation. As such, further research in this area is warranted to refine and
improve these automated methods for speaker clustering in ATC communication.

Potential future work could focus on enhancing the performance of speaker clustering
models with noisy data such as the ATCO2 dataset. We aim to adapt the embedding used
for the speaker clustering model on ATC data to improve its performance with such types of
noisy data. Another approach is to investigate some speech processing methods to reduce
noise and improve the quality of the input data. We also plan to incorporate language
identification (LID) as prior information for the speaker clustering in our proposed pipeline.
This could potentially improve the accuracy of the clustering by providing additional
information about the language and dialect being spoken. Another approach could be to
expand the pipeline to support a variety of languages and accents, which would make it
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more suitable for use in actual ATM systems. By making these modifications, we believe
that we can enhance the performance of the speaker clustering model and make it more
appropriate for use in real-world scenarios.
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3. Zuluaga-Gomez, J.; Veselỳ, K.; Blatt, A.; Motlicek, P.; Klakow, D.; Tart, A.; Szöke, I.; Prasad, A.; Sarfjoo, S.; Kolčárek, P.; et al.
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