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Abstract: As the key load-bearing component of spacecraft, the strength evaluation of stiffened plate
structures faces two challenges. On the one hand, the simulation results are sometimes inaccurate,
due to the simplification of the true loading conditions and modeling details. On the other hand,
data from the sensors cannot provide the full-field strength information of the structure, which may
result in the misjudgment of the structural state. To this end, a digital twin modeling method of
multi-source data fusion based on transfer learning is proposed in this paper. In transfer learning,
simulation data and sensor data are utilized as the source dataset and the target dataset, respectively.
First, a pre-trained deep neural network (DNN) model is established based on the source dataset.
Then, the pre-trained DNN model is fine-tuned based on the target dataset using a lower learning rate
and fewer training epochs. Finally, a digital twin model can be built, which is capable of visualizing
the full-field strength information of the stiffened plate structure. To verify the effectiveness of the
proposed method, an experimental study on a hierarchical stiffened plate is carried out. Compared
with the traditional data fusion method, the results verify the high prediction accuracy and efficiency
of the proposed method, demonstrating its potential for the strength health monitoring of spacecraft
in orbit.
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1. Introduction

Stiffened plates are the key load-bearing component in manned spacecraft, space
stations, and other aerospace structures [1,2]. When a spacecraft is in orbit, the stiffened
plate structures of the spacecraft would suffer from unexpected events, such as crashes
with meteoroids or orbital debris, as well as extremely harsh and complex working condi-
tions [3]. By analyzing the strength condition (e.g., stress, strain) of the stiffened plates of
the spacecraft, damage caused by strength failure, fatigue, and cracking can be detected.

The traditional health monitoring methods for stiffened plates of a spacecraft usu-
ally rely on ground-built physical accompanying flying systems, aiming to evaluate and
simulate the performance of the true structure in orbit [4]. However, when the spacecraft
suffers from unexpected events, such as crashes with meteoroids or orbital debris, the
ground physical accompanying flight system cannot simulate the true working condition
of the spacecraft in real-time. Meanwhile, the number of sensors placed in the spacecraft is
usually insufficient, which makes it difficult to provide sufficient strength information. As
a result, expert decision-making is seriously affected and the spacecraft structure and the
safety of astronauts [5] may also be threatened.

As an integration of the physical entity and a virtual model, digital twin technology
can provide a real-time, multi-dimension, multi-scale, and high-fidelity dynamic mapping
of a physical entity [6,7]. Digital twin technology has been applied in structural health
monitoring, operational maintenance, and life prediction, etc. In order to construct a high-
precision digital twin model, it is essential to obtain an accurate simulation calculation.
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Zarastvand et al. [8,9] devised an accurate simulation calculation method for stiffened
plates, which provided simulation data for the construction of a digital twin model.

As the key to the digital twin, multi-source data fusion methods are important to
ensure the prediction accuracy of the digital twin model. Liu et al. [10] built a variable
fidelity model based on a generative adversarial network, which introduced a supervised
loss strategy to improve the training efficiency, and verified the excellent prediction accu-
racy with fewer high-fidelity sample points for a steel plate structure case. Jin et al. [11]
completed the fusion of variable fidelity data from different strain sensors based on a
Gaussian regression model, aiming to monitor the strain of the whole structure with lower
costs. Li et al. [12] proposed a digital twin model construction method based on multi-
fidelity data fusion, illustrating the effectiveness of the method by engineering the case
of an S-shaped variable cross-sectional stiffened curved shell. Tian et al. [13] provided
a variable-fidelity surrogate model driven by transfer learning for stiffened shell buck-
ling prediction problems. Milanoski et al. [14] completed the multi-level structural health
monitoring of stiffened composite panels using digital twin technology. Song et al. [15]
developed a variable fidelity model by considering simulation data and sensor data, and
built a visual digital twin model of a truss case. Li et al. [16] proposed a multi-fidelity
aerodynamic model based on a deep neural network, which could accurately predict the
wing surface pressure with more simulation data and less sensor data. Overall, digital twin
technology has demonstrated excellent application potential for aerospace structures.

Compared with the traditional strength health monitoring and maintenance methods
of spacecraft, digital twin technology can combine the multi-source data of sensors and
simulation. A digital twin model can effectively visualize the full-field strength variation
of a structure and ensure the safety of the spacecraft’s in-orbit operation and spacecraft
personnel. However, how to build a digital twin model for spacecraft with digital twin
technology remains a difficult and challenging task. To this end, the main purpose of this
paper is to establish a novel multi-source data fusion method, aiming to build an accurate
digital twin model for stiffened plates.

The rest of this paper is organized as follows: In Section 2, a digital twin modeling
method for hierarchical stiffened plates, based on transfer learning, is described in detail.
In Section 3, an example of an experimental study on a hierarchical stiffened plate is carried
out and discussed. The conclusions of this work are drawn in Section 4.

2. Methodology

In this section, the proposed digital twin modeling method based on transfer learning
for hierarchical stiffened plates is proposed. In Section 2.1, the traditional data fusion
methods, including the hybrid bridge function method, the addition bridge function
method, and the Co-Kriging method are introduced. In Section 2.2, the detailed steps of
the proposed digital twin modeling method are described.

2.1. Traditional Multi-Fidelity Data Fusion Methods

In order to fuse multi-fidelity data (e.g., simulation data and sensor data), the bridge
function method [17] and the Co-Kriging method [18] are widely applied in practical
engineering [19].

The bridge function method mainly includes the addition bridge function [20], multi-
plication bridge function [21], and hybrid bridge function [22]. The output of the hybrid
bridge function method can be calculated by

ŷ(x) = ρŷLFM(x) + δ̂(x) (1)

where ŷ(x) denotes the response of the constructed digital twin, ŷLFM(x) denotes a model
built from structural simulation data, and the number of sample points in the model can
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be controlled by sampling. δ̂(x) denotes the error model built using sensors data and
simulation data corresponding to the sensor coordinates, which can also be described by

δ̂(x) = yHFM(xHFM)− ρŷLFM(xHFM) (2)

where yHFM(xHFM) denotes the real measurement data of the structure by the sensors.
The correction factor ρ is a constant that minimizes the error between yHFM(xHFM) and
ŷLFM(xHFM), whose value can be obtained by

f ind ρ

min
nEXP
∑

i=1
[ρŷLFM(xi

HFM)− yHFM(xi
HFM)]

2 (3)

where yHFM(xi
HFM) denotes the real data of the structure measured by the sensor, and

nEXP denotes the total number of sensor measurement points.
To prove the validity of the proposed method, we also compared it with the addition

bridge function method, the principle of which can be found in Ref. [23].
Co-Kriging is an extension of the traditional Kriging method [24], which assists in

predicting the sensor data by introducing simulation data, to complete the construction of
the structural digital twin model. The output of the digital twin model can be described by

ŷ(x) = λT
HFMyHFM + λT

LFMyLFM (4)

where λT
HFM and λT

LFM are the weight coefficients associated with the sensors data and
the simulation data after sampling, respectively. Their weight coefficients can be de-
scribed using the following formula, which is related to the mean square error (MSE) and
unbiased constraints.

MSE[ŷHFM(x)] = E[(λT
HFMyHFM + λT

LFMyLFM − yHFM)
2
] (5)

E[λT
HFMyHFM + λT

LFMyLFM] = E[yHFM] (6)

The minimum mean square error can be solved, to find the appropriate weight coeffi-
cients λT

HFM and λT
LFM. As the solution process is complicated, a more detailed derivation

of the subsequent Co-Kriging method can be found in Ref. [24].
However, when facing complex problems such as the mechanical response analysis

and prediction of the stiffened plates of spacecraft and as a result of the simple construction
principle of the traditional hybrid bridge function method, this method cannot properly
fuse multi-source data, leading to an unstable accuracy of digital twin models constructed
using the hybrid bridge function method [25]. Due to the complex stiffened plate of a
spacecraft, the finite element mesh division is detailed during the calculation, and more
simulation data are generated after the completion of the calculation. In addition, the
construction process of the Co-Kriging method is very complex, which leads to high
construction costs and a low efficiency when building a digital twin model of the complex
structure with the Co-Kriging method [26].

2.2. Digital Twin Modeling Method Based on Transfer Learning

The digital twin modeling of true structural strength conditions (e.g., stress and strain)
is mainly based on the data fusion between sensors data and simulation data. Sensors data
sample information is limited but can visualize the true mechanical response of a struc-
ture. The simulation data can provide the full-field strength information of the structure.
However, the simulation results are sometimes inaccurate, due to the simplification of the
loading conditions and modeling details. The main idea of a digital twin model is to make
full use of these two kinds of data. In this section, transfer learning is utilized to build a
digital twin model, aiming to predict the full-field strength information accurately.
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First, the basic principle of DNN is briefly introduced. DNN is a neural network with
input layer, hidden layer, and output layer, and the number of hidden layers is more than
one. The training process of DNN is shown in Figure 1, which mainly includes three steps.
In the first step, the training data is input into the DNN, and the forward calculation is
carried out layer by layer, until reaching the output layer. In the second step, the predicted
value of the current network output is compared with the real value, and the loss error
is calculated using the loss function. In the final step, back propagation is carried out
according to the chain rule, the gradient of the loss function on each layer is calculated,
and the weight matrix is updated according to the weight gradient obtained in the reverse
process. During several training iterations, the weight matrix is constantly updated to
reduce the value of the loss function. At the same time, during the training process of the
network, the dropout layer is used to discard the neurons in each layer from the network,
according to a certain probability. This method can not only simplify the complex network
model but also avoid overfitting.
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In the DNN training process, the output hj of hidden layer j can be described by

hj = f (Wjhj−1 + bj), ∀j ∈ {1, 2, . . . , n} (7)

where hj−1 denotes the output of the formerly hidden layer and n is the total number of
hidden layers. f denotes the activation function. Based on the activation function, the
output of the current hidden layer can be used as the input of the next hidden layer. In
this work, we use the ReLU function as the activation function [27]. Wj and bj denote
the weights and biases of the hidden layer, respectively. The loss function L(θ) [28] is
established to obtain the value of the corresponding parameter θ= {Wj, bj}

n+1
j=1 in DNN,

which can be described by

L(θ) =
1
N

N

∑
i=1

Ei =
1
N

N

∑
i=1

(yD
i − f̂ (xD

i ; θ))
2

(8)

where xD
i and yD

i denote the input and output of the training data, respectively. D denotes
the dimension of the problem. N denotes the total amount of training data. f̂ (xD

i ; θ) denotes
the predicted value of the DNN model after training under the parameter θ. The stochastic
gradient descent with momentum (SGDM) algorithm [29] is used to minimize the Loss
function L(θ). After the weights and biases of the hidden layers are determined, the training
of the DNN is finished.
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Transfer learning is an emerging machine learning method that has been extensively
used in fields such as target detection and digital twin modeling. Transfer learning is
applied for two tasks that are similar in certain ways, and the knowledge is transferred
from one task to another task, which are different but similar [30]. In transfer learning, for
the given source dataset Ds and source task Ts, target dataset Dt and target task Tt, there is
either Ds 6= Dt or Ts 6= Tt. Transfer learning can make full use of the information of Ds and
Ts to effectively complete the training of Tt in Dt.

Hence, when constructing the digital twin model of the spacecraft structural strength
conditions, utilizing the correlation between the sensor data and the simulation data,
the knowledge migration from simulation data to sensor data is efficiently completed
using simulation data and sensor data as the source data and target data, respectively, to
build a digital twin model of the actual structural strength conditions (e.g., stress, strain).
The process of digital twin modeling is described in Figure 2, which mainly involves the
following five steps:
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Step 1: The simulation data are sampled from the finite element analysis results of the
structure using the Latin hypercube sampling (LHS) method. The sensor data are generated
from the physical entity. The simulation data and the sensor data are used as the source
dataset and target dataset in the transfer learning, respectively. It is noteworthy that all
of the sensor data are utilized as the target data, since there is only a limited number of
sensors placed on the structure.

Step 2: Suitable hyperparameters of the DNN model are obtained based on the
Bayesian optimization (BO) method. In the optimization iteration, the simulation data and
the sensor data are used as the training dataset and the validation dataset of the DNN
model, respectively. The optimization objective is to minimize the mean square error (MSE)
of the DNN model. In this work, there are five hyperparameters that need to be optimized
using BO, including the learning rate lr1, the number of neurons in the first hidden layer
N1, the number of neurons in the last hidden layer N2, the total number of hidden layers
N3, and the dropout rate dr1.

Step 3: The pre-trained DNN model is obtained based on the source dataset with the
hyperparameters obtained from the BO.

Step 4: In the DNN model, the early layers represent the low-level features learned
from the simulation data. The last hidden layer represents the high-level feature layer,
which is also called the task-specific layer or advanced feature layer. Hence, the early layers
of the pre-trained model are frozen, and the advanced feature layer is reinitialized using
sensor data, to reset the weights and biases of this layer.

Step 5: By fine-tuning the pre-trained DNN model with a smaller learning rate and
fewer training steps, digital twin modeling of multi-source data fusion based on the transfer
learning is completed.
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Based on the above steps, a digital twin model can be built, which can then be used to
visualize the full-field strength variation of the structure.

3. Experiment and Discussion

To verify the effectiveness of the proposed method, an example of digital twin model-
ing of a hierarchical stiffened plate is carried out in this section. The geometric model and
simulation results of the hierarchical stiffened plate are introduced in Section 3.1. The de-
tailed experiment process of the hierarchical stiffened plate in the laboratory environment
is described in Section 3.2. The digital twin modeling process of a hierarchical stiffened
plate is demonstrated in Section 3.3.

3.1. Introduction of the Simulation Results of the Hierarchical Stiffened Plate

As shown in Figure 3, the hierarchical stiffened plate is mainly composed of two
clamping blocks and a stiffened shell. The lower clamping block acts as a fixed boundary.
Axial pressure is imposed on the upper clamping block. The overall height and width of
the stiffened plate are 660 mm and 400 mm, respectively. The size of the two clamping
blocks is 15 mm× 80 mm× 400 mm, and the stiffened skin is 400 mm× 500 mm× 1.5 mm.
The hierarchical stiffened plate is composed of major stiffeners (with larger stiffener size)
and minor stiffeners (with smaller stiffener size). The number of minor stiffeners is 12,
with a height of 5 mm and a thickness of 2 mm. The number of major stiffeners is 3, with
a height of 10 mm and a thickness of 2 mm. These two types of stiffeners are staggered
at equal distances along the width direction of the plate. In the direction of the plate
width, the stiffeners are also divided into two types, and their heights are 10 mm and
5 mm, respectively. As the clamping blocks only partially touch the rigid fixtures of the
test loading equipment, the boundary conditions are constrained by coupling the two
faces in the clamping blocks after the actual loading position has been determined. The
clamping height of the clamping block (loading area) is 65 mm, and the clamping height of
the clamping block (boundary fixed area) is 70 mm, both clamping areas are located in the
middle of the clamping block.
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A geometric model of the hierarchical stiffened plate is constructed using the commer-
cial software ABAQUS. The material of the hierarchical stiffened pane is 6061 T651 alu-
minum alloy, which has the following material properties: Elastic Modulus E = 69.8 GPa,
Poisson’s Ratio υ = 0.33, Yield Stress σs = 276 MPa, Ultimate Stress σb = 310 MPa, Density
ρ = 2.7 × 10−6 kg/mm3.
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For the finite element model of the hierarchical stiffened plate, the S4R element is
utilized for the stiffened shell, and the C3D8R element is used for the clamping blocks.
Based on the mesh convergence analysis listed in Table 1, the element size is 1.8 mm. The
number of elements in the stiffened shell is 93,296, and the total number of elements in the
structure is 159,824. The computer configuration is an Intel Xeon Gold 6248R @ 3.00 GHz,
256 G RAM.

Table 1. Mises stress and computational cost with different numbers of elements of the hierarchical
stiffened plate.

Element Seed
Size/(mm) Number of Elements Mises Stress/(MPa) CPU Time/s

7 8032 67.17 277.7
5 11,640 61.65 296.3
4 15,888 63.48 315.8

3.5 21,644 70.62 326.9
3 32,128 92.3 638.6

2.8 39,024 106.6 695.4
2.4 46,560 110.1 714.8
2.2 54,736 111.7 755.1
2 80,860 112.3 1061.5

1.8 93,296 114 1237.6
1.6 116,864 115.2 1784.2

Based on the established finite element model, a displacement load is applied to the
loading area of the clamping block using the explicit dynamics method [31], to ensure that
the axial pressure loads applied will not buckle the hierarchical stiffened plate structure,
and the reaction force–displacement curve is shown in Figure 4. From the curve, it can be
seen that the hierarchical stiffened plate buckled at around 43 kN under the axial pressure,
and the displacement is 0.55 mm at this time.
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The simulation of the hierarchical stiffened plate is completed by 3.1. Then the Mises
stress data of each node on the finite element model are extracted as the source dataset,
in order to build a digital twin model of the hierarchical stiffened plate using the transfer
learning method.

3.2. Experimental Process of the Hierarchical Stiffened Plate

In the experiment, a ground static test system (SHIMADZU EHF-UV 300 kN, made
in Japan) is used to carry out the quasi-static axial pressure experiments. The specific
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experimental setup is shown in Figure 5. The top and bottom of the hierarchical stiffened
plate are the rigid fixtures. According to the simulation results, the final reaction force
of the hierarchical stiffened plate is set as approximately 40% (about 18 kN) of the limit
buckling load. In addition, the loading speed is set as 2 kN/min. The reaction force and
displacement data are recorded by the control system.
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Figure 5. Static axial pressure digital twin experimental setup for the hierarchical stiffened plate.

As displayed in Figure 6, 24 right-angle strain rosettes are placed on the shell with
6 rows and 4 columns. The resistance of the deployed sensors is 121 Ω, and the sensitivity
factor is 2.12. They are also self-compensating and are connected to the strain-collection
device via a three-wire connection, which is also called a quarter bridge, to eliminate the
effect of the wire resistance on the data measurement. The collection device is Donghua
Static Strain Collector 3816 N with 72 channels.
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The full measurement data for each sensor during the loading are obtained using a
Donghua Static Strain Collector after the experiment has been completed. As a total of
24 strain rosettes are used in the experiment, there are 72 columns of strain data, varying
with time. To ensure that the sensors is not destroyed during the experiment, each column
of strain data should be checked. The strain data for all sensors with various loads are
recorded according to the loading time. The location of each sensor is matched to the data
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according to the correspondence of the sensor coordinates to the channels. To make it easier
to calculate the Mises stress of the sensors, data from the three directions of the sensors
are classified.

To obtain the Mises stress values, it is necessary to calculate the strain data from three
channels. First, two principal stresses σ1 and σ2 can be calculated by

σ1
σ2

}
=

E
1− ν2

[
1 + ν

2
(ε0 + ε90)±

1 + ν√
2

√
(ε0 − ε45)

2 + (ε45 − ε90)
2
]

(9)

where ε0, ε45, and ε90 denote the strains in each of the three directions measured by the
right-angle strain rosette sensor, respectively. E and ν denote the elastic modulus and
the Poisson’s ratio of the structural material, respectively. Then, the Mises stress can be
obtained by

σ =

√
1
2

[
(σ1 − σ2)

2 + (σ2 − σ3)
2 + (σ3 − σ1)

2
]

(10)

where σ3 denotes the value is 0 for the principal stress, as the strain rosette sensor is a
planar stress state. Based on Equations (9) and (10), the Mises stress data for the hierarchical
stiffened plate at 18 kN operating conditions can be obtained, which is listed in Table 2.

Table 2. Calculation of Mises stress in the hierarchical stiffened plate (MPa).

Sensor’s Location 1 2 3 4

A 21.33 31.99 31.86 23.00
B 20.37 26.50 26.34 20.42
C 19.58 25.01 25.35 19.68
D 19.13 24.78 24.93 20.09
E 17.89 26.31 27.04 17.89
F 18.59 31.81 32.00 20.64

As can be seen from Table 2, the stress values for the sensors are symmetrical. However,
the data for sensor number A4 is slightly larger than that of sensor A1, and the same
occurs between F4 and F1, which indicates a slight eccentricity of loading within the
permissible limits of the test, meaning that the rigid fixture is not exactly in the middle of the
clamping block.

The static axial pressure test of the hierarchical stiffened plate is detailed in Section 3.2.
The Mises stress data of the sensors are calculated as the target dataset. Combined with the
simulation data, a digital twin model of the hierarchical stiffened plate could be constructed
based on the transfer learning multi-source data fusion method.

3.3. Comparison between the Proposed Method and the Traditional Methods

Based on the simulation data and experimental data obtained in Sections 3.1 and 3.2,
data fusion models are established in this section. In this study, the leave-one-out validation
approach is employed to evaluate the accuracy of the traditional methods and the proposed
method. Specifically, if there are N sensor samples, the former N-1 sensor samples are used
as the training set to build the digital twin model, and the last sensor sample is used as the
testing set. Each sample point is going to be used as the testing set once, and N times of
the calculation are needed to obtain the accuracy of the digital twin model, which can be
expressed as

Acc =

N
∑

i=1
(1− |y

HFM
i −yDT

i |
|yHFM

i | )

N
(11)

where N denotes the number of sensors, and yHFM
i and yDT

i denote the true value of that
sensor data and the predicted value by the digital twin model, respectively. The closer
y approaches to 1, the more accurate the model is.



Aerospace 2023, 10, 66 10 of 13

A digital twin model for the hierarchical stiffened plate with multi-source data fusion
is constructed based on the method proposed in Section 2.2.

First, 3000 points are sampled using LHS from the simulation data of the hierarchical
stiffened plate at 18 kN, which is used as the source dataset, also called a low-fidelity model
(LFM). The sensor data are used as the target dataset, also called a high-fidelity model
(HFM). Then, the hyper-parameters of the DNN model could be determined based on the
BO: the total number of hidden layers is 6, the number of neurons in the first hidden layer
is 100, the number of neurons in the last hidden layer is 50, the dropout rate is 0.4, and the
learning rate is 0.0015. Next, a pre-trained DNN model has been built based on the source
dataset, where the number of iteration steps of the SGDM algorithm is 1000. Afterward,
the low-level feature layer of the DNN is frozen. The weights and biases of the high-level
feature layers are reinitialized. Finally, the DNN model is fine-tuned based on the target
dataset, and a digital twin model of the hierarchical stiffened plate is constructed.

To make a comparison with the traditional data fusion methods, the hybrid bridge func-
tion method [22], the addition bridge function method [23], and the Co-Kriging method [24]
are used to calculate the accuracy using the same experimental and simulation data. To
reflect the variety in the results, besides the construction of the digital twin model of the
hierarchical stiffened plate at 18 kN, the construction of the digital twin models for the
hierarchical stiffened plate at 15 kN and 10 kN are also completed using the various digital
twin data fusion methods mentioned above. The prediction accuracy and the computation
cost of the various digital twin data fusion models are displayed in Table 3.

Table 3. The prediction accuracy and computational cost of the various data fusion models for the
hierarchical stiffened plate.

Co-Kriging Method [24] Hybrid BridgeFunction
Method [22]

Addition Bridge
Function Method [23] Proposed Method

Acc CPU
time/s Acc CPU

time/s Acc CPU
time/s Acc CPU

time/s

18 kN

1500 LFM
+ 24 HFM 0.9543 350.59 0.6931 0.36 0.5083 0.13 0.9546 24.01

3000 LFM
+ 24 HFM 0.9394 4861.22 0.6697 0.73 0.4729 0.46 0.9532 40.46

4800 LFM
+ 24 HFM - - 0.7412 2.64 0.4526 1.32 0.9531 64.33

15 kN

1500 LFM
+ 24 HFM 0.9471 339.64 0.6187 0.34 0.5250 0.14 0.9575 26.06

3000 LFM
+ 24 HFM 0.9523 4902.6 0.6925 0.81 0.5422 0.47 0.9617 38.92

4800 LFM
+ 24 HFM - - 0.6572 2.48 0.4507 1.37 0.9614 68.58

10 kN

1500 LFM
+ 24 HFM 0.9539 356.27 0.6280 0.32 0.4922 0.13 0.9588 25.29

3000 LFM
+ 24 HFM 0.9559 4684.75 0.6928 0.69 0.4689 0.47 0.9592 42.07

4800 LFM
+ 24 HFM - - 0.6618 2.59 0.4201 1.34 0.9580 65.91

As can be seen from Table 3, when the sample dataset is made up of 24 sensors data
and 3000 simulation data, the computational cost of the proposed method is only 0.832%
of the Co-Kriging method, while the prediction accuracy is slightly better than that of the
Co-Kriging method, which verifies the efficiency advantage of the proposed method. In
order to further verify the robustness of the proposed method, the number of simulation
data at various loads is sampled into two groups of 1500 and 4800, respectively. As shown
in Table 3 and Figure 7, in the digital twin model constructed for the hierarchical stiffened
plate of 18 kN, the proposed method have the best prediction accuracy among the various
combinations of simulation data and sensor data. The prediction accuracy of the digital
twin model built using the proposed method is 28.35%, 48.03%, and 1.38% higher than
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that of the hybrid bridge function method, the addition bridge function method, and
Co-Kriging method, respectively. With the group of 24 sensor data and 3000 simulation
data, the high prediction accuracy of the proposed method is illustrated. The results of
the digital twin model under other loads also follow the same trend. It is worth noting
that the time required for the digital twin model to complete leave-one-out validation with
3000 simulation data increases from 2 h to more than 1 day compares to 1500 simulation
data, due to the complexity of the Co-Kriging method. Hence, the calculation data of the
Co-Kriging method for 4800 simulation data are not shown.
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Figure 7. The prediction accuracy of the various digital twin models for the hierarchical stiffened
plate at 18 kN.

The Mises stress field diagrams for the digital twin models of the hierarchical stiffened
plate constructed using various methods at 18 KN are shown in Figure 8. As can be seen
from Figure 8, the cloud map of the digital twin model constructed using the proposed
method has a clearer and smoother display. Meanwhile, it can be seen from the Mises stress
field diagrams of the proposed method that the test loading is slightly eccentric, which
also consistents with the results obtained during the processing of the experimental data.
The stress prediction amplitude from each model shows that the danger area of stress is
located at the connections between the skin and the clamping blocks. When comparing
with Table 2, it can be seen that the stress amplitude and stress distribution of digital twin
model constructed using the proposed method are more consistent with the sensor data,
which again demonstrates the high prediction accuracy and robustness of the proposed
method. Overall, the proposed digital twin modeling method demonstrates its outstanding
accuracy and applicability during the experimental study of hierarchical stiffened plate.
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4. Conclusions

To obtain the full-field strength variation of a structure, a digital twin modeling
method based on transfer learning for multi-source data fusion is proposed. First, the
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simulation data is sampled by LHS. Then, a pre-trained DNN model is obtained based
on the simulation data, and suitable hyperparameters for the DNN model are obtained
by BO. Finally, the initial layers of the pre-trained model are frozen, and the digital twin
mode has been established by fine-tuning the sensor data. To verify the effectiveness of
the proposed method, an experimental study is carried out using static axial pressure
testing of the hierarchical stiffened plate. The results show that the proposed method
required only 0.832% of the computational cost of the Co-Kriging method with the same
prediction accuracy, which verify the efficiency of the proposed method. Meanwhile,
the leave-one-out validation accuracy of the digital twin model constructed using the
proposed method improves by 28.35%, 48.03%, and 1.38% over the hybrid bridge function
method, the addition bridge function method, and the Co-Kriging method, respectively,
illustrating its high prediction accuracy. Overall, the proposed method could be applied for
the strength health monitoring of spacecraft stiffener structures and has the potential to
ensure spacecraft operation in orbit and crew safety.

In a future study, a multi-scale strategy could be applied in digital twin model construc-
tion for more complex stiffened plate structures, with the aim of improving the accuracy
and reliability of the method for strength health monitoring.
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