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Abstract: Aerocapture, the action of delivering a vehicle from a hyperbolic orbit to a planetary
orbit by using the aerodynamic force, could potentially lower fuel consumption. By controlling
the direction and size of the aerodynamic force, the vehicle can accurately enter the target orbit.
This paper focuses on a preliminary study of the optimal trajectory for aerocapture on the basis of
a novel flight control option, which considers lift and drag joint modulation so as to suit variable
structure spacecraft. In the preliminary evaluation of such a flight control option, the aerocapture
corridors under lift modulation and drag modulation and the influence of the ballistic coefficient
on aerocapture were analyzed, demonstrating that joint modulation can achieve complementary
advantages compared with pure lift modulation and drag modulation. Based on this flight control
option, optimal aerocapture trajectories with different path constraints, target orbital constraints and
control variable constraints were found. It bears noting that both the bank angle and the reference
area were taken as control variables for lift modulation and drag modulation, respectively, during the
atmospheric flight in the process of designing the optimal trajectories. The optimal results indicate
that the flight control option with lift and drag joint modulation can greatly broaden the necessary
conditions for aerocapture and extend the target orbital range.

Keywords: aerocapture; joint modulation; flight control option; corridors; optimal aerocapture
trajectories

1. Introduction

The maneuver of capturing a vehicle from a hyperbolic orbit to a planetary orbit is a
vitally important step for planetary research. The traditional capturing impulse maneuver
consumes a large amount of fuel. The aerocapture maneuver was proposed to make it
possible to take more payloads and reduce the proportion of the fuel mass in the entire
weight of the vehicle, and it has been widely studied over in recent decades [1–9]. To
date, NASA had used this efficient technology for certain Mars exploration missions, such
as the Mars Global Surveyor (MGS) [10], the Mars Odyssey (ODY) [11] and the Mars
Reconnaissance Orbiter (MRO) [12].

In the beginning, lift modulation flight control for aerocapture was performed, and the
typical lift modulation was bank angle modulation or angle of attack modulation. Although
lift modulation provides relatively high precision and accurate delivery, lift modulation
requires the vehicle to have a lift structure and a heat shield, which take up a large fraction
of the volume of the vehicle and thus reduce the size of the payload [13–15]. To improve the
efficiency and reduce the mass and volume of the aerocapture device, drag modulation was
proposed for Mars aerocapture considering the modulation of the ballistic coefficient enabled
by the deployable or inflatable deceleration device fixed in a vehicle [16–19]. Due to the
compressibility of the inflatable device, the most significant advantage of this method is the
smaller allocated space required. However, such an inflatable device makes lift modulation
impractical, which directly weakens the adjustment ability of the vehicle during atmospheric
flight and impairs the aerocapture precision [7,20,21].

Aerospace 2023, 10, 24. https://doi.org/10.3390/aerospace10010024 https://www.mdpi.com/journal/aerospace

https://doi.org/10.3390/aerospace10010024
https://doi.org/10.3390/aerospace10010024
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/aerospace
https://www.mdpi.com
https://orcid.org/0000-0002-1030-0520
https://doi.org/10.3390/aerospace10010024
https://www.mdpi.com/journal/aerospace
https://www.mdpi.com/article/10.3390/aerospace10010024?type=check_update&version=3


Aerospace 2023, 10, 24 2 of 19

Therefore, combining the respective advantages of lift modulation and drag modula-
tion is an attractive prospect in the context of Mars aerocapture. On the theoretical level of
the optimal control problem, both the bank angle and ballistic coefficient can be considered
as control variables; to date, such a control mode has not been considered in most studies.

The aim of this study was to investigate the Mars aerocapture maneuver considering
lift and drag joint modulation during atmospheric flight and to optimize aerocapture
trajectories under different constraints. Furthermore, the impacts on the optimal results
caused by path constraints, the boundaries of control variables and the different target orbits
were also quantitatively analyzed. This paper confirms the feasibility of the pro-posed
flight control option and demonstrates its benefit in Mars aerocapture.

2. Preliminary Feasibility of Joint Modulation
2.1. Aerocapture Process

As shown in Figure 1, the entire aerocapture process starts with the vehicle entering
the atmosphere from a hyperbolic orbit; after completing atmospheric flight and flying
out of the atmosphere, a single pulse maneuver is performed at the apoapsis to insert the
vehicle into the target orbit.
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Figure 1. Schematic diagram of the Mars aerocapture process.

2.2. Equation of Motion and Vehicle Model

The atmospheric phase of Mars aerocapture is considered in this paper, and the motion
of the vehicle is modelled as a point mass over a spherical nonrotating Mars. During the
atmospheric flight, the vehicle is under the influence of gravity and the aerodynamic force.
Thus, the differential equations of motion are given as [22].
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where the state vector is x = [V, γ, ψ, r, φ, θ]; specifically, V is the velocity of the vehicle, γ
is the flight path angle, ψ is the heading angle, r is the radial position and θ and φ are the
longitude and latitude, respectively. σ is the bank angle, µ is the gravitational parameter
and m is the mass of the vehicle. L and D are the lift and drag, respectively, and their
specific forms are {

L = 0.5ρV2SCL
D = 0.5ρV2SCD

(7)

where 0.5ρV2 is the dynamic pressure, S is the reference area and CL and CD are the lift
coefficient and the drag coefficient, respectively, which depend on the angle of attack, α. To
make CL and CD invariable during atmospheric flight, α is always the given function of the
Mach number, that is, the trim angle of attack. ρ is the Mars atmospheric density, for which
an exponential model is applied, defined as follows

ρ = ρ0 exp(−βh) (8)

Finally, the specific values of spcific constants are shown in Table 1.

Table 1. The physical constants.

Parameter Value Unit

Gravitational parameter µ 42,828 m3/s2

Atmospheric density of the surface of Mars ρ0 0.01474 kg/m3

Atmospheric density coefficient β 1/8805.7 m−1

Mass of the vehicle m 2000 kg
Mars radius RM 3396 km

Maximum altitude of sensible atmosphere hatm 128 km
Lift coefficient of the vehicle CL 0.4 –

Drag coefficient of the vehicle CD 1.2 –

2.3. Corridor

The initial flight path angle plays an important role in the aerocapture maneuver, as
its magnitude directly determines whether aerocapture is successful and, to a large extent,
affects the size of the vehicle’s orbit after flying out of the atmosphere. The aerodynamic
corridor intuitively indicates the value ranges of the initial flight path angle with the
changes in the ballistic coefficient; when the initial flight path angle is within this range, the
vehicle can be captured. The upper and lower bounds of the value range are the corridor
boundaries. Thus, the orbital eccentricity after capture is chosen as a criterion, and only
when the eccentricity is less than 1 can the aerocapture be completed successfully.

Figure 2 shows the aerocapture corridor when the vehicle has lift during atmospheric
flight for an initial velocity of 6 km/s. The initial flight path angle and the ballistic coefficient
jointly determine the corridor, and the initial flight path angle has a dominant influence
on the corridor. In Figure 2, the value of the contour map is the orbital eccentricity out of
the atmosphere. The two striking black and bold lines represent the corridor boundaries.
The upper boundary line signifies the following: above this line, the vehicle will escape
from Mars after the atmospheric flight, signifying that the aerocapture maneuver failed. In
addition, the lower boundary line denotes that the vehicle will drop into Mars and not fly
out of the atmosphere. The corridor trends show that the corridor width remains almost
1 deg, although the corridor boundary changes with the ballistic coefficient.
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Figure 2. Mars aerocapture corridor in the premise of lift.

Figure 3 shows the aerocapture corridor considering no lift or a zero lift to drag ratio.
This situation will appear when the deployable device is used for aerocapture. From the
corridor boundary indicated by the black and bold lines, it can be seen that the corridor
width is almost less than 0.5 deg. Since the corridor width to some extend characterizes
the feasibility of aerocapture, when the corridor in Figure 3 is compared with the corridor
in the premise of lift in Figure 2, it can be seen that lift modulation is more reliable than
drag modulation.

Aerospace 2022, 9, x FOR PEER REVIEW 4 of 19 
 

 

escape from Mars after the atmospheric flight, signifying that the aerocapture maneuver 

failed. In addition, the lower boundary line denotes that the vehicle will drop into Mars 

and not fly out of the atmosphere. The corridor trends show that the corridor width re-

mains almost 1 deg, although the corridor boundary changes with the ballistic coefficient. 

Figure 3 shows the aerocapture corridor considering no lift or a zero lift to drag ratio. 

This situation will appear when the deployable device is used for aerocapture. From the 

corridor boundary indicated by the black and bold lines, it can be seen that the corridor 

width is almost less than 0.5 deg. Since the corridor width to some extend characterizes 

the feasibility of aerocapture, when the corridor in Figure 3 is compared with the corridor 

in the premise of lift in Figure 2, it can be seen that lift modulation is more reliable than 

drag modulation. 

 

Figure 2. Mars aerocapture corridor in the premise of lift. 

 

Figure 3. The aerocapture corridor under pure drag modulation. 

2.4. Influence of Ballistic Coefficient 

The ballistic coefficient, an important variable for an aero-assisted vehicle, is defined 

as follows 

D

m
B

C S
=  (9) 

From Equation (9), we know that the ballistic coefficient is the ratio of mass to the 

product of the drag coefficient and reference area. Decreasing the ballistic coefficient sub-

stantially increases the drag force. The advantage of a deployable deceleration device is 

that the drag modulation system can greatly decrease the ballistic coefficient to increase 

the efficiency of aerocapture and achieve the capture of the vehicle to the target orbit while 

only requiring a single atmospheric flight. Figure 4 shows the influence of the ballistic 

Figure 3. The aerocapture corridor under pure drag modulation.

2.4. Influence of Ballistic Coefficient

The ballistic coefficient, an important variable for an aero-assisted vehicle, is defined
as follows

B =
m

CDS
(9)

From Equation (9), we know that the ballistic coefficient is the ratio of mass to the
product of the drag coefficient and reference area. Decreasing the ballistic coefficient
substantially increases the drag force. The advantage of a deployable deceleration device is
that the drag modulation system can greatly decrease the ballistic coefficient to increase
the efficiency of aerocapture and achieve the capture of the vehicle to the target orbit while
only requiring a single atmospheric flight. Figure 4 shows the influence of the ballistic
coefficient on the target orbital altitude of apoapsis, which results in obvious changes
ranging from hundreds of kilometers to almost millions of kilometers. Thus, varying the
ballistic coefficient of the aero-assisted vehicle can promote the ability to control its energy
depletion to efficiently capture the vehicle to any target orbit.
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From the analysis in Sections 2.3 and 2.4, it is clear that lift modulation can widen
the aerocapture corridor and drag modulation can extend the target orbital range after
aerocapture. Thus, the combination of lift modulation and drag modulation is very appeal-
ing. In other words, the joint lift and drag modulation flight control option can achieve
complementary advantages.

The following sections of this paper will theoretically analyze the aerocapture pro-
cesses under this flight control option and provide the optimal trajectories. It will demon-
strate the feasibility and benefits of the joint modulation flight control option by analyzing
the optimal aerocapture results, and the optimal trajectories will clearly illustrate the flight
path in the Mars atmosphere under this flight control option. The analysis of the results will
provide a reference for the establishment of the Mars aerocapture scheme and the design of
the aerodynamic configuration of the aerocapture vehicle.

3. Optimal Aerocapture Problem Formulation

The aerocapture illustrated in Figure 1 is the controlled atmospheric flight process, and
this section will present a detailed formulation of the optimal control problem. It should be
noted that the joint flight control of lift and drag is determined by the optimal bank angle
and reference area profiles.

3.1. Initial and Terminal Constraints

Aerocapture starts at the atmospheric edge, where the initial state variables are always
certain, and the initial orbit is a hyperbola; thus, the initial conditions are given as

r(t0) = r0 = hatm + RM γ(t0) = γ0 V(t0) = V0
ψ(t0) = ψ0 θ(t0) = θ0 φ(t0) = φ0

(10)

where the initial heading angle, initial longitude and initial latitude are arbitrarily set to zero.
One important issue to note here is that γ0 should be negative to enable vehicle entry into the
atmosphere. In addition, the terminal conditions and corresponding constraints are

r f = hatm + RM γ f ≥ 0 (11)
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where rt is the apoapsis altitude of the target orbit. To ensure that the vehicle can fly out
of the atmosphere, the terminal flight path angle must be positive. Because the vehicle
should be inserted into the target orbit by only one burning, the apoapsis of the transfer
orbit after atmospheric flight should equal the apoapsis of the target orbit, that is, the two
orbits should be tangent in apoapsis.

3.2. Control Variables

To combine drag modulation and lift modulation, the control variables are the ballistic
coefficient and bank angle. Assuming that the mass of the vehicle is unchanged during
the entire aerocapture process, and the drag coefficient is a constant because of the trim
angle-of-attack, the ballistic coefficient is directly determined by the reference area. Here,
the reference area is simply chosen as a control variable to represent the ballistic coefficient;
thus, the control variables must satisfy the following inequality constraints

Smin ≤ S ≤ Smax
σmin ≤ σ ≤ σmax

(13)

where the upper and lower bounds of the control variables are given. To enable the
optimization process to easily converge, based on experience, new control variables, u1, u2,
are chosen to replace the reference area and bank angle, specifically, as

u1 = S cos σ ; u2 = S sin σ (14)

σ = tan−1 u2

u1
; S =

√
u2

1 + u2
2 (15)

Thus, the bounds of the new control variables will be reset as

− Smax ≤ u1 ≤ Smax ; −Smax ≤ u2 ≤ Smax (16)

and to ensure that the optimal solution under the new control variables is equivalent to the
original problem, an additional path constraint must be satisfied as follows

Smin ≤
√

u2
1 + u2

2 ≤ Smax (17)

3.3. Path Constraints

The typical path constraints during atmospheric flight include the heating rate and
load factor because the ability to endure the heating rate and load factor is limited; thus,
such path constraints should be considered for aerocapture, and the specific constraints
are [22]

Q = 9.4369× 10−1
(√

g0RM

)3.15√
ρ

(
V√

g0RM

)3.15

≤ Qmax (18)

n =

√
L2 + D2

mg0
≤ nmax (19)

The heating rate (unit: watts per square centimeter) of the stagnation point on the
surface of the vehicle with a curvature radius of 0.3048 m, defined as Equation (18), is taken
from Reference [20]; ρ is in kilograms per cubic meter, V has a unit of meters per second
and the load factor is in g0. Note that Qmax and nmax are the heating rate limit and load
factor limit, respectively.
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3.4. Performance Index

The objective of this optimal control problem is to minimize the impulse used to insert
the vehicle into target orbit (this impulse is hereinafter referred to as the insertion impulse),
that is

J =

√
2µrb

rt(rt + rb)
−

r f

rt
Vf cos γ f (20)

where rb and rt are the periapsis and apoapsis of the target orbit, respectively, and the
corresponding altitudes are hb and ht, respectively.

3.5. Optimal Control Problem

The complete form of the optimal control problem corresponding to Mars aerocapture
is now stated as follows. The differential equations describing atmospheric flight are given
in Equations (1) to (6). The state variables x = [V, γ, ψ, r, φ, θ] and the controls [u1, u2]
are subject to the dynamic equations. The initial and terminal constraints are given in
Equations (10)–(12), and the path constraints are given as Equations (17)–(19). The cost
function is given as Equation (20).

For the optimal control problem, the direct method is currently widely used due to the
development of computers and more robust performance. The hp-adaptive pseud-spectral
method [21–23], one of the direct methods, performs better in terms of numerical precision
and computing speed than other direct methods because of the adaptive meshing strategy,
so it was to optimize the aerocapture trajectories. In this way, the optimal control problem
was discretized into a nonlinear programming problem (NLP). The initial and terminal
state variable constraints formulated in Equations (10)–(12) were added into constraint sets
of the NLP. The control variable constraints given in Equation (16) were used as the upper
and lower bounds of the control variables. The path constraints given in Equations (17)–(19)
also has to be satisfied at each discrete point. Naturally, the performance index formulated
in Equation (20) is the optimization objective of the NLP. In this research, the NLP was
solved via the nonlinear programming problem solver SNOPT [24]. All computations were
performed by MATLAB-R2016a.

4. Results and Analysis

In this section, the aerocapture trajectories were optimized based on lift and drag joint
modulation. Considering different constraints and sizes in terms of the target orbit, the
analysis of the results will reveal the benefit of such joint modulation. For Mars aerocapture,
the initial state variables depend on the hyperbolic orbit because the orbital condition must
be highly precise when the vehicle arrives at the edge of the Mars atmosphere; here, the
initial states were not considered as variables. The vehicle completes the aerocapture
maneuver through only a single atmospheric flight for all of the following optimization
results. The initial state variables of the aerocapture are given in Table 2.

Table 2. Initial state variables.

Parameter r0(km) V0(m/s) γ0(◦) ψ0(◦) θ0(◦) φ0(◦)

Value 3524 6000 −10 0 0 0

4.1. Influences of Path Constraint

The typical inequality trajectory path constraints formulated in Equations (18) and (19)
during the atmospheric flight must be considered. Path constraints usually have a great
impact on the optimal trajectories, so, here, the optimal results considering the different
path constraints were analyzed. The initial state variables of the aerocapture remained as
shown in Table 2. The height of the atmosphere edge hatm was 128 km. The bounds on the
magnitude of the reference area were set at Smin = 5 and Smax = 100 m2. The lower and
upper bounds of the bank angle were σmin = 20 and σmax = 120 deg. The target orbit
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was considered as a circular orbit without loss of generality, so the altitude of the periapsis
and the apoapsis of the target orbit were ht = 1000 and hb = 1000 km, respectively. The
values of the limits of the path constraints were Qmax = 25 W/cm2 and nmax = 2.5(g0),
and values of the other variables and constants were the same as those stated in the
above sections.

The altitude profiles during the atmospheric flight with different path constraints are
plotted in Figure 5, in which the constraints of the heating rate and the load factor led to
longer flight times, although the trajectories approximately overlapped at the initial entry
phase (from the atmospheric initial edge to minimum altitude). Figure 6 shows the heating
rate and the load factor profiles. Evidently, the peak heating rate is negligible because it
is approximately 30 W/cm2, as proved in References [25–27]. Thus, as in the following
sections, strict heating rate constraints were not imposed on the process of the atmospheric
flight. However, the load factor constraint still had to be considered because the peak value
was relatively high.
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The bank angle and reference area histories are shown in Figure 7. The bank angle
had a bang–bang structure, regardless of whether the path constraints were considered.
A single step (momentarily switching from the minimum value to the maximum value)
occurred at almost the same time for the unconstrained case, the heating rate constrained
case and the load factor constrained case. The reference area also had a bang–bang structure,
with only one switch under the unconstrained case and the heating rate-constrained case.
However, it exhibited a singular segment (i.e., it was no longer a bang–bang structure but a
continuously changing curve) for the load factor-constrained case, and this segment existed
in the interval where the maximum value lay.

Aerospace 2022, 9, x FOR PEER REVIEW 9 of 19 
 

 

 

Figure 6. Heating rate and load factor profiles with different path constraints. 

 

 

Figure 7. Bank angle and reference area profiles with different path constraints. 

Figure 8 shows the velocity versus flight path angle profiles under different path con-

straints. Since the orbital size and the velocity at the apoapsis of the orbit out of atmos-

phere depend entirely on the terminal state variables (at the edge of the atmosphere) fV

and f , as can be seen from the curves in Figure 8, all optimal trajectories would approx-

imately overlap when the vehicle flies to the atmospheric exit, despite the flight times 

being slightly different, which indicates that the optimal fV and f for different path con-

straints were very close, with such terminal state variables directly determining the min-

imum orbit insertion burn. The results listed in Table 3 indicate that the impulse used to 

insert the vehicle into the target orbit is approximately 193 m/s, and when both heating 

rate and load factor constraints exist, the impulse consumption is slightly higher. 

Table 3. Insertion impulses for different path constraints. 

Path Constraints Insertion Impulses (m/s) 

No constraints 192.14 

Heating rate constraint 193.27 

Figure 7. Bank angle and reference area profiles with different path constraints.

Figure 8 shows the velocity versus flight path angle profiles under different path
constraints. Since the orbital size and the velocity at the apoapsis of the orbit out of
atmosphere depend entirely on the terminal state variables (at the edge of the atmosphere)
Vf and γ f , as can be seen from the curves in Figure 8, all optimal trajectories would
approximately overlap when the vehicle flies to the atmospheric exit, despite the flight
times being slightly different, which indicates that the optimal Vf and γ f for different path
constraints were very close, with such terminal state variables directly determining the
minimum orbit insertion burn. The results listed in Table 3 indicate that the impulse used
to insert the vehicle into the target orbit is approximately 193 m/s, and when both heating
rate and load factor constraints exist, the impulse consumption is slightly higher.
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Table 3. Insertion impulses for different path constraints.

Path Constraints Insertion Impulses (m/s)

No constraints 192.14
Heating rate constraint 193.27

4.2. Impact of Control Variable Margins

During the atmospheric flight, the lift and drag subjected to the vehicle are modulated
by control variables. For the joint modulation, the bank angle and the reference area are
set as control variables. These two active control variables represent the flight control
option, and the bounds of control variables determine the output control limit and the
maneuverability of the vehicle. Therefore, it is necessary to analyze the influence of the
bounds of the control variables on optimal aerocapture trajectories.

4.2.1. Upper Bounds of the Bank Angle

First comes the analysis of the impact of the bounds of the bank angle on the aero-
capture trajectory. The regulating capability of the vehicle is directly determined by the
upper bound of the bank angle, and it vastly affects the longitudinal control capability
of the vehicle; thus, the effects of different maximum allowable bank angles on the opti-
mal aerocapture trajectory were quantitatively analyzed. Three maximum bank angles,
σmax = 140 deg, σmax = 120 deg and σmax = 100 deg, were chosen; the minimum bank
angle remained unchanged.

Only the load factor constraint was considered. The heating rate constraint could be
ignored because the peak heating rate does not need to be considered, as proved in the
previous section. The load factor constraint was nmax = 2.5g0, where g0 = 3.7137 m/s2

is the Mars gravitational acceleration at the Martian surface. Figure 9 shows the optimal
trajectories with the different upper bounds in terms of the bank angle, the results of which
indicate that σmax directly changes the aerocapture path and the flight range. When the
upper bound of the bank angle σmax decreases, the flight altitude in the Mars atmosphere
is relatively low, and the velocity at the minimum altitude is smaller, indicating that the
velocity reduction in the descent phase is greater.
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Figure 10 gives the reference area and bank angle histories with the different upper
bounds of the bank angle. The decrease in σmax indicates that the vehicle flew at a relatively
lower reference area during the entire atmospheric flight. According to Equation (1), the
differential of the velocity was approximately proportional to −1/r2, so the lower altitude
necessarily promoted the decrease in the velocity. However, in order to minimize the
insertion burn, the terminal velocity should be appropriate (not minimum). Hence, the
drag D should be modulated to be smaller. As can seen from Equation (7), the drag can
be reduced by reducing the reference area. Thus, from the altitude histories plotted in
Figure 9 and the reference area histories plotted in Figure 10, the essence of this change can
be revealed.
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In addition, a large σmax causes the switch time of the bank angle to be advanced to
maintain the maximum bank angle for a long time, which guarantees that the velocity
reduction satisfies the terminal constraint given in Equation (12). The minimum insertion
impulses, the peak path variables and the atmospheric flight times corresponding to the
optimal results are given in Table 4. When σmax decreases, the minimum insertion impulses
will clearly increase, especially for the case of σmax = 100 deg. Moreover, though the peak
values of the heating rate and the load factor increase, the atmospheric flight time decreases
to some extent because of the decrease in σmax.

Table 4. Optimal results with different upper bounds in terms of the bank angle.

Upper Bounds of
the Bank Angle

σmax (deg)

Minimum
Insertion

Impulses J (m/s)

Peak Heating
Rates (W/cm2)

Peak Dynamic
Pressures
(KN/m2)

Atmospheric
Flight Times

(min)

Minimum
Altitudes (km)

σmax = 140◦ 190.947 30.869 0.451 12.839 54.14
σmax = 120◦ 193.496 33.612 0.611 11.971 50.83
σmax = 100◦ 200.457 47.344 1.364 10.268 43.36

4.2.2. Reference Area Ratios

The ballistic coefficient is directly determined by the reference area, and the upper
bound of the reference area is an indication of the maximum deployable ability or the
minimum ballistic coefficient decrease via the expandable rigid wing of the vehicle; thus,
the influence of the reference area on the optimal trajectory needs to be analyzed. Suppose
that the lower bound of reference area Smin is fixed (this assumption is indeed reasonable,
because it represents that the expandable rigid wing of the vehicle is completely contracted)
and that the upper bound of reference area Smax is a multiple of the lower bound, that is,
Sratio = Smax/Smin. The lower bound of the reference area Smin = 5 m2, and the load
factor constraint is nmax = 2.5g0. Three cases to consider are Sratio = 20, Sratio = 40 and
Sratio = 60.

The data of minimum altitudes listed in Table 5 shows that a larger Sratio is found to
lead to larger minimum altitude. As the reference area increases, the increase in the drag is
inevitable. Therefore, the flight altitude should be relatively high in order to balance the
rate of velocity reduction. Consequentially, the higher the Sratio, the higher the altitude
curve during the atmospheric flight.

Table 5. Optimal results with different reference area ratios.

Reference Area
Ratios, Sratio

Minimum
Insertion

Impulses J, m/s

Peak Heating
Rates, W/cm2

Peak Dynamic
Pressures, KN/m2

Atmospheric
Flight Times, min

Minimum
Altitudes, km

Sratio = 20 190.947 30.869 0.451 12.839 50.83
Sratio = 40 193.496 33.612 0.611 11.971 54.69
Sratio = 60 200.457 47.344 1.364 10.268 56.63

Additionally, it is obvious that the aerocapture effect is more beneficial for a larger
Sratio. In addition, a larger Sratio decreases the peak heating rate and peak dynamic pressure
simultaneously. Since increasing the Sratio can improve the vehicle’s ability to decelerate, the
flight time is decreased and the insertion burn is reduced accordingly. Figure 11 gives the
reference area and bank angle profiles with different Sratio. It is clear that a larger Sratio will
make the switch time of the reference area decrease slightly, whereas the structures of the
bank angle will remain nearly unchanged and will retain a bang–bang shape. Comparing
Figure 10 with Figure 11, the bounds of the bank angle clearly affect the change in terms of
the reference area, whereas the change in the bank angle is only marginally affected by the
reference area ratios. Therefore, during the atmospheric flight of the aerocapture, the bank
angle profile should be as fixed as possible.
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Figure 11. Reference area and bank angle with different reference area ratios.

The complete distributions of the minimum insertion impulse with different bounds
in terms of the control variables are illustrated in Figure 12. When the upper bounds of
both the bank angle and reference area ratios change, the minimum insertion impulse still
has a similar distribution law, with the results listed in Tables 4 and 5. It is noted that the
upper bound of the bank angle plays a leading role in reducing the insertion impulse, and
a smaller upper bound in terms of bank angle will lead to no solution.
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4.3. Optimal Trajectories with Different Target Orbits
4.3.1. Different Target Orbit Altitudes

From Equations (12) and (20), the terminal constraints and the performance index
are determined by the target orbit, i.e., they influence the optimal results and aerocapture
trajectories. The target orbit is still considered to be a circular orbit. The influences of the
altitudes of target orbits were analyzed under the assumption of a circular target orbit. The
load factor constraint was nmax = 2.5g0. The flight trajectories with different altitudes
of the target orbits are shown in Figure 13; when ht increases, the deceleration phase of
aerocapture will become shorter, although the initial trajectories almost overlap. Table 6 lists
the minimum insertion burns and specific parameters of atmospheric flight; the altitudes of
the target orbit will not obviously affect the peak heating rates although the performance
index increases, with the flight time evidently reducing when it increases.
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Table 6. Optimal results with different reference area ratios.

Altitude of Target
Orbit ht, km

Minimum Insertion
Impulses J, m/s

Peak Heating Rates,
W/cm2

Peak Dynamic
Pressures, KN/m2

Atmospheric Flight
Times, min

ht = 50 102.097 34.977 0.682 15.196
ht = 3000 419.954 31.373 0.502 8.7498
ht = 5500 552.492 30.790 0.456 7.6179
ht = 8000 615.797 30.724 0.435 7.0521

Although the minimum insertion impulses are largely different, the peak heating rate
and the load factor subjected to the vehicle are similar, which indicates that the descent
phase is the main deceleration process, with the terminal constraint of the target orbit
having little effect on the trajectory of the descent phase. However, the ascent phase during
the atmospheric flight is largely affected by the altitude of the target orbit because in this
flight phase, the trajectory will be modulated to satisfy the constraint in Equation (12),
which is a necessary condition to realize the minimum insertion impulse.

Figure 14 shows the insertion burns with the different target orbits altitudes, indi-
cating that higher target orbits require more impulses for inserting the vehicle. From the
perspective of orbital energy, a higher target orbit has a larger energy difference relative to
the transfer orbit after aerocapture.
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Comparing the trajectory optimization results corresponding to different engine mod-
els in Sections 3.2 and 3.3, the results of continuously variable parameters are more fuel-
efficient because the thrust and specific impulse of Section 3.2 are greater than the values in
Section 3.3 under the same input power.

4.3.2. Different Inclination Increments

The inclination of the target orbit is always an orbital constraint for a specific Mars
mission. Since changing the orbital inclination in space will consume a large amount of
fuel using the purely propulsive maneuver, meeting the inclination of the target orbit will
always be required during the atmospheric flight. The orbital inclination of the transfer
orbit after the atmospheric exit is defined as

i f = arccos
(

cos ψ f · cos φ f

)
(21)

where ψ f and φ f are the terminal heading angle and the terminal declination, respectively.
The initial orbital inclination at the atmospheric interface is i0, and it was arbitrarily
set to zero. Thus, the inclination increment was ∆i = i f − i0 = i f , which was the
new constraint of the target orbit considered here. To analyze the maximum inclination
increment in the atmosphere, an additional performance index Ja = i f was considered,
and the corresponding optimal solution is also shown in the last column in Table 6 and
in the curves with green markers in Figures 15 and 16. The maximum bank angle was
σmax = 180 deg, and the load factor constraint was nmax = 2.5g0.
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Table 7 shows the insertion burn, the peak path heating rate, the minimum altitude
and the atmospheric flight time. With an increasing inclination increment, the insertion
impulse and the atmospheric flight time will decrease, whereas the peak heating rate and
the minimum altitude will, to some extent, increase. In addition, the maximum inclination
increment that the vehicle can achieve during unpowered atmospheric flight is 9.181 deg.

Table 7. Optimal results with different inclination increment constraints.

Inclination Increment
∆i, deg

Minimum Insertion
Impulses J, m/s

Peak Heating Rates,
W/cm2

Peak Dynamic
Pressures, KN/m2

Atmospheric Flight
Times, min

∆i = 5 189.961 32.789 52.758 13.242
∆i = 7 190.597 36.290 50.078 12.392
∆i = 9 198.490 46.096 44.120 10.389

∆i = 9.181 (max) 207.036 49.192 42.874 9.0864

The changes in inclination increments are shown in Figure 15, where the main change
phase corresponds to the main deceleration phase. During the ascent phase, the inclination
increment has little change, which also verified the fact illustrated in Section 4.3.1. That is,
in this phase, the trajectory is modulated to satisfy the terminal altitude of the target orbit.
Figure 16 shows the reference area and the bank angle profiles. The reference area still has
a singular arc and a nonsingular arc, a continuously varying segment and a bang–bang
segment. However, the bank angle continuously changes and is no longer a bang–bang
structure because of the inclination increment constraint. When the inclination increment
approaches the maximum inclination increment, the changing in the trend of the bank
angle is relatively gentle, in the vicinity of 100 deg.
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For aerocapture, sometimes both the altitude and inclination increment of the target
orbit are required to be constrained. Figure 17 shows the minimum insertion impulse with
different altitudes and inclination increments in terms of the target orbit. The insertion
impulse is completely determined by the target altitude, but the inclination increment con-
straint largely limits the feasible region. Specifically, for a higher target altitude, the feasible
region is smaller than the lower target altitude, which is because a shorter atmospheric
flight time (as can be seen from Table 6) leads to less orbital plane maneuverability. Even
so, for Mars aerocapture, such lift and drag joint modulation still has a large feasible region
of target orbital constraint. Specifically, the feasible range of the target altitude is very wide,
which is beneficial for the selection of the target orbit.
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From the analysis above, the lift and drag joint modulation flight control options
can greatly reduce the restrictions on the necessary conditions for Mars aerocapture. For
different path constraints, control variable margins and target orbital constraints, the
corresponding optimal solutions still exist. This fact indicates that such joint modulation
can guarantee the existence of optimal trajectories under stringent constraints.

For pure drag modulation, the orbital plane constraint (such as the inclination incre-
ment constraint) surely cannot be met. For pure lift modulation, it is relatively difficult
to satisfy the restricted target orbital constraint, with this being verified by a numerical
simulation involving minimizing the apoapsis altitude of the orbit after aerocapture. When
the condition is set as: σmin = 20, σmax = 160 deg and S = 10 m2, the minimum apoapsis alti-
tude is 34,609.32 km, which means that the target orbit is never lower than this height and
that it is only possible to choose a target orbit altitude higher than this value. Thus, from
the contrasting analysis, the lift and drag joint modulation flight control option evidently
extends the target orbital range after aerocapture, as visually demonstrated in Figure 17.

5. Conclusions

This work has proposed a flight control option with lift and drag joint modulation for
Mars aerocapture and has revealed the feasibility and benefits of joint modulation through
analyzing the corresponding optimal trajectories under different constraints. In the prelimi-
nary analysis for such a flight control option, Mars aerocapture corridors were contoured
and the width of the corridor for lift modulation was found to be twice that for drag modu-
lation. The results indicate that lift and drag joint modulation has potential complementary
advantages. For different path constraints, the results show that the insertion impulse will
increase on the condition of existing path constraints and that the heating rate constraint
could be omitted for Mars aerocapture. Furthermore, control variable margins were found
to clearly influence the optimal trajectories, although the insertion impulse was nearly



Aerospace 2023, 10, 24 18 of 19

unaffected. The bank angle continuously changes for different target orbital constraints
and is no longer a bang–bang structure when the inclination increment constraint exists. In
addition, if the inclination increment approaches the maximum inclination increment, the
changing trend in terms of the bank angle is relatively gentle, in the vicinity of 100 deg. In
contrast to pure lift modulation and drag modulation, the proposed flight control option
relaxes constraints and extends target orbits.
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