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Abstract: Recently, awareness about the significance of water management has risen as population
growth and global warming increase, and economic activities and land use continue to stress our
water resources. In addition, global water sustenance efforts are crippled by capital-intensive water
treatments and water reclamation projects. In this paper, a study of water bodies to predict the
amount of water in each water body using identifiable unique features and to assess the behavior
of these features on others in the event of shock was undertaken. A comparative study, using a
parametric model, was conducted among Vector Autoregression (VAR), the Vector Error Correction
Model (VECM), and the Long Short-Term Memory (LSTM) model for determining the change in
water level and water flow of water bodies. Besides, orthogonalized impulse responses (OIR) and
forecast error variance decompositions (FEVD) explaining the evolution of water levels and flow
rates, the study shows the significance of VAR/VECM models over LSTM. It was found that on some
water bodies, the VAR model gave reliable results. In contrast, water bodies such as water springs
gave mixed results of VAR/VECM.

Keywords: Vector Autoregression (VAR); Vector Error Correction Model (VECM); Long Short-Term
Memory (LSTM); autoregressive integrated moving average (ARIMA) model

1. Introduction

Water is the most critical resource for life. With a country’s increasing population, an
increase in water demand is expected [1]. According to the United Nations’ projection, a
large number of people (4.5 billion people) may be influenced by a water crisis by 2050.
Increasing population will increase food demand, and more water will be required for crop
irrigation [1,2]. Climate change is expected to affect available water resources significantly
(e.g., affecting groundwater recharging) [3]. Climate change and/or variability directly
impact groundwater systems through replenishment by recharge and indirectly through
changes in groundwater usage [4]. Given all these situations, different water bodies
have been analyzed to predict their water level or flow rate. In this paper, nine datasets
from different regions of Italy were used for investigation, to predict water levels and
flows. Datasets contain various rainfalls or temperatures, flow rates from water springs,
hydrometric data from rivers, or lakes, and groundwater levels. The U.S. Geological
Survey has a web page describing the water cycle, giving insight into the performance
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of feature engineering. For example, much of the water in rivers and lakes comes from
surface runoff (influenced by the type and saturation of the soil). Water enters aquifers in
form of precipitation and penetrates slowly through the soil, therefore took longer time to
resurface the water level through springs and wells [5,6]. How these variables act together
can be understood through a series of events—the weather is the exogenous force. Rain
pours down and collects into rivers from where it fills lakes and later reaches aquifers,
depending on the permeability of the soil. These water bodies may exercise pressure on
each other, causing water springs to change. Climate change can also result in a change in
the rate of precipitation patterns. The order of these events is essential to define the causal
relationships. This paper mainly addressed the issues of water bodies by predicting the
amount of water in each water body using identifiable unique features and assessing the
behavior of these features on others in the event of a shock. Each water body is unique
and has different features and variables that can influence water availability over time;
therefore, we need to predict the essential variables. In the above discussion, we found
that these water bodies (aquifers, water springs, lakes, rivers) are connected to each other
and affect the overall water availability. To access real available water, precise estimation
of water availability from these water bodies is necessary. Therefore, in this study, the
available water in all these water bodies is estimated using different prediction models.

The models used have some limitations: VAR and VECM serve as linear predictors.
To capture nonlinear behavior of water bodies, Long Short-Term Memory (LSTM) is
utilized in this study. However, LSTM is sensitive to initial hidden states. It requires large
datasets to be trained to precision [7]. Therefore, the reasons for choosing our models
are as follows: The VAR and VECM models can be expected to be least biased due to
their linear properties—possibly at the cost of a higher RMSE/MAE. Contrary to complex
machine learning models, our models allow for the investigation of causal relationships.
The low bias in our models enables reliable interpretations of the OIR plots, which are
helpful to determine causal relationships between features—such tools are not available
for black-box models.

2. Related Works

Traditionally, hydrological models were constructed using domain experts in most
of the water resource system research. Models constructed usually describe the relations
between variables using predefined formulas.

Many data-driven models have been employed to improve water demand (WD) fore-
casting, recognizing the bias in a simple linear regression model [8]. Autoregressive (AR)
data-driven methods—analysis of a time series is utilized for analyzing historical data—
have been commonly employed in the relevant literature [9]. Literature has demonstrated
that AR methods, such as the autoregressive integrated moving average (ARIMA), perform
better than classical linear regression approaches in forecasting short-term urban WDs
and runoff [9,10].

Researchers have considered the VAR model with different orders for multivariate time
series models and ARIMA models for univariate time series models [11–13]. Multivariate
time series analysis (MVTSA) introduces a way to observe the relationship of a group of
variables over time [14], thus making use of all possible information such as correlation [15].

The main idea behind time series forecasting is to create an insight into the system of
the underlying measurement session. In the last two decades, machine learning methods
have captivated hydrological research interest. Time series models are non-parametric
and data-driven, aiming to improve a prediction task [16]. They use past information for
training data and utilize stochastic dependencies to accomplish their goal in the underlying
structure. The combination of knowledge from both statistics and computing science
leads to varying models and specifications. Noisy data, missing labeled data, irrelevant
or imbalanced data, and circumscribed model interpretability raise challenging issues in
machine learning solutions [17,18].
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Recurrent Neural Networks (RNNs) consider network output of previous time steps
in later iterations for processing sequential data. Learning long-term and short-term
dependencies without losing efficiency is a challenging problem that many researchers
have encountered, resulting in specialized and generalized models. Groenen et al. [19]
compared RNN architecture and implemented seasonality extraction, residual learning,
and accurately predicting wastewater influx at municipal wastewater treatment plants.
Bontsema et al. [20] also did a comparative study on wastewater effluent quality focusing on
regression trees. Traditional feature construction might surmount LSTMs for multivariate
time series [20].

An LSTM is a special RNN that can memorize previous information and calculate
the current output [21]. Lecun et al. [22] explained that it is suitable for processing water
quality time series data due to its long-term memory capability. It can also solve the prob-
lems of gradient disappearance in standard RNN by selectively forgetting or memorizing
some data [18].

Many recent publications exist related to the water sector in which LSTMs are used. In
the study of Xiang et al. [23], the authors developed a rainfall-runoff model; in their study,
Elsheikh et al. [24] used LSTMs to forecast water production in solar stills; Barzegar et al. [25]
performed a short-term water quality variable prediction whereas Xu et al. [26] used LSTMs
to detect abnormal working conditions in water supply networks. Two approaches are
generalized here in forecasting multiple subsequent observations of a time series. Recursive
forecasting, also known as the iterative forecasting model, iteratively produces a prediction
for a single interval ahead, using a fixed slot of past information/data and predictions of past
information/data if their actual values are not given. At the same time, direct forecasting
produces a prediction for multiple time intervals ahead independent of the information/data
in between. Conventionally, statistical time series methods such as VAR lie under the category
of recursive forecasting. They can be customized to produce a forecast for multiple intervals
ahead. McCraken et al. [27] talk about VAR models in detail, focusing on their utilization in
direct and recursive forecasting. Further in his paper, McCraken demonstrated a comparison
of two methods for conditional forecasting and concluded that the recursive method acts better
than the direct method [27].

In the study of Zhao et al. [28], the VAR method describes the long-term influence of
soil and water conservation measurements on runoff, reflecting distinct effects of different
soil conservation measurements and different stages of the exact measurements on runoff.
Yoke et al. [29] found the VAR model suitable for modeling rainfall and ground level; a
one-way causality between rainfall and groundwater level is reported using the Granger
causality. Hartini et al. [30] discussed the significant relationships between river discharge
and rainfall, indicating that the study area moved downstream.

Pradhan et al. [31] used the Vector Error Correction Model (VECM) to find bidirec-
tional causality between road transportation and economic growth. In a much recent
publication, VECM is used to build similar models. A similar model for a market, taking
into account the electricity, coal, gas, and carbon prices as endogenous parameters, was
developed by Honkatukia et al. [32]. Fell et al. [33] used the same market dataset and,
considering the same prices, adding the water level of the reservoir and the temperature
as exogenous regressor to the VECM. Chemarin et al. [34] focused on climatic conditions
and considered two climatic parameters: temperature, having an impact on the demand
side of the electricity market, and rainfall influencing the electricity-producing capacity
of a country concerning its energy mix, for estimating a VECM for the French power
market [34]. A similar econometric approach followed in the paper of Thoenes et al. [35],
who investigated the relationships among the prices of fuels, electricity, and carbon for the
German market [35].

The VAR method is utilized when the used data have stationarity at a level; when the
study data have not stationarity at a level but if they are stationary at the first difference
value, then the Autoregressive Vector in Difference (VARD) utilizes variables that do not
have cointegration. Suppose the studied parameters have stationarity and cointegration at
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the first difference value. In that case, the Vector Error Correction Model (VECM) is utilized.
VECM modeling is used for multivariate time series data, which will then detect the causal
relationship between variables using Granger Causality to visualize the effect of variable
variability compared to other variables using the Impulse Response Function (IRF) [36].

3. Methodology Used
3.1. Vector Autoregressive (VAR)

VAR is a simultaneous equation, which can be implemented on stationary variables.
If variables have no stationarity, we use the Vector Error Correction Model (VECM), with
the condition applied. One or more cointegration relations exist between the used vari-
ables. VECM is a version of VAR meant to be utilized for known existing cointegration
relationships for non-stationary [37].

yt =
p

∑
i=1

Aiyt−i + εt (1)

where, γt: is the vector of observation, A: parameter matrix, εt: a vector of error, t: is at any
instant of time.

Suppose the differencing level and cointegration are the same, where the data is
stationary. In that case, the VAR and the error correction model are combined to provide
the Vector Error Correction Model (VECM) [38].

3.2. Vector Error Correction Model (VECM)

VECM is a version of VAR intended to be utilized in a time series having non-
stationarity and a cointegration relationship between the variables. VECM can predict the
short-term impacts between variables and the long-term impacts of time series data. A gen-
eralized VECM (p), where p represents the lag of endogenous variables with cointegration
rank r ≤ k, can be expressed [39]:

∆yt = ∏ yt−1 + ∑p−1
i=1 Γi∆yt−i + Dt + ϕt (2)

where: ∆ = operator differencing, where ∆γt = γt − γt−1, yt−1 = vector variable endogenous
with lag1, ϕt = k × 1 vector residuals, Dt = k × 1 vector constant, Π = matrix coefficient of
cointegration (Π = αβt; α = vector adjustment, k × r matrix and β = matrix cointegration
(long-run parameter) (k × r)) Γi = k × k matrix coefficient the i th variable endogenous.
p represents the lag; r is the cointegration rank; k is the size of vectors considered.

3.3. Long Short Term Memory (LSTM)

LSTM comprises a complex structure, the LSTM cell in its middle layer. In Figure 1,
we can see the LSTM cell comprises three gates; input, forget, and output gates, which have
control over the flow of information across the cell and the neural network (NN).Input
variable xt is at any instant t, ht is the hidden layer output and ht−1 is its former output,
Ĉt represents the cell input state, the cell output state is given as Ct, and Ct−1 is its former
state, it, ft, and ot are the three gate’s states. Both Ct and ht are transmitted to the following
NN in RNN, determined by the structure of the LSTM cell. We use Equation (3) in order to
evaluate Ct and ht.

After evaluating the three gate’s states, proceed to the cell input state,

it = σ
(

Wi
1.xt + Wi

h.ht−1 + bi

)
, (3)

forget gate:
ft = σ

(
W f

1 .xt + W f
h .ht−1 + b f

)
(4)

output gate:
ot = σ(Wo

1 .xt + Wo
h .ht−1 + bo) (5)



Climate 2021, 9, 144 5 of 17

cell input:
Ĉt = tanh

(
WC

1 .xt + WC
h .ht−1 + bC

)
(6)

where weight matrics (Wi
1, W f

1 , Wo
1 , WC

1 ) connects xt to the three gates and the cell input,

weight metrics Wi
h, W f

h , Wo
h , WC

h connects ht−1 to the three gates and cell input, bias terms
for all three gates and cell inputs (bi, bf, bo, bC), the sigmoid function ( 1

1+exp(−x) ) given by σ

and the hyperbolic tangent function, ( exp(x)−exp(−x)
exp(x)+exp(−x) ), represented by tanh.
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Now we evaluate the cell output state:

Ct = it ∗ Ĉt + ft ∗ Ct−1 (7)

where it, ft, Ĉt, Ct−1, and Ct have the same dimensions.
Finally, we evaluate the hidden layer output [40]:

ht = ot ∗ tan h(Ct) (8)

4. Evaluation Metrics
4.1. Mean Absolute Error (MAE)

MAE is the average magnitude of error in a set of predictions that can be measured
using MAE without considering their direction. The MAE value is obtained by calculating
the average over the absolute differences between the predicted and observed values.
Every difference has the same weight.

MAE =
1
n

n

∑
j=1

∣∣yj − ŷj
∣∣ (9)

n: no. of observed value, yj: observed value.

4.2. Root Mean Squared Error (RMSE)

RMSE is the average magnitude of error that can be measured using RMSE by calculating
the square root of the average squared differences between predicted and observed values.

RMSE =

√√√√ 1
n

n

∑
j=1

(
yj − ŷj

)2 (10)
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n: no. of observed values, yj: observed value.
RMSE and MAE both give an average error for the prediction model in units for the

considered variables. Both can give values in the range of 0 to infinity. Lower values
give better results, and both are insensitive to the direction of errors. RMSE gives a
relatively high weight to significant errors, as errors are squared and averaged. It is directly
proportional to the variance of the frequency distribution of errors [41]. RMSE is adopted
in this study due to successful application of this statistical index in the literature [42–46].

4.3. Model Framework

We construct a time series model for each water body category, i.e., aquifers, water
springs, lakes, and rivers. In this way, it is possible to optimize every phase for every
category to obtain the best result. In particular, the different phases developed are discussed
here, and the whole workflow is shown in Figure 2:
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Figure 2. Flowchart of working model VAR/VECM.

Initially, data are explored to understand their variables and their distribution, fol-
lowed by an analysis of missing data, which is resolved by masking or imputing as per
requirement. Outliers will be detected using the Z-score method and will be set as NaN.
The Z-score determines how many standard deviations away a data point is from the mean.

Figure 3 shows the distribution of the Petrignano-aquifer. The distribution shown in
Figure 3 is plotted after the data cleaning process. The rolling average also seems beneficial
in smoothing out some noise from features, and can avoid overfitting.

In a subsequent phase, we will make a feature selection, and feature selection ap-
proaches are listed below:

The Orthogonalized Impulse Response (OIR) plot, analyzes shock occurring in one
variable at a time. It captures the contemporaneous correlation of error terms, as it relies
on stronger assumptions. Thus, the order of features in the model matters. The OIR plot
illustrates (orthogonalized) feature shocks which contribute to the error variance of our
target features in different lags.
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Principal Component Analysis (PCA), uses linear algebra to transform the dataset
into a compressed form. Generally, this is called a data reduction technique. While using
PCA, one can choose the desired number of dimensions or principal components in the
transformed result.They are different non-static variables.

For model development, the datasets are divided into three categories: training set
(80%), testing set (10%), validation set (10%). A training set is used to build a baseline
VAR model which includes all the significant features, then by analysis of the OIR plot
significant features are picked. We conducted the Granger Causality test to depict the
relationship between choosing features and target variables, as shown in Figure 4; for
further reducing features. If features are not stationary, they can be made stationary by
a differencing method; likewise, different features can be used to train the model. After
comparing all models, the best model is used to compare with LSTM as in Tables 1–4.
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Table 1. Summary of Depth of Groundwater (aquifers).

Aquifer
VAR LSTM

Steps RMSE (m) MAE (m) RMSE (m) MAE (m)

Auser
1-day 0.0516 0.0374 Before scaling 0.1516 0.1129
7-day 0.0457 0.0389 After scaling 0.2089 0.1640

14-day 0.0583 0.0490

Doganella
1-day 0.6030 0.1732 Before scaling 0.3875 0.2525
7-day 0.1540 0.1255 After scaling 1.7477 1.3480

14-day 0.2257 0.1912

Luco
1-day 0.466 0.0311 Before scaling 0.0843 0.0647
7-day 0.0577 0.0430 After scaling 0.0464 0.0356

14-day 0.0394 0.0264

Petrignano
1-day 0.1004 0.0729 Before scaling 0.0319 0.0256
7-day 0.2999 0.2919 After scaling 0.2346 0.1884

14-day 0.2709 0.2276

Table 2. Summary of Flow Rate (lake).

Lake Steps
VAR LSTM

RMSE (m/s) MAE (m/s) RMSE (m/s) MAE (m/s)

Blancino
1-day 0.8862 0.3404 Before scaling 0.0585 0.0388
7-day 0.1205 0.1096 After scaling 1.1897 0.7056

14-day 0.1081 0.0894

Table 3. Summary of Water Level (river).

River Steps
VAR LSTM

RMSE (m) MAE (m) RMSE (m) MAE (m)

Arno
1-day 0.1172 0.0731 Before scaling 0.0582 0.0436
7-day 0.0486 0.0441 After scaling 0.1358 0.1017

14-day 0.0686 0.0657

Table 4. Summary of Flow rate (water springs).

Water Spring Steps

VAR VECM

RMSE
(m/s)

MAE
(m/s)

RMSE
(m/s)

MAE
(m/s)

Amiata

Flow_Rate_Bugnano
1-day 0.0383 0.0304 0.0112 0.007
7-day 0.0306 0.0274 0.0138 0.010

14-day 0.0253 0.0238 0.0153 0.012

Flow_Rate_Arbure
1-day 0.0222 0.0157 0.0825 0.0546
7-day 0.0506 0.0422 0.0904 0.676

14-day 0.0952 0.0889 0.0938 0.075

Flow_Rate_Ermicciolo
1-day 0.3136 0.2942 0.1591 0.1221
7-day 0.1779 0.1477 0.1907 0.1538

14-day 0.0966 0.0845 0.2092 0.1726

Flow_Rate_Gallaria_Alta
1-day 0.1971 0.1264 0.6151 0.4048
7-day 0.4927 0.3748 0.727 0.5307

14-day 0.8950 0.8185 0.7609 0.6057
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Table 4. Cont.

Water Spring Steps

VAR VECM

RMSE
(m/s)

MAE
(m/s)

RMSE
(m/s)

MAE
(m/s)

Lupa Flow_rate_Lupa
1-day 0.4206 0.0944 0.4233 0.0941
7-day 1.4715 0.5708 1.4715 0.5699

14-day 2.4280 1.2444 2.4270 1.2439

Madonna-Di-Canetto Flow_rate_Madonna-di-
canneto

1-day 9.5089 5.396 11.6846 6.4348
7-day 14.0742 10.3333 12.8215 8.9599

14-day 13.0118 10.9436 12.0066 9.6939

In some instances, the time-series variable shows many lags, indicating that a long-
memory process may improve performance. This means that a shock may lead to a
relatively persistent change in the water flow. A VECM model could capture this memory.

The LSTM model used in this paper required scaled data; therefore, we first scaled
our data using normalization procedure. We use the same lag as VAR to train the LSTM for
a single-day prediction performance comparison. The model focuses only on the feature
importance learned by the LSTM. We use the sensitivity analysis to determine the feature
importance (an example is shown in Figure 5). When perturbing a particular feature based
on testing data, given the values of the other feature remain unchanged, the behavior
of RMSE is emphasized by comparing the prediction before and after perturbation. The
feature is found more significant if the value of RMSE estimated is considerably more than
other features.
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The Durbin–Watson test and the Portmanteau test were performed to verify the quality
of the time series models used. While the Durbin–Watson test checks if the error terms are
autocorrelated at a lag order of one, the Portmanteau test checks if the autocorrelation of
several lags is zero. We always chose the number of lags to be a multiple of the respective
model. Usually, we found that there was still autocorrelation left in the error terms. We
also checked with a test for normality (Jarque–Bera test) of the error terms, which was
denied in all cases. Failing to pass the normality test means that asymptotic standard
errors are no longer valid. Bootstrapping methods such as Efron’s or Hall’s confidence
interval should be used instead of checking the impulse response. For the VECM, since it
detects cointegration relations among features and thus does not require stationary data,
we used the Johansen cointegration test to help to select the cointegration rank. Finally,
OIR/FEVD analysis of VAR and sensitivity analysis of LSTM are reported to gain insight
into feature importance.

5. Case Study Area

Nine different regions of Italy were taken for study, as mentioned below (Figure 6, pro-
jection of waterbodies marked—Aquifer-Auser, Dognella, Luco, Petrignano Lake, Bilancino
River, Arno Water Spring, Amiata, Lupa, Madonna di Canneto).
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Figure 6. Map showing all nine different regions under study.

Each water body has unique attributes which are not linked to each other. Each data
set consists of 20 years of records (2000–2020). The datasets are entirely independent of
each other. Many glasses of water are required for the daily consumption and relevant
companies struggle to forecast water availability in a waterbody. Due to climate change,
the water level in water bodies has been refilled or started to drain. To help preserve the
immunity of these water bodies, there is a necessity to predict the most efficient water
availability in terms of level and water flow.
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6. Results and Discussion

Datasets of four water bodies were taken for the study, specifically aquifer, lake, river,
and water springs. All datasets were divided into three sets: training dataset, validation
datasets, and testing datasets with 80/10/10 out of 100. We had both types of variables
in data, stationary and non-stationary. We trained VAR (requires stationary variable)
and VECM (does not need stationary variable) on the training and validation dataset.
In contrast, the LSTM model was only trained on training data and fine-tuned via the
validation dataset. All models were tested on a testing dataset of various sizes depending
on the amount of non-missing observations available in the different data. For maintaining
result accuracy, missing/imputed data were masked. RMSE and MAE were used as
evaluation metrics to compare the result.

The table summarizes results for each dataset type collectively using best-suited
parameter settings in both VAR/VECM and LSTM. In VAR/VECM, the prediction result
was made daily (1 day), the last 7 days, and last 14 days performance results were recorded.
The LSTM model predicts for a single day and compares the result before and after scaling
the data.

Here, LSTM has not been implemented for 7 days and 14 days of performance in a
row. The training/validating/testing sample sizes are negligible due to considerable lag
(i.e., lag = 7). This behaves the same as a VAR which does not perform well with a small
sample size. The LSTM model used solely focuses on feature importance.

7. Applications of Models to Water Bodies
7.1. Aquifer

Figure 7 shows the OIR plot for the target variable Depth_to_Groundwater_LT2 of
AUSER-AQUIFER. The main idea of the OIR is to notice how one standard deviation shock
to x causes a significant (increase/decrease standard deviation) response in y form periods.
Symbols mean the response direction.

Generally, the symbol directions make sense (except the Rainfall_Tereglio_Coreglia_
Antelminelli for the final feature): A positive shock to rainfall adds water to the aquifer; A
positive shock to volume (meaning less water taken from the drinking water plant since the
volume is itself negative) leaves more water in the aquifer; a positive shock to hydrometry also
means a positive response to groundwater.

Order plays a significant role in the OIR plot. The feature order chosen for aquifer
datasets is Rainfall→ Temperature→ Volumes→ Hydrometries→ Depth_to_Groundwaters.
The order between rainfall and temperature can be reversed since they affect each other.
Depth_to_Groundwater is put at the end because we wanted to see how the other features
affected the targets. Volumes (the amount taken from the drinking water treatment plant)
affect Hydrometries, so Volumes are put before hydrometry. After testing the VAR model on
the various setting parameters, the best-suited one was used for comparison with the LSTM
model; as shown in Table 1, the Target feature is Depth_to_Groundwater, and the standard
features we get after performing the test are hydrometry and rainfall. The Table 1 shows the
comparative analysis of VAR and LSTM models.

7.2. Lake

Figure 8 shows the OIR plot for the target variables Flow_Rate and Lake_level of
Lake Bilancino. We can conclude from the OIR how one standard deviation shock to
Flow_rate/Lake_level causes a significant (increase/decrease standard deviation) response
in other variables from the periods.

The feature order chosen for lake datasets is Rainfall→ Temperature→ Flow_Rate→
Lake_Level. The order between rainfall and temperature can be reversed since they affect
each other. Lake _level is put at the end because we want to see how the other features
affect the targets.

Table 2 summarizes how the VAR model acts better in the long term in comparison
to LSTM. The target feature is Flow_Rate and Lake_level, and the common feature after
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performing the test is Rainfall and Flow_rate. We can say that rainfall has a high impact on
the water level in the lake.

7.3. River

Figure 9 shows the RIVER ARNO OIR plot for the target variable Hydrometry
(Flow_rate). The feature order we chose is Rainfall→ Temperature→ Hydrometry. The
former can shock later but not the other way around.
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From the sensitivity analysis, we found that Rainfall_Le_Croci, Temperature_Firenze,
Rainfall_Cavallina, etc. are essential features to LSTM. However, compared to OIR analysis
in VAR, only Rainfall_Cavallina, Rainfall_Le_Croci are in common. We conclude that Rain-
fall_Cavallina and Le_Croci are the most crucial feature to Hydrometry_Nave_di_Rosano.
Other mentioned features are sub-important, part of them for a linear model and a non-
linear LSTM model. Table 3 shows a comparative study between VAR and LSTM. The
target feature is Hydrometry_Nave_di_Rosano, and the standard features we get after
performing the test are Rainfall_Le_Croci, Rainfall_Cavallina.
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7.4. Water Springs

Assuming that the water springs are located on different water bodies, all these water
bodies are impacted simultaneously by rainfall and the resulting water flows; however, if
the slow decay in the flow rate proportions indicates that the entire rainfall process, the
filling of aquifers, and the water flow from the springs takes time and lags. The time series
variable shows many lags; this indicates that a long-memory process may lead to better
performance. This means that a shock may lead to a relatively persistent change in the
water flow. A VECM model could capture this memory. Figure 10 shows the OIR plot for
Flow rate shock against rainfall, temperature, and flow rate itself.
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From Table 4, we can conclude that for AMIATA VAR. VECM delivers mixed predic-
tion qualities. In the case of LUPA, in comparison to VAR, VECM does not bring any extra
benefit. Moving further to MADONNA-DI-CANNETO, VAR seems to be a good choice.

8. Conclusions

When climate change causes irregular rainfall and consumers and regulators demand
water, free of chemical pollutants, it is increasingly important to find sustainable water
sources. We explored the parametric model, VAR/VECM, to build the best-suited one for
each waterbody, inferring causal relationships between different waterbody features. For
example—a spring’s flow rate depends partially on the amount of water currently present
in its source aquifer. However, the aquifer’s water level also changes due to discharging
some water through the spring. The OIR/FEVD plot shows the significance of the chosen
features on target features, i.e., how the behavior of one variable concerns other variables
in the event of a shock. VECM performs better where a long memory process is required.
In water spring, it was noted that a shock may lead to a relatively persistent change in
the water flow. Since the VAR model is linear and can only capture local linear prediction,
LSTM was implemented to capture the possible non-linear relationship between target
and features in the datasets. Due to the missing and unusual pattern in some datasets,
we probably have a non-linear pattern, so VAR models may not perform well. We have
limited data available to train LSTM, so that the LSTM model results may not be reliable.
However, in most cases, we found the VAR model to be more reliable in comparison to
LSTM. Although LSTM is not perfectly fine-tuned, it provides decent forecasts. It gives
good results on feature importance in most cases. Furthermore, when calculating the
MAE/RMSE in each dataset, we scaled the data back to the original levels to reflect the
proper performance accurately. In the best situation, a feature was doubly confirmed to be
important when the VAR and LSTM models featured analysis to rank it.

In the future, further studies can be carried out to create models that evaluate predic-
tions over longer horizons. Features may interact in different patterns, and early warning
signals of shortening water supply may be uncovered. There is also scope of solving water
crisis challenges due to climate change by considering climatic conditions that impact
water levels/precipitation patterns. In a further study, climatic attributes can be included
in the order of events considered to find the casual relationship; this will accelerate the
study of the impact of climate on water resources. Additionally, since the data revealed
long memory in many cases, a multivariate version of fractional integration (i.e., processes
with an order of integration between zero and one) may be helpful to deal with large lag
orders. Such models may require fewer parameters and can be used to predict over long
horizons. We attempted to tackle the problem of significant lags with the use of VECM
models. Due to the use of fewer parameters, the VECM model is recommended for water
demand prediction and can aid policy makers and water resource managers in accurate
estimation of available water resources at a feasible cost.
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