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Abstract: Urban territorial expansion generated in the last decades has brought a series of
consequences, such as the variation between urban and suburban weather conditions affecting
indoor temperature and increasing electricity consumption derived from the use of cooling systems.
Current approaches of simulation models in residential buildings use indoor environmental data
for carrying out validations to propose hygrothermal comfort alternatives for the mitigation of the
effects of the external environmental conditions on the interior spaces of dwellings. In this work, an
hourly evaluation of both indoor and outdoor environmental parameters of two case studies in a
tropical climate was carried out, by means of a whole-building simulation approach tool during a
week representative of the warmest period of the year. The integration of the collected environmental
data in the theoretical model allowed us to reduce the error range of the estimated indoor temperature
with results in normalized mean bias error between 7.10% and −0.74% and in coefficient of variation
of the root mean square error between 16.72% and 2.62%, in the different indoor zones of the case
studies. At the same time, the energy assessment showed a difference of 33% in Case 1 and −217% in
Case 2 for final electricity consumption.

Keywords: indoor temperature; simulation model; performance gap; low-income detached dwelling;
tropical weather; urban heat island

1. Introduction

Between 1995 and 2015, private housing in Mexico registered a growth of 39.2% [1], mainly due to
policies promoting the acquisition of private housing through labor and social credit systems [2], while
detached dwellings represent 84% of total social housing in cities with a population greater than 100,000
inhabitants [3]. Low-income housing development has led to urban problems, such as territorial
expansion towards the peripheries, infrastructure deficiency [4], greater mobility rates, increased
electricity consumption and modification of the urban microenvironment. Although the latter may be
attributed to global warming to a greater extent, it has been recorded that temperature variations within
urban settlements can reach an additional 4 ◦C between urban and rural and peri-urban areas; this
phenomenon has been widely studied under the name of urban heat islands (UHIs) [5] which derives
from being detrimental for outdoor comfort and building energy impacts [6]. In addition, massive
construction of housing in countries like Mexico is characterized by the indiscriminate repetition
of design patterns throughout the territory, regardless of the conditions of each climate zone, with
warm regions being the most affected by higher energy consumption derived from the conditioning of
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indoor spaces by cooling equipment, which represents 19.6% of the energy used [7]. Mexico’s National
Meteorological Service points out that the country is composed of four main climatic regions: arid,
dry tropic, temperate and humid tropic; where both the arid and the humid tropic present the highest
percentages of air-conditioning equipment use for housing with 51.9% and 21.2%, respectively [8].
For its part, the National Housing Commission has implemented recommendations included in the
National Appropriate Mitigation Actions (NAMA) for Sustainable Housing [9], mainly focused on
energy efficiency as the optimization parameter; however, indoor temperature is also one of the most
important indicators to understand a house’s thermal performance, which takes into account the
influence of the external environment, the internal loads and the dwellers, allowing the study of
hygrothermal comfort and optimization measures to counteract radiation and heat conduction effects
on the building envelope, and the calculation of the cooling systems capacity. Table 1 shows the main
acronyms used throughout the work.

Table 1. Nomenclature.

UHI Urban Heat Island
NAMA National Appropiate Mitigation Actions

EER Energy Efficiency Ratio
NMBE Nominal Mean Bias Error

CV(RMSE) Coefficient of Variation of the Root Mean Square Error
ASHRAE American Society of Heating, Refrigerating and Air-Conditioning Engineers
U-value Thermal Transmittance

Building simulation models are tools used to evaluate overall performance, whose use at the
initial design stage is focused primarily on evaluating the lowest final consumption: electricity, gas
and water [10]. In recent years, indoor temperature has been considered an evaluation parameter in
law-driven simulation models and, as it occurs with energy models, they present a documented gap
error when compared to real performance during the post-occupation period [11,12] due to several
factors, mostly identifying as key parameters the temperature variation in the region and the occupants’
behavior at the dwelling operation stage. This has led to the adoption of a validation approach of
simulation models whose main objective is the reproduction of the overall performance of the building
to evaluate its evolution throughout its life cycle or to compare the outcomes that would be obtained
by different constructive alternatives.

Therefore, in order to compare improvement proposals for thermal performance in low-income
housing under tropical weather conditions, the main objective of this research was to assess the
magnitude of the influence of microenvironment conditions for the creation of a theoretical model
that keeps a real approximation of the thermal performance at the dwelling multi-zone level of two
occupied detached social houses through a whole building simulation approach, validated at an hourly
basis for indoor temperature. The present study is divided into three parts: the first part presents a
brief review of the literature on model validation with environmental data, a second part describes the
methodological process, as well as the tools and equipment used for data collection, and the third part
presents the results of the monitoring campaign processed data and the discussion of the results.

2. Literature Review

A large number of studies have been conducted through the validated simulation approach
focusing, primarily, on a detailed record of energy consumption data including those from heating,
cooling and other internal loads, and taking into account indoor temperature monitoring as the “final
tune” parameter [13,14]. On the one hand, UHIs have been identified as a mayor phenomenon affecting
urban areas, in which air temperature variation is the most relevant factor affecting both thermal
comfort and building energy use [15], where decrease of precipitation and a large number of days
without rain tend to intensify temperature rising in tropical weather cities [16].
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On the other hand, Tisov et al. refer to indoor air quality evaluation, in which temperature and
relative humidity play a central role, as barely studied due to the amount of data required and the
process for the analysis [10]. Although there is no specific standard procedure or guidelines to validate
indoor temperature, several authors have chosen to take the American Society of Heating, Refrigerating
and Air-Conditioning Engineers (ASHRAE) guidelines 14-2002 as a reference for energy consumption
criteria to perform environmental assessments [17].

As a general criterion to reduce the gap in model simulation, several authors recommend the
incorporation of environmental data from the specific study site by installing a weather station,
in order to create an actual meteorological year file or a customized weather file [12]. In cases where
this is not possible, other authors propose to start from historical meteorological files to predict the
increase in temperature or obtain reliable data by interpolating with data from nearby stations [18].
For the case of housing, it has been documented that models validated through environmental data
gathered on site have been executed with good results, without limiting its application to just one
single type of climate. In Denmark, Paliouras et al. carried out a theoretical model calibration
of a house under passive ventilation and heating standards in a post-occupancy period, recording
hourly data in a 30-day period in each zone of the dwelling [19]. The study took the minimum
and maximum average of daily temperature of each studied zone which was contrasted against
the simulated averages. For the calibration of the model, six iterations were carried out manually,
modifying input parameters obtained from detailed interviews regarding the operational activities
during the monitoring campaign. On the other hand, in Bolzano Italy, an energy validation of a
13th-century dwelling was conducted, incorporating input data obtained from the study site, such
as real envelope conductivity, air permeability and external environment [20]. By performing the
calibration processes for different seasons, a root means square error (RMSE) of 0.96 K was achieved in
the initial model, while in the first calibration, these authors reached 0.66 K and 0.62 K for summer and
winter data accuracy, respectively. In America, Osma-Pinto carried out a housing model validation in
Bucarama, Colombia, taking as reference the indoor temperature registered in different spaces of an
unoccupied house in periods with and without natural ventilation in each zone in order to identify
the closest one to the actual registered data. It turned out that the closest benchmark occurred when
considering natural ventilation (windows and doors open) with a mean square error temperature
value of 0.21 ◦C, while for no ventilation conditions, a maximum difference of 0.82 ◦C was obtained
for the bedroom. Then, this information was used to evaluate the best orientation scenario [21].
In Ecuador [22], Miño and Naranjo conducted a comparative evaluation between two rural dwellings
with different envelope materials such as walls and slabs. In addition to the comparison between
outdoor temperature impact to that recorded indoors, the model’s accuracy was evaluated with hourly
data from the monitoring at two levels of evaluation; in a last level the correlation error was reduced by
iterations varying the levels of infiltration, identifying the correlation between observed and predicted
data as 0.89 for compressed earth block and 0.94 for hollow concrete block, with a RMSE close to 1.1 ◦C
in both studied dwellings. On the other hand, in the Dominican Republic the validation of a dwelling
model during the warmest week in June was conducted through the use of indoor environmental
sensors, including wall temperature, in order to evaluate different improvement alternatives such as
orientation, eave lengths and roof isolation alternatives to improve of thermal comfort [23].

3. Methodology

The procedure chosen to carry out the model validation was based on the Hwa Cho and Sook Kim
methodology [24] simplified in Figure 1. The process started with dwelling selection to continue with
a detailed description through an audit evaluation that allowed the creation of the theoretical model
(TM). Environmental data (temperature and relative humidity) were recorded in sub-hourly periods
by data-acquisition devices in each of the houses different zones, which was the actual performance
(AP). Then, all records were compared with the TM output data taking into account the operating
temperature, because that includes both air temperature and radiant temperature of the walls. The
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calibration process consisted in the integration of the environmental data through a customized
meteorological file and the running of several iterations until achieving the compliance range of the
ASHRAE 14–2002, which, based on the statistical analysis, recommends a nominal mean bias error
(NMBE) ≤10% and a coefficient of variation of the root mean square error (CV RMSE) ≤30%. The
formulas of both indices are expressed in Equations (1) and (2):

NMBE% =
1

mav
.

∑n
i=1((mi − Si)

n
×100 (1)

CV(RMSE)% =
1

mav

√∑n
i=1(mi − si)

2

n
×100 (2)

where, n is the amount of data in hours; mav is the mean of the actual recorded data; mi is the actual
data and si is the simulated data [25].
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Figure 1. Framework of model validation (based on Hwa Cho and Sook Kim evaluation and American
Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE) 14–2002 whole building
calibrated approach).

3.1. Case Studies

The selected case studies were two dwellings in the city of Chetumal, located south of the Mexican
Caribbean state of Quintana Roo, under the coordinates 18◦28′ to 18◦34′ North latitude and 88◦14′

to 88◦29′ West longitude, with an average elevation of 9 m.a.s.l. [26]. According to its geographical
location, the Köppen classification groups the region within the sub-humid warm zone [27], having an
average annual temperature of 26.7 ◦C [28]. Moreover, the selected dwellings are situated Northeast of
the city in a high-density area. Table 2 condenses the characteristics of each case study, while Figure 2
shows the studied dwellings with the spaces comprising them.

Table 2. Design properties of each case of study.

Case 1 Case 2

Orientation Northeast Southwest
Total Ocupancy 2 2

Area (m2) 35.45 42.5
Zones Living room/dinner Kitchen/dinner
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Table 2. Cont.

Case 1 Case 2

Air conditioning Capacity kW

Kitchen Bathroom
Bathroom Bedroom(storage)
Bedroom Main bedroom

1.85 1.30
Energy efficiency ratio 4.10 3.52
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Figure 2. Case study #1 (left) and case study #2 (right).

Given that both cases have two occupants, the average metabolic factor used was 0.90 [29]. In both
cases, the dwellings have an air-conditioning system (mini-split type) with the same cooling capacity;
however, for Case 1, it was assigned a power of 1.85 kW since the equipment has been in use for more
than five years [30]. Regarding the envelope thermal values, these were identified by the visit to the
site, assuming constant thermal properties, as represented in Table 3. With reference to the internal
loads, these were calculated by the absolute demand per area proportion, which for Case 1 was 145 W
and 310 W in the room and the kitchen/dining room and in the main chamber, respectively, while in
Case 2, they were 165 W and 450 W [31]. Also, for the kitchen, the latent fraction was 0.30 for both cases.
As for the occupation activities, this was the result of interviews to the occupants and a simplified
scheme was made, due to the detailed description. Therefore, at a first stage, dwelling 1 reported
unoccupied periods during the week (Monday to Friday) from 8:30 am to 7:00 pm, on Saturdays, it was
reported an unoccupied period from 12:00 pm to 9:00 pm. On the other hand, dwelling 2 reported
unoccupied periods between 8:00 am to 8:00 pm on weekdays, with unoccupied periods from 10:00 am
to 8:00 pm on Saturday. In both cases, Sundays were the days with the maximum occupation period:
for Case 1, they reported and absence from 9:00 am to 6:00 pm, while in Case 2, from 12:00 pm to
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3:00 pm. In terms of air-conditioning (heating, ventilation, and air conditioning, HVAC), the period of
utilization was defined with a total of 44 hours of operation for Case 1, while Case 2 reported a total of
41 hours. Furthermore, for Case 1, the living room/dining room window reported opened 24 hours a
day during the 7 days of the week, contrary to Case 2, which reported not opening the windows, not
even during the occupation period.

Table 3. Thermal envelope characteristics of each case studies.

Envelope element Characteristics U-value
(W/m2K) Case 1 Case 2

Floor 100 mm concrete slab 4.73 YES YES

External/Inter-nal
walls

15mm exterior mortar, 150 mm
concrete hollow block, 15 mm

interior mortar
2.66 YES YES

Roof
30mm concrete slab, 150 mm joist
and concrete hollow brick, 15 mm

interior mortar
3.377 YES YES

Glazing Absorbent green 6 mm 5.808 YES NO
Absorbent grey 6 mm 5.812 NO YES

Window awning 1.5 mm galvanized steel sheet 8.33 YES NO

3.2. Equipment and Data Recording

The geometric model configuration was made with DesignBuilder™ software integrated with the
EnergyPlusTM calculation engine, developed for the U.S. Energy Department, which has become one of
the most reliable tools for estimating indoor temperature, energy use and environmental performance.

For the registration of indoor environmental data, HOBO Onset MX1101 sensors were used. For
the placement of the devices, the recommendations of ASHRAE 55-2017 were taken as reference [32],
except for the common areas, where these were placed 80cm below the roof level, while in the
particular areas it was decided to place them on the partitions, away from direct solar radiation and
air-conditioning equipment outputs. All this, in order to not obstruct the occupants activities and
avoid damage to the sensors [33]. Two reference monitoring campaigns were performed. First, outdoor
environmental parameters were monitored by using a HOBO MX2300 data logger, to obtain both
relative humidity and temperature, which are a set of parameters for the microenvironment assessment.
The logger was placed inside a high-density polyethylene (HDPE) sunscreen, and located on the
dwellings roof during the evaluation week. At the same time, as a part of the macro-environment
campaign assessment, records were taken from the meteorological station Davis Vantage Pro installed
at the Technologic Institute of Chetumal, which is located 4.5 km from dwellings. The records from
campaigns, both the sensor and the meteorological station, were made at intervals of 15 min that were
then averaged to obtain the hourly measurement. In addition, the integration of these data allowed the
creation of a customized meteorological file, integrated by the temperature, relative humidity, global
horizontal radiation, dew point, wind speed and wind direction data recorded by the station.

4. Results and Discussion

4.1. First Evaluation

As a part of a preliminary evaluation, a simulation of the TM, created from the audit description,
was run and evaluated against the results of a first indoor temperature monitoring campaign in the
bedrooms of both dwellings: for Case 1, the campaign lasted from 9 February to 30 April 2019 (a total
of 1944 hours) and for Case 2, it lasted from 10 February to 30 April 2019 (1920 hours). At this stage,
the evaluation of the simulations was carried out with the city’s historical meteorological file obtained
through Meteonorm. As for the overall energy consumed in both houses, this was obtained by the
electric bill issued bimonthly. Since the analysis period did not match with the bill period and the
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study was conducted during three months, it was necessary to calculate daily consumption through
the daily average of energy consumption. Based on that, the first simulation period led to the results
presented in Table 4.

Table 4. Preliminary analysis run simulation in both bedrooms from February to April, 2019, expressed
as actual data (A) and simulated data (S).

TEMPERATURE RELATIVE HUMIDITY ENERGY
CONSUMPTION kW

Mean
A. ◦C

Mean
S. ◦C NMBE% CV

RMSE%
Mean
A. %

Mean
S. % NMBE% CV

RMSE% AP TM %
ERROR

Case 1 28.63 26.66 6.89 10.85 63.13 65.29 −3.43 20.58 711.70 754.39 −5.99
Case 2 25.74 27.12 −5.36 10.48 53.14 64.41 −21.20 33.66 202.60 541.41 −167.18

Preliminary results, during the first level study, showed a difference in temperature averages
simulated at a first level. Taking into account the ASHRAE criteria for the monthly period, where
ranges for NMBE and CVRMSE must comply with an index of <5% and <10%, respectively, it can
be seen that relative humidity parameter in Case 1 was within the established criteria. As for energy
consumption, the theoretical model tended to overestimate energy output data, where Case 2 was
identified with the highest gap of 167% over the actual consumption. Due to this difference in the
estimations, a second level of assessment was carried out, this time including the environmental results
of the remaining zones of the dwellings. The selection of the representative week was made based
on a random run of the historical temperature of the city to determine the warmest period. Figure 3
shows the average weekly temperature during a typical year. It can be appreciated that from March
to September there is a relative uniformity in temperature, being the months of May, August and
September those that report critical values, these months also share the highest electricity consumption,
based on the electric bill records.
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Figure 3. Average temperature of the year based on the typical meteorological year (TMY) file.

4.2. Second Evaluation

For Case 1, the monitoring campaign was carried out from May 10 to 17, 2019; for Case 2, the
evaluated period comprised from 20 to 26 May 2019. Results from the environmental parameters
monitoring are shown in Table 5, while a graphical comparison of outdoor temperature can be seen in
Figure 4, where the highest temperatures of the microenvironment were recorded, with a maximum
difference registered of 5.24 ◦C and 6.97 ◦C for Case 1 and Case 2, respectively. On the other hand,
the constant maximum relative humidity records are presented for the macro-environment, with a
percentage difference of 5.19% for dwelling 1, and 8.07% for dwelling 2.
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Table 5. Comparison between macro-environment data and micro-environment data.

Temperature ◦C Relative Humidity %

MIN.
WEEK

MAX.
WEEK MEAN MIN.

WEEK
MAX.

WEEK MEAN

Case 1
Macro- environment 27.40 32.30 29.54 67.00 88.00 78.65
Micro-environment 26.77 37.54 30.16 55.01 85.95 73.46

Case 2
Macro- environment 25.10 33.70 29.55 50.00 92.00 73.98
Micro-environment 25.31 40.67 31.03 36.89 85.10 65.91

4.3. Indoor Temperature Model Calibration

To achieve the theoretical model calibration, the data came from a second run of simulations
replacing the historical meteorological file with the one corresponding to the current meteorological
file. On the other hand, a second round of interviews with the dwellers was carried out to define the
day-by-day activities during the period of overall dwelling monitoring. In this level, the occupants of
Case 1 reported occupation periods of two more hours during Monday and Friday in relation to the
first interview. While on Saturdays, unoccupied period extended from 9:00 am to 8:00 pm, and on
Sundays they reported an unoccupied period from 10:00 am to 4:00 pm. Through the same interview,
it was found that air conditioning was turned off on average at 6:00 am during weekdays, and at
4:00 am on both Saturday and Sunday, which translates into an increase of 24 hours in air-conditioning.

In Case 2, occupancy remained constant except for air-conditioning time schedule which also
reported an increase of 31 more hours per week in contrast to the evaluation in February. In addition,
dwelling 2 reported a reduction in the set point temperature to 16 ◦C during the first 3 hours of ignition,
eventually returning to the set point of 23 ◦C once the room was at a “pleasant” temperature. Results
of the model calibration are shown in Table 6.
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Table 6. Final comparison of level of compliance through checked uncertainty parameters between
first iteration (ITER. 1), and optimized iteration (ITER. Op.)

Temperature Relative Humidity

R2 MEAN
◦C NMBE% CV

(RMSE)% R2 MEAN
% NMBE% CV

(RMSE) %

Case 1
Bedroom

ITER. 1 0.25 26.11 16.03 18.17 0.41 60.85 7.26 13.25
ITER. Op. 0.37 28.29 7.10 16.72 0.68 66.52 −1.88 11.27

Living
room

ITER. 1 0.67 28.41 12.57 12.97 0.36 74.86 −6.79 10.70
ITER. Op. 0.68 31.76 0.68 2.62 0.64 65.85 5.96 7.44

Case 2

Main
Bedroom

ITER. 1 0.09 29.35 −5.01 13.77 0.06 63.86 −29.58 38.51
ITER. Op. 0.38 28.09 −0.74 11.01 0.05 69.20 −35.01 40.49

Dinner/
kitchen

ITER. 1 0.54 31.16 5.73 6.95 0.40 64.27 −9.55 14.72
ITER. Op. 0.62 32.94 0.02 3.42 0.43 70.58 −8.94 13.24

Bedroom
(storage) ITER. 1 0.47 30.27 7.92 8.70 0.43 73.14 −4.86 9.79

ITER. Op. 0.51 30.80 6.07 6.87 0.44 68.97 0.88 6.39

Infiltration is one of the most complex parameters to measure that may lead to uncertainty. Three
infiltration values were evaluated in the second level of iterations for each zone taking as reference the
ranges set by the Air Tightness Testing and Measurement Association (ATTMA) Technical Standard,
to determine the permeability of the dwellings [34], expressed randomly as 0.20 m3/h.m2 at 50 Pa,
0.60 m3/h.m2 at 50 Pa, 0.80 m3/h.m2 at 50 Pa, for optimal, medium and poor tightness, respectively.
The modifications of the infiltration entailed a lesser impact on the simulated indoor temperature,
however, greater variations presented for humidity, where the difference between the simulated relative
humidity and the actual one came to present a differential error of up to 33%. At the same time, for the
case of relative humidity, positive linear correlation values, classified within the moderate to good
range (0.3–0.7) [35], were obtained in all the analyzed areas, in particular, for the three spaces without
air conditioning.

Regarding indoor temperature, a weak dependence (0–0.30) was observed in the first iteration.
However, it should be noted that all relative humidity measures values registered indoors were higher
than 60%. The main reason for this is the lack of natural ventilation in the spaces preventing air
renewal. For the living/dining room in Case 1, that was the only space reported to keep the windows
open, corresponding to an average of 2 ren/hr. A graphical representation of the hourly temperature
oscillations during the warmer analysis period between actual measured data and results from the
optimized iterations is presented by zones for Case 1 in Figure 5.

In Case 2, the average humidity levels differed by 4.73% and 3.12% in the dining room and storage,
respectively, which reported windows closed for 6 days a week; this minor variation may be due to the
orientation (northeast) of dwelling 2. A graphical representation of the hourly temperature oscillations
during the warmer analysis period between actual measured data and results from the optimized
iterations is presented by zones for Case 2 in Figure 6. The evaluation allowed the achievement of
closer values in those spaces without cooling equipment, reporting differential values and error below
compliance since the beginning. From the results obtained in both rooms, it can be seen that, with
the second iteration, percentage errors close to 0 were obtained. For the storage in Case 2, the final
improvement of indoor temperature achieved only 1.83%. However, from the temperature fluctuations
in the graphs, it can be appreciated that EnergyPlusTM tends to underestimate the temperature when
considering the internal loads, either from the dwellers or from electrical appliances in operation.
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Figure 5. Graphical temperature and relative humidity comparison between actual and simulated data
in each zone for Case 1.

As for the spaces with air conditioning, the coefficients of variation presented an improvement in
the prediction of both indoor temperature and relative humidity. In the bedroom of Case 1, the air
set-point temperature presenting the best correlation was that corresponding to the iteration with 20
◦C which resulted in a value of 0.37, compared to 0.33 and 0.28 obtained with the set-points at 18 ◦C
and 22 ◦C, respectively. This difference may be caused by the deterioration of the cooling equipment
due to the fact that it has more than four years of operation [36]. In the bedroom of Case 2, the dwellers
pointed that, during the week. the set-point temperatures used were 16 ◦C and 23 ◦C. Results for
different set-point values iterations such as 16 ◦C, 18 ◦C, 21 ◦C and 23 ◦C showed correlation values of
0.38, 0.36, 0.31 and 0.23 respectively. Despite the complexity of evaluating air set-point temperature,
it was decided to keep the 16 ◦C due to the moderate relationship value achieved.

Finally, as a complementary parameter for this work, energy consumption derived from the
schedule defined by the dwellers during the first and second evaluation levels allowed the identification
of two aspects: a sub-prediction in Case 1 and an over-prediction in Case 2. Figure 7 shows the
comparison of daily consumption, which for dwelling 1 presented in the first and in the optimized
iteration a difference of 46% and 33%, respectively, with total values of 68.17 kWh and 95.16 kWh,
compared to the 127.0 kWh recorded on site. In contrast, in dwelling 2, the weekly electricity
consumption was over-predicted when compared to the 19.0 kWh recorded on site; the first iteration
was 3.48 times greater than the actual one and, in the second iteration, the gap was reduced to 2.17 times
the actual, with absolute values of 66.19 kWh and 41.35 kWh. The electricity bill turned out to be a
reference value for the consumption that did not allow the comparison on a daily basis. The daily
reading of the electricity consumption meter, complemented with the descriptive reports of home
appliances use by dwellers, also failed to satisfactorily approximate the simulated results, since the
difference may also be attributed to different causes, ranging from errors in programming and use
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to electrical interference or physical problems in the installation. Therefore, this evaluation requires
the use of adequate sensors for the electric frequency in periods assumed with greater demands or in
representative days.
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Figure 7. Electric consumption comparison in three levels: iteration 1, optimized iteration and actual
energy reading.

5. Conclusions

By means of a preliminary evaluation, it was found that there is a temperature difference in the
microclimate of the case studies that can be 5 ◦C higher than the temperature recorded 4.5 km away
from the urban center.

On the other hand, by applying the calibrated simulation approach in buildings, focused on
indoor temperature of dwellings, it was possible to configure a theoretical model with validation
in compliance according to ASHRAE’s indexes, based on keeping a close thermal behavior in the
analyzed zones indoors considering the internal loads, schedule of use of home appliances by dwellers
and actual measures of the environmental parameters outdoors.

Despite this, of course, the final results reflect that reality cannot be fully represented by the
calculation engines due to the non-deterministic characteristics of the models. However, it can be
stated that, considering indoor temperature and its fluctuation at the hourly level, studied during a
critical period, it is possible to reduce the error gap when this is measured based on nominal error rates
and coefficient of variation, but not for the R2 value; in this case, in none of the areas it was possible to
reach a strong correlation level.

Moreover, the gap can be reduced through data from comprehensive monitoring with a
meteorological station placed on the study site (in this work, this was not possible for equipment
safety and dwellers permission issues for the station set-up). Contrary to environmental performance,
the measurement of energy consumption by daily readings, and schedules of home appliances use,
detailed by dwellers reports, proved not to provide accurate information to reduce the energy gap
prediction generated in both case studies.

As most authors have suggested, the use or operation factor is the one that presents the greatest
uncertainty, especially for the case of residential buildings, due to the high variability in the patterns of
use and consumption. In this sense, the installation of devices that allow measurement of the electricity
consumption at different times is recommended, also to rule out possible physical deficiencies in
the installation.

With the results obtained in this work, based on a calibrated model for each component zone
of the dwelling, and the environmental monitoring of the site, the results of the implementation of
different design proposals can be assessed, considering both the shape and distribution of the areas
and the characteristics of the envelope, mainly focused on the dehumidification of the spaces as well
as on the reduction and conservation of indoor temperature, so that, it remains within hygrothermal
comfort ranges.
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