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Abstract: This study provides a mathematical model and theoretical analysis of an interference
cancellation system combining an orthogonal matched filter (OMF) and adaptive array antenna that
is called the extended OMF (EOMF). In recent years, an increase in the number of applications of
mobile ad hoc networks (MANETs) is expected. To realize a highly reliable MANET, it is essential
to introduce a method for cancelling the interference from other nodes. This research focuses on a
scheme based on Code Division Multiple Access (CDMA) that enables simultaneous multiple access
and low latency communication. However, there are problems with deteriorating performance due to
the near–far problem and the increase in the amount of interference as the number of users increases.
Additionally, another problem is that the spreading sequence of each user is unknown in a MANET.
The OMF is expected to be a solution to these problems. The OMF performs interference cancellation
by generating and subtracting a replica of the interference signal that is contained in the received
signal. However, the OMF may generate an incorrect replica in the near–far problem. The EOMF
compensates for the OMF’s weakness by combining the OMF with an adaptive array antenna. In this
research, optimal parameters are derived from mathematical modelling and theoretical analysis of
the EOMF. Specifically, the optimal weight vector and the minimum mean squared error that allow
the adaptive algorithm to converge are derived and obtained from the numerical results.

Keywords: interference cancellation; orthogonal matched filter; adaptive array antenna; CDMA;
theoretical analysis

1. Introduction

With the development of wireless communication technology, our lives are changing dramatically.
Above all, this tendency is accelerating with the advent of the Internet of Things (IoT) in which
various things such as sensors, actuators, cars, etc. are connected to networks. In a society where
wireless communication technology has become commonplace, its role as an infrastructure has become
increasingly important, and its reliability has been sought more than before. In addition, applications
using wireless communication technology are diversified, and low delay, low costs, low energy
consumption, etc. are required for wireless communications.

One of the important technologies to realize the IoT system is a mobile ad hoc network
(MANET) [1–5]. A MANET is a network consisting of only nodes that does not need mobile
communication base stations, wireless local area network (LAN) access points, and fixed networks.
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MANETs have attracted attention as a means of communication in military operations where
communication infrastructure is not available. In recent years, applications of MANETs, such
as in networking between cars (Vehicular Ad hoc Network: VANET) and networking using hand-held
terminals during disasters, are expected because of the feature that users can easily join the networks.
To realize a highly reliable MANET, it is essential to introduce a method for cancelling the interference
from other nodes [2,6–11]. For example, ref. [8] introduces three different models of partial interference
cancellation and compares their outage probabilities. The authors of ref. [9] determine the distribution
of the aggregate network interference at the output of a linear receiver; ref. [10] addresses the problem
of computing the probability that is received with sufficiently large signal to interference and noise
ratio (SINR) to correctly decode the signals by a receiver with multi-packet reception and successive
interference cancellation capabilities; ref. [11] presents a theoretical model that provides closed form
expressions for the capture probability, and for the statistics of the interference power and of the signal
to interference ratio (SIR) experienced by a receiving node. As pointed out in the above literatures,
a method for cancelling the interference from other nodes is necessary because a MANET cannot use the
transmission power control and interference avoidance techniques of base stations and access points.
This research focuses on a scheme based on Code Division Multiple Access (CDMA) [12–15]. CDMA is
well known due to its use in third generation cellular systems. In it, each user is assigned a different
spreading sequence, and its orthogonality is used to identify the user. CDMA also enables simultaneous
multiple access and low latency communication [12–15]. For example, ref. [15] evaluates performances
of the CDMA scheme and the orthogonal frequency division multiplexing (OFDM) scheme assuming
VANET, and shows that the CDMA scheme has lower latency communication than the OFDM scheme.
However, there are problems with deteriorating performance due to the near–far problem and the
increase in the amount of interference as the number of users increases [12–15]. In addition, another
problem is that in a MANET, the spreading sequence of each user is unknown [12–14]. The orthogonal
matched filter (OMF) has been applied to address this problem [16–19]. The OMF cancels interference
by generating and subtracting a replica of the interference signal that is contained in the received
signal [16–19]. This scheme is suitable for MANETs because it can generate a replica of the interference
signal that is contained in the received signal even though the spreading sequence that is used by
the interference node is unknown. However, if the desired signal-to-interference signal ratio (DIR) is
small (i.e., in the case of near–far problem), the OMF generates incorrect replicas and the performance
degrades. Then, ref. [20] devised the extended OMF (EOMF) that combined the adaptive array
antenna with the OMF. The EOMF cancels the spatial interference in using an adaptive array antenna,
and suppresses the residual interference signals with the OMF. Ref. [20] showed that the EOMF
improved the error convergence of the adaptive algorithm. Then, a computer simulation showed the
effectiveness of the EOMF compared with the conventional interference cancellation method.

This research mathematically models the EOMF and derives the parameters that optimize the
EOMF’s performance using theoretical analysis. As references, refs. [17,19] performed the performance
evaluation and theoretical analysis of the interference cancellation method combining the modified
Hermite waveform and the OMF. However, these do not consider adaptive array antennas like this
research does. Additionally, ref. [14] evaluated the performance of a system combining an adaptive
array antenna and CDMA. However, ref. [14] only evaluated the performance using the bit error ratio
(BER), etc. through a computer simulation. This research is novel in that it has derived the optimum
parameters through the mathematical modelling and theoretical analysis of the EOMF, which ref. [20]
did not do. This research contributes to the construction of a highly reliable and low latency MANET
in an IoT system with many nodes.

The remainder of this paper is organized as follows. In Section 2, the system model of this research
is summarized. In Section 3, the theoretical analysis of the EOMF under several conditions is described.
The numerical results are provided in Section 4. Conclusions and suggestions for future research are
presented in Section 5.
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2. System Model

2.1. Structure of EOMF

Figures 1 and 2 show a simplified structure of an EOMF and an assumed environment in this
paper, respectively. s1(t), s2(t), . . . , sM(t) are the transmitted signals of each node. Binary phase shift
keying (BPSK) is used for the primary modulation, and the direct-sequence spread-spectrum (DSSS) is
used for secondary modulation. The transmitted signal of the m-th node, sm(t), is expressed as follows:

sm(t) =
√

2Pmdm(t)cm(t) cosωc t, (1)

where, dm(t) ∈ {−1, 1} and cm(t) are the modulated data symbol for the BPSK and the spreading code
of the mth node at time t, respectively [19,20]; and Pm and ωc are the transmitted signal power of the
m-th node and the carrier frequency, respectively. In this paper, a baseband signal is used to simplify
the discussion. In this case, the transmitted signal can be represented as follows:

sm(t) =
√

Pmdm(t)cm(t). (2)
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2.2. Circular Array Antenna

This paper assumes a circular array antenna [19–22]. The reason is that it can be applied not
only to general mobile nodes but also to special applications such as a vehicle [20,22]. For example,
refs. [20,22] assume a vehicle equipped with a circular array antenna as a VANET node. In a circular
array antenna, K pieces of half-wave dipole antenna elements are arranged at half-wave intervals on
a circle of radius R. Assuming that the input signal of the k-th (k = 1, 2, . . . , K) antenna element is
xk(t), the input vector of the circular array antenna X(t) = [x1(t), x2(t), . . . , xK(t)]T can be expressed as
Equations (3)–(8).

X(t) = AS(t) + η(t) (3)

S(t) = [s1(t), s2(t), . . . , sM(t)]T (4)

A = [a(θ1), a(θ2), . . . , a(θM)] (5)

a(θm) = [ exp(− jφ1(θm), exp(− jφ2(θm), . . . , exp(− jφK(θm)]
T (6)

φk(θm) =
2π
λ

R cos
{
θm −

2π
K

(k− 1)
}

(7)

η(t) = [n1(t), n2(t), . . . , nK(t)]
T (8)

where, a(θm) and θm are the steering vector and the angle of arrival of the signal at the m-th node,
respectively; λ is the wavelength of the radio wave; nk(t) is the thermal noise of the k-th antenna
element; and T is the transposition. In this research, it is assumed that the thermal noise is additive
white Gaussian noise (AWGN) and there is no multipath fading to simplify the discussion. The output
of the array antenna yant(t) can be expressed as following Equation (9):

yant(t) = Re
{
WHX(t)

}
=

K∑
k=1

Re
{
W∗kxk(t)

}
(9)
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where, Re {z} is the real part of the complex number z, Wk is the weight of the k-th antenna element,
and H and * are the Hermite transposition and complex conjugate, respectively.

In general, the optimal weight vector Wopt of an adaptive array antenna can be obtained by
solving the Wiener–Hoff equation. This solution is called the Wiener solution and is represented as
follows in Equation (10):

Wopt = R−1
xx rxr (10)

where, Rxx is the correlation matrix of the input vector and is defined by the following Equation (11):

Rxx , E
[
X(t)X(t)H

]
(11)

Then, rxr is a correlation vector between the reference signal r (t) and the input vector, and it is
defined as follows in Equation (12):

rxr , E[X(t)r∗(t)] (12)

Here, the reference signal r (t) is the transmission signal s1(t) of the first node (desired node).
From the above Equations, the Rxx and rxr of the circular array antenna that are used in the EOMF are
derived as follows in Equations (13)–(16):

Rxx =
M∑

m=1

Pm


1 e− jΦ(1,2) . . . e− jΦ(1,K)

e− jΦ(2,1) 1 . . . e− jΦ(2,K)

...
... . . .

...
e− jΦ(K,1) e− jΦ(K,2) . . . 1

+ PnIK (13)

rxr = P1


e− jφ1(θ1)

e− jφ2(θ1)

...
e− jφK(θ1)

 (14)

Φ(ι,κ) = φι(θm) −φκ(θm) (15)

Pn = E
[∣∣∣nk(t)

∣∣∣2] = 2σ2
in (16)

where, IK is the K-th-order identity matrix. P1 = E
[∣∣∣s1(t)

∣∣∣2] and Pm = E
[∣∣∣sm(t)

∣∣∣2] (m = 2, 3, . . . , M) are

the input power of the desired signal and the interference signal, respectively. Pn is the thermal noise
power at each antenna element, and σ2

in is the noise variance.

2.3. OMF

The OMF consists of one matched filter (MF) with the same sequence as the desired node’s
spreading sequence and N-1 matched filters (which is called the matched filter group: MFG) with a
sequence that is orthogonal to the desired node’s spreading sequence [16–20]. N is the sequence length
of the spreading sequence. A sequence that is orthogonal to the spreading sequence of the desired
node is generated by Gram–Schmidt orthonormalization. A replica of the interference component
that is included in the MF output is generated by weighting and adding the output of the MFG using
a linear combiner (LC) controlled by an adaptive algorithm. The OMF can reduce the interference
component of the MF output by using the replica of the interference component.

From (2), the received signal vector x that is obtained by sampling the spread signals that are
transmitted from M nodes by N chips is expressed as follows in Equations (17) and (18):

x =
M∑

m=1

√
Pmdmcm + n (17)
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cm = [cm(1), cm(2), . . . , cm(N)]T (18)

where, n is the noise component for the N chips that are generated in the channel. Since the MF has
the same sequence as the spreading sequence of the desired node, that is, c1, the output of MF xMF is
expressed by the following Equations (19) and (20):

xMF = c1
Tx = N

√
P1d1 +

M∑
m=2

√
Pmdmc1

Tcm + c1
Tn (19)

c1
Tc1 = N (20)

In addition, MFGi (i = 1, 2, . . . , N − 1) has a sequence ui = [ui(1), ui(2), . . . , ui(N)] that is orthogonal
to c1. Hence, the output of MFGi xMFGi is expressed as follows in Equations (21) and (22):

xMFGi = ui
Tx =

M∑
m=2

√
Pmdmui

Tcm + ui
Tn (21)

ui
Tc1 = 0 (22)

Additionally, the LC’s weight vector w is defined as follows in Equation (23):

w , [w1, w2, . . . , wN−1]
T (23)

The replica of the interference component included in xMF is generated by weighting and adding
xMFGi using the weight wi. Therefore, the output of OMF xOMF is expressed as follows in Equation (24):

xOMF = xMF +
N−1∑
i=1

wi xMFGi

= N
√

P1d1 +
M∑

m=2

√
Pmdmc1

Tcm + c1
Tn

+
N−1∑
i=1

(
M∑

m=2

√
Pmdmui

Tcmwi + ui
Tnwi

) (24)

2.4. EOMF

As shown in Figure 1, the EOMF has a configuration in which an array antenna is incorporated
at the start of the OMF [20]. If the desired signal to interference signal ratio (DIR) of the input
signal is small, the OMF cannot sufficiently remove the interference signal. However, the DIR is
improved since the input signal of the OMF in the EOMF is the output signal of the array antenna.
However, the cancelled interference of the array antenna is insufficient when the arrival angle of
the desired signal is close to that of the interference signal or when the degrees of freedom of the
antenna are insufficient. However, since the array antenna output in the EOMF is input to the OMF,
the residual interference components can be removed. Furthermore, the error convergence in the
adaptive algorithm is improved by using the array antenna output that is beamformed on the desired
signal as an input signal to the MF and the array antenna output null that is used as an input signal to
the MFG in the EOMF.

The received signal vector of the MF, that is, the signal vector ybeam that is beamformed for the
desired signal, is expressed as follows from Equations (9) and (17), where the weight vector of the
array antenna is defined as U , [U1, U2, . . . , UK]

T in Equation (25):

ybeam =
K∑

k=1

Re
{
U∗kxk

}
=

K∑
k=1

 M∑
m=1

√
PmdmcmRe

{
e− jφk(θm)U∗k

}
+ Re

{
nkU∗k

} (25)
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where, the correlation matrix and the correlation vector of U are the same as Equations (13) and (14),
respectively. Likewise, the received signal vector of the MFG, that is, the signal vector ynull used to
null steer the desired signal, is expressed as follows, where the weight vector of the array antenna is
defined as V , [V1, V2, . . . , VK]

T in Equation (26):

ynull =
K∑

k=1

Re
{
V∗kxk

}
=

K∑
k=1

 M∑
m=1

√
PmdmcmRe

{
e− jφk(θm)V∗k

}
+ Re

{
nkV∗k

} (26)

However, the reference signal for null steering is the signal that is obtained by subtracting the
reference signal for beamforming from the received signal [20]. Hence, the correlation matrix of V is
the same as U, and the correlation vector of V , rxr

′, is as follows in Equation (27):

rxr
′ =

M∑
m=2

Pm


e− jφ1(θm)

e− jφ2(θm)

...
e− jφK(θm)

 (27)

From (19) and (25), the output signal of the MF yMF is expressed by the following Equation (28):

yMF = c1
Tybeam

=
K∑

k=1

(
N
√

P1d1Re
{
e− jφk(θ1)U∗k

}
+

M∑
m=2

√
Pmdmc1

TcmRe
{
e− jφk(θm)U∗k

}
+c1

TRe
{
nkU∗k

}) (28)

In (28), the first term, the second term, and the third term represent the desired signal component,
the interference signal component and the noise component, respectively. Additionally, the output
signal of the MFGi yMFGi is expressed as following Equation (29) from Equations (21) and (26):

yMFGi = ui
Tynull =

K∑
k=1

 M∑
m=2

√
Pmdmui

TcmRe
{
e− jφk(θm)V∗k

}
+ ui

TRe
{
nkV∗k

} (29)

where, yMF and yMFGi need to be normalized with respect to the desired signal component since the
error signal that is used to update the weight vector of the LC is the difference between the output of
the EOMF and its hard decision signal (+1 or −1). That is, the following Equation (30) needs to hold:∣∣∣∣∣∣∣

∑K
k=1 N

√
P1d1Re

{
e− jφk(θ1)U∗k

}
∑K

k=1 N
√

P1Re
{
e− jφk(θ1)U∗k

} ∣∣∣∣∣∣∣ = |d1| = 1 (30)

In this research, (30) is assumed to hold for simplification. From the above, assuming that the
normalized yMF and yMFGi are yMF

′ =
yMF
α and yMFGi

′ =
yMFGi
α , respectively, the output of the EOMF y

is expressed as following Equation (31):

y = yMF
′ +

N−1∑
i=1

wiyMFGi
′ =

1
α

yMF +
N−1∑
i=1

wiyMFGi

 (α , 0) (31)
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3. Theoretical Analysis

3.1. Noise Free and Interference Channel

In this subsection, we derive the optimal solution for the noise free and interference channel.
In this research, a weight vector that minimizes the mean squared error (MSE) that is expressed by the
following Equation (32) is defined as the optimal solution:

E2
i f ,

y−
1
α

K∑
k=1

N
√

P1d1Re
{
e− jφk(θ1)U∗k

}
2

(32)

For a noise free channel, Equation (32) can be rewritten as follows in Equation (33):

E2
i f = 1

α2

(
K∑

k=1

M∑
m=2

√
Pmdmc1

TcmRe
{
e− jφk(θm)U∗k

}
+

N−1∑
i=1

wi
K∑

k=1

M∑
m=2

√
Pmdmui

TcmRe
{
e− jφk(θm)V∗k

})2 (33)

Therefore, the following Equation (34) is satisfied in the case of the optimal weight vector wopt:

K∑
k=1

c1
TcmRe

{
e− jφk(θm)U∗k

}
= −

N−1∑
i=1

ui
T

K∑
k=1

cmRe
{
e− jφk(θm)V∗k

}
wopt,i (34)

The derivation of Equation (34) is shown in Appendix A. To derive wopt, consider the following
Equations (35)–(39):

B = −Cwopt (35)

wopt =

{
−C−1B (M = N)

−C+B (M < N)
(36)

B =


Υ(2)

...
Υ(M)

, C =


u1

TΨ(2) . . . uN−1
TΨ(2)

...
. . .

...
u1

TΨ(M) . . . uN−1
TΨ(M)

 (37)

Υ(m) =
K∑

k=1

c1
TcmRe

{
e− jφk(θm)U∗k

}
(38)

Ψ(m) =
K∑

k=1

cmRe
{
e− jφk(θm)V∗k

}
(39)

where, we can find only one wopt that satisfies E2
i f = 0 if it is full rank as M = N. However, if M < N,

there are multiple solutions that satisfy Equation (36). In this case, the adaptive algorithm allows w
to converge to the minimum Euclidean norm with C+ as the Moore–Penrose pseudoinverse. As a
result, M < N is necessary to completely eliminate the interference. Hence, an MF that exceeds the total
number of nodes is required.

3.2. Noisy Interference Channel

In a noisy interference channel, the output of the EOMF when the interference is removed using
wopt is expressed as following Equation (40) from Equations (28), (29), and (31):

y =
1
α

 K∑
k=1

N
√

P1d1Re
{
e− jφk(θ1)U∗k

}
+ c1

TRe
{
nkU∗k

}
+

N−1∑
i=1

wopt,iui
TRe

{
nkV∗k

}
 (40)
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Hence, the noise component increases by the number of MFs.

3.3. Residual Interference Due to Nonoptimal Weight Vector

If wopt in a noise free interference channel is used, the interference can be completely removed.
However, if the weight vector has an error and it is not optimal, interference will remain. Ref. [19]
considers an additional error ε and a multiplication error ∆ as the errors in the weight vector to consider
a non-optimal weight vector.

If the weight vector has ε, it can be expressed as follows:

w′ = wopt + ε =
[
wopt,1 + ε1, wopt,2 + ε2, . . . , wopt,N−1 + εN−1

]T
(41)

Using w′ instead of wopt, the output of the EOMF is as follows:

y = 1
α

{
K∑

k=1

(
N
√

P1d1Re{e− jφk(θ1)U∗k}+ c1
TRe{nkU∗k}

+
N−1∑
i=1

(
M∑

m=2

√
Pmdmui

TcmRe{e− jφk(θm)V∗k}εi + wopt,iui
TRe{nkV∗k}

+εiui
TRe{nkV∗k}

)
)}

(42)

In addition, y in a noise free environment is as follows:

y =
1
α

 K∑
k=1

N
√

P1d1Re{e− jφk(θ1)U∗k}+
N−1∑
i=1

M∑
m=2

√
Pmdmui

TcmRe{e− jφk(θm)V∗k}εi


 (43)

Hence, the interference is not completely removed due to ε. In this case, the MSE of the output
signal, Esum

2, that is, the residual interference power, is expressed as follows:

Esum
2 = 1

α2

{
K∑

k=1

(
c1

TRe
{
nkU∗k

}
+

N−1∑
i=1

(
M∑

m=2

√
Pmdmui

TcmRe
{
e− jφk(θm)V∗k

}
εi + wopt,iui

TRe
{
nkV∗k

}
+εiui

TRe
{
nkV∗k

})
)}2

(44)

Next, if the weight vector has a scalar coefficient ∆, it can be expressed as follows:

w′ = ∆wopt = wopt + wopt(∆ − 1) (45)

That is, wopt(∆ − 1) can be regarded as ε. By applying this to Equation (44), Emul
2 is expressed

as follows:

Emul
2 = 1

α2

{
K∑

k=1

(
c1

TRe
{
nkU∗k

}
+

N−1∑
i=1

(
M∑

m=2

√
Pmdmui

TcmRe{e− jφk(θm)V∗k}wopt,i(∆ − 1)

+wopt,iui
TRe{nkV∗k}+ wopt,i

(
∆ − 1)ui

TRe { stretchy = ”false” nkV∗k}
)
)}2

(46)

3.4. Residual Noise Effect

Each component of the complex noise vector nk is normally distributed with mean µ and variance
σ2

in, and it is ergodic. For AWGN, µ = 0, and σ2
in represents the average power of the real and imaginary

parts of the noise. That is, Pn = 2σ2
in for the total noise power, and the noise power on the real part of
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the signal is σ2
in = Pn/2. Here, since the norm of the spread sequence is ‖ cm ‖

2 = N, the time average
of the variance of the noise that has passed through the MF, σ2, can be expressed as follows:

σ2 =
N
α2 σ

2
in‖ U ‖2 (47)

This is equal to the noise power that is contained in the de-spread signal of the array output.
However, since the norm of ui that is found using the Gram–Schmidt orthonormalization method is
‖ ui ‖= 1, the time average of the variance of the noise that is normalized by passing through the MFGi
is as follows:

σ2 =
1
α2 σ

2
in‖ V ‖2 (48)

Since the outputs of MFGi are weighted by the LC and summed up, the residual noise that is
contained in the output of EOMF, σ2

sum, is expressed as follows:

σ2
sum =

N
α2 σ

2
in‖ U ‖2 +

1
α2 σ

2
in‖ V ‖2‖ w ‖2 (49)

Hence, in the EOMF, the noise is increased by the second term on the right side of Equation (49)
and is emphasized, which increases the bit errors.

3.5. Optimal Weight Vector in an Interference and AWGN Channel

When the optimal weight vector wopt that is derived by Equation (36) is used, the interference
component is completely removed from the EOMF output. However, as shown in Equation (49),
the noise power is amplified and the MSE is increased. To suppress the effect, [19] considers the
optimization of a scalar coefficient ∆ (0 ≤ ∆ ≤ 1) from Equation (46). Equation (46) shows that the
noise component approaches zero and the interference component increases when ∆ becomes close
to zero; meanwhile, the interference component approaches zero and the noise component increases
when ∆ becomes close to one. Hence, they are expressed as following Equations (50) and (51):

lim
∆→0

Emul
2(∆) = 1

α2

{
K∑

k=1

(
c1

TRe
{
nkU∗k

}
−

N−1∑
i=1

M∑
m=2

√
Pmdmui

TcmRe
{
e− jφk(θm)V∗k

}
wopt,i

)
}
2

(50)

lim
∆→1

Emul
2(∆) =

1
α2

 K∑
k=1

c1
TRe

{
nkU∗k

}
+

N−1∑
i=1

wopt,iui
TRe

{
nkV∗k

}


2

(51)

Hence, the optimal weight vector ŵopt that satisfies the minimum MSE (MMSE) that is calculated
by the sum of the residual noise and residual interference is defined as following Equations (52)
and (53):

ŵopt = arg min
0≤∆≤1

(
Emul

2(∆)
)
= ∆optwopt (52)

∆opt , arg min
0≤∆≤1

(
Emul

2(∆)
)

(53)

where, Emul
2(∆) is expressed by the following Equations:

Emul
2(∆) = N

α2 σ
2
in‖ U ‖2 + ∆2

α2 σ
2
in‖ V ‖2‖ wopt ‖

2 +
(1−∆)2GI

2

α2 β = p∆2 + q∆ + γ

= p
(
∆ +

q
2p

)2
−

q2

4p + γ
(54)

p =

(
1
α2 σ

2
in‖ V ‖2‖ wopt ‖

2 +
GI

2

α2 β

)2

(55)
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q = −2
GI

2

α2 β (56)

γ =
N
α2 σ

2
in‖ U ‖2 +

GI
2

α2 β (57)

β =
M∑

m=2

(
c1

Tcm
)2


 K∑

k=1

Re
{
e− jφk(θm)

}
Re

{
U∗k

}
2

+

 K∑
k=1

Im
{
e− jφk(θm)

}
Im

{
U∗k

}
2 (58)

where, GI is the interference power. Equation (54) is derived in detail in Appendix B. Equation (54) is
obviously a quadratic Equation with respect to ∆. Then, Emul

2(∆) is a downward convex function since
p ≥ 0. Hence, the ∆opt for which Emul

2(∆) is minimized and the MMSE, min
(
Emul

2(∆)
)
, are derived as

follows:

∆opt = −
q

2p
=

GI
2β

σ2
in‖ V ‖2‖ wopt ‖2 + GI2β

(59)

min
(
Emul

2(∆)
)
= −

q2

4p
+ γ = −

(
GI

2β/α
)2

σ2
in‖ V ‖2‖ wopt ‖2 + GI2β

+
N
α2 σ

2
in‖ U ‖2 +

GI
2

α2 β (60)

From the above, the optimum weight vector ŵopt and the MMSE when using it can be derived.

4. Numerical Results

This section compares the numerical results of the theoretical analysis and computer simulation.
In addition, a comparison of the EOMF and the only conventional OMF case [16] is also performed.
Table 1 shows the simulation parameters. In the computer simulation, it is assumed that there is one
desired node and one or five interference nodes, and the number of antenna elements of the EOMF is
two or six. The reason for selecting these numbers of antenna elements is that each corresponds to
the number of interferences. That is, the case of two antenna elements can deal with one interference,
but not five interferences, while the case of six antenna elements can deal with both interference cases.
For simplification, the transmission power of the desired node is normalized to one, and the arrival
direction of the signal is zero degrees. The transmission powers of all the interference nodes are equal,
and their signal arrival directions are equally divided by 360 degrees. Additionally, synchronous
acquisition, synchronous tracking, and normalization are assumed to be ideal. The noise is assumed to
be AWGN without considering multipath fading.

Table 1. Computer simulation parameters.

Parameter Detail

Channel model AWGN
Modulation BPSK and DSSS

Spreading sequence Gold sequence
Spreading factor 7

Carrier frequency 760 [MHz]
Transmit power of desired node 1
Number of interference nodes 1 or 5

Number of antenna elements 2 or 6 (EOMF case)
1 (Only conventional OMF case [16])

Direction of arrival (desired node) 0 [degree]
Information data length 10,000 [bits]

Number of trials 10,000

AWGN: additive white Gaussian noise; BPSK: binary phase shift keying; DSSS: direct-sequence spread-spectrum;
EOMF: extended orthogonal matched filter.
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Figures 3 and 4 compares the MSEs of the only conventional OMF case [16] and the EOMF
that are obtained with the computer simulation and the theoretical analysis as a function of ∆ in the
case that Eb/N0 = −20 dB and Eb/N0 = 20 dB, respectively. The derived theoretical curve agrees
with the computer simulation results in each DIR, regardless of whether the number of interference
nodes is one or five under both Eb/N0 conditions. When the number of interfering nodes is the same,
as ∆ approaches one, each MSE approaches the same value under the two conditions with different
DIRs. Compared to the MSE of the only OMF case, those of the EOMF are reduced. In particular,
it is suppressed most under any condition when the number of antenna elements is six. In addition,
the MSE of this case is almost constant under each Eb/N0 condition.
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Figures 5–7 illustrate ∆opt of the EOMF and the only OMF under various DIR and Eb/N0 conditions.
When there is one interfering node, ∆opt approaches one if Eb/N0 is high and the DIR is low while
∆opt approaches zero if Eb/N0 is low and the DIR is high. Additionally, in the case where the number
of interfering nodes is five and the number of antenna elements is two, the ∆opt increases as Eb/N0

increases until Eb/N0 = 5 dB, while ∆opt decreases when Eb/N0 > 5 dB and the DIR is higher than 7 dB.
Furthermore, the ∆opt in the case that the number of interference nodes is five is smaller than that in
the case that the number of interference nodes is one.
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Figure 7. ∆opt of the only OMF under various DIR and Eb/N0 conditions. (a) The number of interference
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Figures 8–10 show the MMSE of the EOMF and the only OMF when the optimum weight vector
ŵopt is used as the performance bound. As shown in these figures, the MMSE depends on both Eb/N0

and the DIR. As an example, the MMSE of the EOMF with two antenna elements when Eb/N0 = 20 dB
is focused on. When the DIR ≥ 2 dB, the higher the DIR is, the smaller the MMSE. However, when the
DIR < 2 dB, the lower the DIR is, the smaller the MMSE. This phenomenon is also seen in the other
Eb/N0 cases. Then, the EOMF with six antenna elements achieves smaller MMSE than other cases.
Specifically, only it has the MMSE of about 0.001.
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5. Discussion and Conclusions

This research theoretically derived the optimal weight vector of the EOMF ŵopt and the MMSE as
its performance bound in the interference and AWGN channel environment. The comparison of the
numerical results from the computer simulation and theoretical analysis showed the correctness of the
theoretical analysis. The results also showed that ŵopt and the MMSE depended on both Eb/N0 and
the DIR.

Here, numerical results are also discussed. In the case that the number of interfering nodes was
the same, each MSE approached the same value under the two conditions with different DIRs as ∆
approaches one. The reason is that the interference component is removed as ∆ approaches one and
only the noise component remains according to Equation (46). Then, the MSE of the EOMF with six
antenna elements was almost constant under each Eb/N0 condition, because the interference signal
could be sufficiently removed, and only the influence of noise appeared in those results. Additionally,
the ∆opt in the case of five interference nodes was smaller than that in the case of one interference node.
This is because the amount of interference for each node is small, and the EOMF works to further
remove noise from Equation (46) in the former case. Furthermore, there was a local maximum for each
MMSE. This is due to the power inversion effect in which the stronger the interference component is,
the better the interference suppression effect [21].
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Future work includes deriving the theoretical bit error ratio (BER) and analysing the theoretical
performance considering multipath fading.
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Appendix A

Equation (34) is derived from Equation (33) as follows in Equations (A1)–(A3):
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Finally, Equation (34) is obtained as Equation (A3).

Appendix B

In this appendix section, how to derive Emul
2(∆) of Section 3.5 is described. From Equation (46),

Emul(∆) is transformed as follows in Equation (A4):
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Since the average power can be regarded as the time average of variance, Emul
2(∆) can be expressed

as follows:
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where nk(t) and dm(t) (∈ {1,−1}) are the noise and the data symbol at time t, respectively. The noise
power is the variance of the noise since the noise is assumed to be AWGN. Hence, the following
Equations (A6) and (A7) are derived:
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Furthermore, the fifth and sixth terms of Equation (A5) can be modified as follows in Equation (A8):
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where, Pm is constant regardless of time assuming that Pm is quasi-stationary. Furthermore, it is assumed
that all interference powers are equal to simplify the discussion, such as P2 = P3 = . . . = PM = GI.
Hence, Equation (A8) is rewritten as follows in Equation (A9) because dm(t)

2 = 1:

(A8) =
(1− ∆)2GI

2

α2 β (A9)

From the above Equations, Equation (54) can be obtained.
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