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Abstract: Malware complexity is rapidly increasing, causing catastrophic impacts on computer sys-

tems. Memory dump malware is gaining increased attention due to its ability to expose plaintext 

passwords or key encryption files. This paper presents an enhanced classification model based on 

One class SVM (OCSVM) classifier that can identify any deviation from the normal memory dump 

file patterns and detect it as malware. The proposed model integrates OCSVM and Principal Com-

ponent Analysis (PCA) for increased model sensitivity and efficiency. An up-to-date dataset known 

as “MALMEMANALYSIS-2022” was utilized during the evaluation phase of this study. The accu-

racy achieved by the traditional one-class classification (TOCC) model was 55%, compared to 99.4% 

in the one-class classification with the PCA (OCC-PCA) model. Such results have confirmed the 

improved performance achieved by the proposed model. 

Keywords: Novelty-class; One-class SVM (OCSVM); Memory dump; Malware; Principal  

Component Analysis (PCA); Dimensionality Reduction 

 

1. Introduction 

The progress and development of computer information systems and their indivisi-

ble connection to our lives have dramatically increased the motivation of attackers to tar-

get these systems [1,2]. Malicious software (malware) widely affects computer infor-

mation systems in various ways, interrupting their normal operations, harming and re-

moving files, programs, or services, and allowing illegitimate access to sensitive and pri-

vate information. 

In particular, malware disrupts regular user activity in computer systems by con-

ducting undesired or harmful actions [3]. According to the AV-Test Institute, the number 

of malware attacks on operating systems has increased by 722.505 million since 2022, com-

pared to 13.365 million in 2008 [4]. Many malware devices, such as ransomware, spyware, 

rootkits, worm, viruses, bots, botnets, Trojan horses, and other malware types, exist and 

target many parts of information systems, especially memory dump files. Memory dump 

aims to discover faults within working applications or programs. 

Memory dump files regularly contain information on the final state of programs and 

applications. Memory areas and program status are considered points of interest for at-

tackers to steal vital information such as passwords and encryption keys, causing a breach 

and a major threat to confidentiality, integrity, and authenticity [5]. Manual detection 

methods of memory dump attacks are linked with limited capability due to low-accuracy 

rate and time-consuming issues, This can be developed by different machine learning sys-

tems, where training data is used to generate the most rapid and accurate evaluation pos-

sible [6]. In contrast, a few machine learning techniques focus on speed, and others focus 

on precision and accuracy. Subsequently, it is crucial to select the most capable machine 
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learning model for the memory dump context that can achieve the optimal model results 

[7,8]. 

Obfuscated malware [9] is malware that hides to avoid detection and extermination. 

In this research, we employed a dataset generated from an obfuscated malware dataset 

simulating real-world situations. “MalMemAnalysis2022” is a balanced dataset designed 

to test obfuscated malware detection methods through memory and is made up of spy-

ware, ransomware, and Trojan malware. The structure of the “MalMemAnalysis2022” da-

taset is shown in Figure 1. 

 

Figure 1. The Memory Dump Dataset Structure. 

This paper aims to provide an enhanced memory dump detection model by increas-

ing the model’s sensitivity, improving its ability to be generalizable, and improving its 

efficiency in detecting different types of memory malware, especially zero-day malware. 

The OCSVM classifier is utilized to identify any deviation from the normal memory dump 

file patterns. In addition, a technique of dimensionality reduction, PCA, is combined with 

the OCSVM training phase to achieve the desired goals.  

The “MalMemAnalysis2022” dataset [7] is utilized in two scenarios, as illustrated in 

Figure 2. The first scenario, known as TOCC, is to train an OCSVM classifier and evaluate 

its performance. The second scenario, OCC-PCA, is to reduce the dataset dimensionality 

using the PCA technique before training the OCSVM classifier. Several accuracy matrices 

have been used to evaluate the performance of both scenarios and to determine whether 

the PCA improved the standard OCSVM performance. The proposed OCSVM model 

achieved results and was compared with results reported in related studies for bench-

marking and validation. 

The remaining part of this paper is structured as follows: Section 2 provides a back-

ground of memory dump attacks, the concept of novelty detection, the OCSVM, and PCA 

classifiers. Section 3 demonstrates recent related work, whereas Section 4 comprehen-

sively describes the methodology. Section 5 describes and analysis the evaluation results. 

Section 6 is the conclusion. 
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Figure 2. The Proposed Scenarios for OCC-PCA and TOCC Models. 

2. Background 

2.1. Memory Dump and Their Attacks 

A memory dump occurs when all of the information in RAM is written onto a hard 

drive. Memory dumps are widely used to collect diagnostic information during a crash to 

aid in debugging and learning more about the event and to help solve problems with 

operating systems and other programs. Many computer problems are unfixable because 

they need a reboot, yet the code that caused the problem is still stored in RAM at the time 

of failure. Due to the volatile nature of RAM, memory dumps save data that could other-

wise be lost or overwritten. Some customers are concerned about privacy because these 

dumps might contain anything in the computer’s dynamic RAM. Dumps may pose a se-

curity concern since they are saved on the hard drive. Hackers may be able to extract 

cleartext passwords or decryption keys from a memory dump that would be hard to ob-

tain otherwise [1]. 

Some malware encrypts the user’s data and demands payment to access the key 

needed to recover this information, known as ransomware. In the same respect, spyware 

attempts to compromise machines allowing for the surveillance of various system activi-

ties that could significantly compromise the user’s personal information. Trojan horse is a 

program that appears to be helpful and legitimate; however, it contains a secret code that, 

when executed, performs an undesirable or dangerous function. Trojan horses perform 

tasks that the attacker cannot work on directly.  

2.2. Novelty Detection 

The detection of unique or uncommon data within a dataset is known as novelty 

detection. A machine learning system might be trained entirely on correct data to classify 

this data appropriately in novelty detection. However, one-class classification achieves 

novelty detection, requiring distinguishing one class (the specified normal, positive class) 

from all other alternatives. The positive type is commonly considered well-sampled, 

whereas the opposite category is drastically under-sampled [10,11]. The novelty detection 

approach provides the ML model with more flexibility. It can be generalized to unknown 

memory dump patterns as the approach focuses on the deviation from the target class to 

detect any outlier as an anomaly [12]. 

2.3. OCSVM and PCA Classifier 

OCSVM classifier uses techniques for identifying outlier data and creating a bound-

ary to separate the numeric values from the rest of the input space. In addition, the domain 

of the minor class is measured. Data points outside parameters are considered outliers 

[13]. OCSVM applies SVM concepts to one-class settings. Kernels that perform dots be-

tween points from the input data determine the distance in a high-dimensional space [14]. 

The PCA is a classifier that utilizes a statistical manner to reduce the dataset dimensions. 

This involves creating uncorrelated parameters and selecting from a linear collection of 

the input features from the original dataset. Hence, the variance will increase, and relevant 
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features will be produced from the entire dataset. PCA relies on eliminating all features 

that are not necessary and focuses on the crucial features that produce more robust results. 

In this paper, the PCA classifier handles dataset features to minimize the feature number, 

which can contribute to enhancing the OCSVM classifier in the training and testing 

phases. The PCA is a classifier that utilizes a statistical manner to reduce the dimension-

ality of the feature. Uncorrelated features are extracted from a linear collection of the input 

features, maximizing their variance and improving the ML model’s performance. In ad-

dition, low dimensional feature space reduces computational costs and memory usage 

[15].  

In this paper, the PCA classifier handles dataset features to minimize the feature di-

mensionality that can enhance the OCSVM classifier in the training and testing phase. 

PCA relies on eliminating all features that are not necessary and concentrating effort on 

the crucial features that produce more robust results, which helped us achieve the best 

results. 

3. Literature Reviews 

Many researchers have employed different one-class classification techniques to de-

tect novel attacks efficiently as soon as they occur. Consequently, most experimental at-

tempts are combined with various enhancement techniques to improve the one-class clas-

sifier performance. 

This section provides a comprehensive review of studies that adopted different class 

classification techniques. The focus was on how classifiers are employed, what attempts 

were used to enhance the performance, the utilized datasets, and what results were 

achieved.  

Ref. [16] proposed an anomaly-based and signature-based NIDS that overcame other 

systems in terms of reducing false alarm rates and detecting zero-day attacks. To build 

the NIDS, they presented two parallel subsystems, each utilizing OCSVM. The target class 

of the first OCSVM subsystem was the normal network packets to detect any outliers, 

while in the second OCSVM subsystem the target class was the attack packets to identify 

the known attacks. This research used the “KDDCUP-99” dataset for the training phase. 

Then the optimal features were selected using the Pigeon Inspired Optimizer (PIO) from 

the training sets. In the proposed methodology, the two subsystems were integrated in a 

parallel manner to judge each packet; in this way, false alarms were reduced, and detec-

tion rates were increased. For evaluation, “KDD CUP-99”, “NSL-KDD,” and “UNSW-

NB15” datasets were used in the proposed NIDS testing phase. This research was carried 

out with the “KDD CUP-99” dataset: (99.7%) accuracy rate, (99.8%) DR, and (0.02%) FPR. 

The authors of [17] proposed using SIMCA and OCSVM models to identify impuri-

ties in cassava starch. Both models used a one-class classification technique. The SIMCA 

model used PCA instead of the OCSVM model, which used the OCSVM classifier. The 

evaluation results showed the two models’ accuracy rates, 78.8%, and 86.9%, respectively, 

in forecasting benign data. In the same respect, OC-SVM, WOC-SVM-DD, WOC-SVM 

(ND), and AWOC-SVM classifiers were implemented utilizing eight different datasets. 

Preliminary results in ref. [18] confirmed the viability and effectiveness of the WOC-

SVM-DD classifier, which improved the weight calculation procedure, and addressed lim-

ited sample and high-dimension classification. Further experiments indicated the out-

standing performance of OCSVM, 99.3% accuracy, utilizing the banknote authentication 

dataset. 

In [19], an HIDS model that combines the C5 and OC-SVM classifiers was developed 

and evaluated. The model was tested on the NSL-KDD and ADFA datasets. Three evalu-

ation stages were conducted to reach high-accuracy results; in the last stage, OCSVM with 

an RBF kernel was applied using LIBSVM to achieve a detection accuracy of 76.4% for the 

ADFA dataset and 72.17% for the NSL-KDD dataset. 
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The authors of [20] described a semi-supervised novelty identification technique 

based on OC-SVM for SMS spam detection. The researchers used a chi-squared feature 

selection algorithm, and only normal data were trained and had a 98% accuracy rate.  

The authors of [21] introduced an unsupervised deep learning strategy for IDS. NSL-

KDD and UNSW-NB15 datasets were implemented, and the proposed CAE + OCSVM 

classifier was combined with a 1D CAE approach to a joint optimization framework. Con-

volutional auto-encoder and CNN methods were implemented to accomplish significant 

feature illustrations for both datasets. This method boosts OCSVM’s prediction accuracy 

to 91.58% with the NSL-KDD dataset and 94.28% with the UNSW-NB15 dataset. 

In addition, in [22], an anomaly-based NIDS that utilizes unsupervised methods to 

detect zero-day attacks was presented. Furthermore, unsupervised NIDS demonstrated 

their capacity to identify unidentified zero-day attacks provided that the malicious traffic 

diverges from legitimate traffic. The OCSVM produced the highest AUROC scores of 97% 

on the CIC-IDS-2017 dataset and 94% on the CSE-CIC-IDS-2018 dataset. At the same time, 

PCA achieved a good classification performance with the lowest recorded AUROC of 84% 

on the CSE-CIC-IDS-2018 dataset. 

Moreover, in [23], a cutting-edge NIDS model that used the OCSVM technique was 

developed and tested. The suggested approach relies on identifying regular traffic. An 

accuracy rate of 97.61% was achieved in an experiment using a recent honey network. 

Consequently, according to the experimental findings, OCSVM has 97.6% accuracy for 

predicted benign behavior. 

In [24], the authors proposed an unsupervised learning model memory augmented 

auto-encoder (MemAE); performance results of the model proposed were compared with 

OCSVM and AE models. All three models were trained on benign records and imple-

mented using UNSW-NB15, NSL-KDD, and CICIDS 2017 datasets. The OCSVM model 

accuracy rate values were 94% on NSL-KDD, 81% on UNSW-NB15, and 76% on CICIDS 

2017 datasets. Accordingly, MemAE was proposed as a solution to the over-generalization 

problem of auto-encoders. 

Furthermore, in [25], a unique method for exploiting PMU data to detect cyber-at-

tacks on smart grids was proposed and built. It uses publicly accessible datasets on power 

system hacks and is based on semi-supervised anomaly identification. A performance 

comparison was carried out between four semi-supervised algorithms and four super-

vised algorithms. The four semi-supervised techniques were set up with PCA and a deep 

auto-encoder feature extraction approach. The OCSVM classifier had 84%, 85%, and 86% 

accuracy rates for all features, PCA, and DAE, respectively. 

The authors of [26] built an anomaly-based NIDS and then proposed an improve-

ment to achieve a higher intrusion detection rate utilizing only the normal class of the 

KDD99 dataset. Basically, unsupervised training was conducted with an OCSVM algo-

rithm. To obtain the best performance with minimal false alarms, they applied a nested 

approach to the OCSVM algorithm to find the optimum hyperparameter for it. The latter 

is called the “data-driven approach for intrusion detection using nested OCSVM.” The 

two approaches were evaluated, and the nested OCSVM approach achieved the best re-

sults: (12%) and (98.25%) for FP and accuracy rates, respectively.  

A hybrid SAE-1SVM model was proposed by [27], where the stack autoencoder and 

the OCSVM algorithm were merged. The authors aimed to construct an NIDS that detects 

DDoS attacks in software-defined networks (SDNs). The unsupervised anomaly detection 

approach was based on only the legitimate traffic flows represented in the CICIDS2017 

dataset. First, feature dimensionality reduction was performed using the stack autoencod-

ing algorithm. Second, the OCSVM algorithm was trained with the resulting low-dimen-

sional feature set. The proposed model has proven its efficiency with real-time detection 

along with its effectiveness in detecting DDoS attacks with an accuracy rate of (99.35%), 

(99.97%) for the precession score, (98.28%) for the recall score, and (99.11%) for the F1 

score. 
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Looking at the literature reviews mentioned, obviously, the researchers who com-

bined the OCSVM algorithm with a dimensionality reduction technique achieved higher 

accuracy rates. The core point is eliminating all features that are not necessary and focus-

ing on the crucial features to produce more robust results. Therefore, this work uses a 

PCA classifier to extract vital features from every characteristic of the dataset and improve 

OCSVM performance. The achieved results reached a 99.4% accuracy rate. Table 1 shows 

a comparison of the proposed approach with other related works. 

Table 1. A Comparison of the Proposed Approach with other Existing OCSVM-Based Models. 

References 
Dimensionality 

Techniques 
Dataset Accuracy Rate 

Number of 

Instances 

Number of 

Features 

[16] Cosine PIO KDD CUP-99 99.70% 145,584 40 

[17] PCA Cassava starch samples 86.90% 244 17 

[18] Manual banknote authentication samples 99.30% 282,910 5 

[19] Manual ADFA 76.40% 37,000 7 

[20] chi-squared  SMS Spam collection 98.00% 5574 200 

[21] AE, CNN UNSW-NB15 94.28% 257,673 42 

[22] Manual CIC-IDS-2018 97.00% 1,396,787 67 

[23] Manual honey network 97.61% 41,770 25 

[24] Manual NSL-KDD 94.00% 125,973 121 

[25] DAE, PCA  power system samples 86.00% 150 29 

[26] OCSVM nested  KDD CUP-99 98.25% 4601 41 

[27] Stack autoencoding CIC-IDS-2017 99.35% 691,406 80 

Proposed OCC-PCA MalMemAnalysis-2022 99.40% 58,027 10 

4. Methodology 

This section describes the study’s methodology and practice. Many phases were im-

plemented to accomplish the desired goals and objectives. The pre-processing stage was 

applied to the dataset in five steps: partitioning the dataset, handling missing values, re-

moving duplicate entries, and encoding. The OCC-PCA model utilized the PCA classifier 

on the dataset to minimize the number of features from 53 to 10 after the complete pre-

processing phase. However, 53 features from a dataset were retained by the TOCC 

method. The OCSVM classifier was then implemented for two models using dataset train-

ing samples to train and learn. Two models will then be tested with the OCSVM classifier. 
The MalMemAnalysis2022 dataset was created in 2022 to imitate real-world settings 

similar to malware seen in the real. Collecting malicious and benign dumps, the 

malMemAnalysis2022 dataset consists of 58,596 records, with 29,298 benign and 29,298 

attack records, including 56 features and three main categories of memory dump malware 

(ransomware, spyware, and Trojan horse)[7]. Many reasons for implementing this recent 

dataset are considered since it is a balanced binary classification dataset with a few miss-

ing values. In addition, we are among the earlier researchers to use this dataset. This meth-

odology employs the Python programming language, and the OCSVM classifier is uti-

lized to determine the experimental environment. After the testing step, the method offers 

information on the performance matrices used to assess the findings. Figure 3 depicts the 

methodology of the two proposed approaches. 
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Figure 3. The Methodology of the Proposed Approaches. 

4.1. Dataset Pre-Processing Phase 

The dataset goes through various processes in this phase to remove noise and then 

adapt it to the chosen ML methods, as mentioned in Figure 3. 

4.1.1. Dropping Duplicate Values 

All duplicate rows with missing values were dropped. This stage eliminates dupli-

cate features in the dataset for two approaches by removing the redundant feature col-

umn. The first column feature, known as “category,” with the type “object,” was dropped. 

Another two columns named “handles. nport” and “svcscan.interactive_process_ser-

vices” were dropped since they have zero numbers; the dataset, after removing three col-

umns, has 53 features; the last column, formerly known as a “class” with the type “object” 

was renamed “label”.  

4.1.2. Handle Missing Values 

The dataset’s missing values and duplicated rows are dealt with in two approaches 

at this level. Depending on their implications, missing values were adjusted by eliminat-

ing entire rows or replacing them with appropriate values as median [28].  

4.1.3. Encoding Dataset 

To be acceptable for the two approaches, 0 and 1 numbers define all benign attacks. 
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4.1.4. Value Normalization 

The dataset’s independent values are not fairly distributed; all values are set closely 

together to normalize with the classifier for the best accuracy and measurement perfor-

mance matrices.  

4.1.5. Dataset Partitioned 

After completing all the previous steps in the pre-processing phase, all duplicate 
rows, duplicate features, and missing values are dealt with by eliminating, dropping, or 
replacing. The dataset after that was divided into 28,796 records for memory dump mal-
ware and 29,231 for benign records. To prepare the OCSVM classifier to be trained and 
tested, the dataset depends on more samples for the training phase to make the model 
more generalizable. Malware records are divided into 30%, with 8770 records utilized for 
the testing phase, while the remaining 70%, with 20,026 records, remain inactive. Benign 
records were split into 70%, with 20,461 records for training the classifier, and 30%, with 
8770 records, for the testing phase. Table 2 depicts the number of records in the training 
and testing phase. 

Table 2. The Number of Records in the Training and Testing Phase. 

Type of Records Training Phase Testing Phase 

Benign 20,461 8770 

Attack Null 8770 

4.2. Training Phase 

After completing dataset pre-processing, the OCSVM classifier was set to depend on 
benign records for each model to train the classifier. Twenty-nine thousand two hundred 
thirty-one benign records of the dataset were split into two halves; 70% of benign records 
were to be utilized for the training classifier on both models, while 30% were to be utilized 
for the testing phase, as mentioned in Figure 3. On another side, the experimental setup 
of two models was implemented in a 64-bit Windows 11 pro computer with 12 GB RAM 
and 1.80 GHz CPU; the ML models were implemented using Python 3.8, and SPYDER 
4.2.5 provide libraries, Panda, Scikit-learn, and Numpy. Table 3 depicts the experimental 
setup for other related works. 

Table 3. The Experimental Setup for Related Works. 

References O.S RAM 
Programming 

Language 
Tool 

[16] -    

[17] 
For Windows 10 Enterprise, an Intel 
Core i7-6700K processor was used to 

train OC-SVM models 
64 GB RAM 

A script supplied 
by Cardillo was 
used to conduct 
McNemar’s test 

MATLAB R2016b. PLS 
Toolbox 8.1. The Data 

Description Toolbox version 
2.1.2 and the toolbox 

LIBSVM 3.23 for MATLAB 

[18] 

Personal computer running on 
Windows 10 and equipped with an 

Intel(R) Core(TM) i5-7400 CPU 
clocked at 3.00 GHz 

- - - 

[19] - - - - 

[20] Ubuntu Linux 16.04 64-bit machine 4 GB RAM Scikit Learn  

[21] 
A personal computer running on 

Windows 10 and Intel Core i7-8565H 
processor clocked at 1.8GHz 

128 GB RAM 

Keras and 
TensorFlow 

libraries with 
Python 3 

Jupyter 
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[22] 

Distributed job-based platform. Each 
project obtained 4 Intel(R) Xeon(R) 

Silver 4108 CPUs running at 
1.80GHz A GeForce GTX 1080 Ti 

GPU  

16 GB RAM NA NA 

[23] Ubuntu 16.05 LTS servers NA NA Google Cloud 

[24] NA NA   

[25] NA NA Python, PyOD a Python 

[26] NA NA NA NA 

[27] NA NA NA NA 

OCC-PCA 
In a 64-bit Windows 11 pro 

computer and 1.80 GHz CPU 
12 GB RAM 

Provide libraries, 
Panda, Scikit-

learn, and Numpy 
Python 3.8 and SPYDER 4.2.5 

4.2.1. The OCC-PCA Approach 

Automated dimensional reduction is implemented by utilizing a PCA classifier to 

select ten features (n = 10) out of 53 feature selections from the dataset where “n” is the 

number of feature extractions; then, the OCSVM classifier is trained on 20,461 benign rec-

ords. To select the best n value that suits the number of available features, an experiment 

with n = 30, as in [25,29], is conducted. Furthermore, in an attempt to decrease the time 

consumed, another experiment is conducted with n = 10. The python code for implement-

ing the PCA is shown in Figure 4. 

 

Figure 4. Python Code for Implementing the PCA Technique. 

The results of the two experiments are shown in Table 4. The results illustrate that 

setting n to 10 is the best for achieving a higher accuracy rate and lower consumption time. 

Table 4. The Results of Choosing the Best Number of Features for the PCA Classifier. 

Experiment Precision Recall F1 Score Accuracy 
Consumed 

Time (s) 

n = 30 99% 99% 99% 98.8% 1 

n = 10 99% 99% 99% 99.4% 0.23 

4.2.2. The TOCC Approach  

This approach was trained using the identical 20,461 benign records without utilizing 

any dimensional reduction techniques and dealt with 53 features from the dataset after 

the pre-processing phase to train the OCSVM classifier.  

4.3. Testing Phase 

Testing the OCSVM classifier for both novelty-class techniques follows the comple-

tion of OCSVM classifier training for two approaches. The OCC-PCA and TOCC models 

use 8770 benign and 8770 malware records, totaling 30% benign and 30% malware 
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records, respectively. A total of 17,540 data were employed. The result demonstrates the 

prediction error for the final model and the suggested model’s generalizability, as men-

tioned in Figure 4. 

5. Analysis and Evaluation of the Results 

In the evaluation phase, confusion matrix variables consist of four variables, detect-

ing benign records correctly as true negative (TN), correctly detecting attack records as 

true positive (TP), incorrectly recognizing benign records as false positive (FP), and incor-

rectly recognizing attack records as false negative (FN) [30]. This was developed by com-

paring actual label values to predicted label values in the testing phase and measuring 

performance matrices for both models. Recall value is a way to measure how many pre-

dicted positives were TPs. There is an inverse relationship between sensitivity/recall and 

FN alarm rates [31]. The authors mentioned that the model that produces no FN alarms 

has a recall score of  1. The proposed model seeks to reduce the false negative rates 

(FNRs) by obtaining the highest possible sensitivity. The recall score shown in Equation 

(1) indicates the sensitivity of the classifying model [32]. 

𝑅𝑒𝑐𝑎𝑙𝑙 𝑣𝑎𝑙𝑢𝑒/𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (1) 

Furthermore, it aims to increase the true negative rates (TNRs) by obtaining the high-

est possible specificity measured by Equation (2). 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑡𝑦/𝑇𝑁𝑅 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (2) 

The precision value can measure the actual positive results; in other words, it 

measures the true positive rates (TPRs) among all projected positive results. Equation (3) 

represents the precision value [33]. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛/𝑇𝑃𝑅 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (3) 

Precision and recall are both used to measure the F1 value. Equation (4) represents 

the F1 measure.  

𝐹1 = 2 (
𝑃𝑟𝑒𝑐𝑒𝑠𝑠𝑖𝑜𝑛 𝑋 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑒𝑠𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
) (4) 

The percentage of accurately predicted events from all predicted events, whether 

positive or negative, is measured by accuracy value. Equation (5) represents the accuracy 

value [33].  

A𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑟𝑎𝑡𝑒 (𝐴𝑅) =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
 (5) 

The findings of the evaluation phase, shown in Figure 5a, reveal that the TOCC ap-

proach achieved 880 TP samples and 8763 TN samples, while there were seven FP and 

7890 FN samples. The TOCC approach achieved high FN rates; consequently, it suffers 

low sensitivity (recall score of 55%). Furthermore, it achieves low specificity (TNR rate of 

53%), as shown in Table 5.  

Table 5. OCC-PCA and TOCC Models Result in Comparison. 

Model Precision Recall F1 Score TNR Accuracy 
Consumed Time 

(s) 

TOCC 76% 55% 44% 53% 55% 0.64 

OCC-PCA 99% 99% 99% 99.4% 99.4% 0.23 

At the same time, the OCC-PCA approach achieved 8725 TP samples and 8715 TN 

samples, while there were 55 FP samples and 45 FN samples, as shown in Figure 5b. With 
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this model, the OCSVM could accurately predict normal and abnormal behavior. Utilizing 

the PCA enhanced the model performance results, as shown in Table 5, and increased the 

sensitivity and specificity to 99% and 99.4%, respectively. Increasing the model sensitivity 

indicates its ability to detect any deviation of the target class, consequently increasing its 

ability to be generalized and to detect zero-day attacks. 

 

Figure 5. The Confusion Matrix of Both Models: (a) Description TOCC Confusion Matrix; (b) De-

scription OCC-PCA Confusion Matrix. 

The performance matrices of the evaluation phase reveal that the OCC-PCA model 

achieved 99%, 99%, 99%, 99.4%, and 99.4% in precision, recall/sensitivity, F1, TNR/speci-

ficity, and accuracy, respectively.  

In this model, the results illustrate that concentrating on significant features enhances 

the algorithm’s accuracy and predictability with respect to identifying benign behavior 

from malicious behavior. Apart from its accuracy, the algorithm’s sensitivity in identify-

ing and detecting normal behaviors can be enhanced and developed using the PCA algo-

rithm. On another side, the TOCC model achieved 76%, 55%, 44%, 53%, and 55% preci-

sion, recall/sensitivity, F1, TNR/specificity, and accuracy, respectively. These properties 

contain information that is not necessarily useful in the training and testing of the algo-

rithm. As a result, the TOCC model demonstrates that the OCSVM algorithm interacts 

negatively when the number of features is significant. In contrast to the OCC-PCA model, 

which uses the PCA algorithm to remove unnecessary features, the OCSVM algorithm 

appears to affect the results in anticipating normal behaviors when improving those pre-

dictions and concentrating on the necessary traits.  

In conclusion, the PCA excluded the redundant and irrelevant features and selected 

the most relevant ones that increased the model’s sensitivity and specificity. Moreover, 

memory malware usually suffers from high FP due to the inaccuracies caused by benign 

software bugs. The concept of merging the one-class classification with the PCA reduction 

techniques improved the model’s detection results and reduced the FPs. Table 5 depicts 

the comparison between OCC-PCA and TOCC models. Noticeably, the TOCC approach 

consumed more time than the OCC-PCA in the testing phase. 

The authors of [17,23] employed the PCA classifier; their findings were less than 

those in this study. That may be attributed to the chosen dataset’s unsuitability. Refs. 

[26,27] utilized different dimensionality reduction techniques and achieved lower results 

than the proposed model’s results. The dataset’s suitability to the chosen algorithm and 

the suitable number of extracted features are factors for a successful performance. Alt-

hough [16] achieved a better accuracy rate than the currently achieved rate, the proposed 
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model is characterized by utilizing a modern dataset that keeps pace with modern attacks. 

Table 6 compares the OCC-PCA model with other existing and published related work. 

Table 6. Comparison Between the OCC-PCA Model and Literature Reviews. 

References Dimensionality Techniques Dataset Classifier Accuracy Rate 

[16] PIO KDDCUP-99 OCSVM 99.80% 

[17] PCA Cassava starch samples OCSVM 86.90% 

[23] DAE, PCA Power System Samples OCSVM 86.00% 

[26] OCSVM nested KDDCUP-99 OCSVM 98.25% 

[27] Stack autoencoding CIC-IDS-2017 OCSVM 99.35% 

OCC-PCA PCA MalMemAnalysis-2022 OCSVM 99.40% 

The hierarchical approach adopted in this study had a crucial role in the OCC-PCA 

model’s ability to achieve a greater accuracy rate. The OCC-PCA and TOCC models were 

chosen following training, testing, and comparing the accuracy results by implementing 

the OCSVM classifier to assess both models. The authors then modified the variables in 

the OCC-PCA model from n = 10 to n = 30 and reevaluated the model to see if the variable 

modification improved the model results. The suggested model was then compared to the 

models of earlier research. One further factor that enhanced the performance of the pro-

posed model was that OCSVM could have a better accuracy rate when dataset features 

extracted automation via the PCA classifier and utilized current, balanced datasets with a 

high augmentation of pre-proccing datasets. The variation in the PCA algorithms used on 

various datasets in prior research and the diversity in the OCSVM algorithms used on 

various models, as described in Tables 1 and 6, shows that the model we have presented 

may provide the best outcomes based on the findings. 

As a result, the OCC-PCA approach and the nature of the OCSVM classifier in deal-

ing with a low number of feature selections can be considered enhancements for detecting 

any attack. That can be seen as a mainly unknown attack or, using its other name, a zero-

day attack. The accuracy rate of the OCC-PCA approach was achieved at 99.4%, and all 

performance matrices such as recall, precision, TPR, and F1 were achieved at 99%. Thus, 

PCA relies on eliminating all features that are not necessary and concentrating effort on 

the crucial features that produce more robust results, which helped us achieve better re-

sults. At the same time, the TOCC approach performed poorly, with an accuracy rate of 

55%, and caused exceedingly low sensitivity to recognize normal behavior during the test 

phase. In the future, after detecting normal flow, we suggest stepping over to the next 

layer by determining what kind each attack is by utilizing multi-class classification in dif-

ferent datasets. Figure 6 depicts the comparison between TOCC and OCC-PCA results. 

 

Figure 6. Comparison between TOCC and OCC-PCA Results. 
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6. Conclusions 

This paper has developed a one-class classification (OCSVM) by integrating it with 

Principal Component Analysis (PCA), a dimensionality reduction technique. This inte-

grated solution focuses on accurately detecting memory dump malware; even novel ones 

were considered. PCA was used to improve the sensitivity, specificity, and ability to gen-

eralize. To efficiently detect any deviation from the normal memory dump file patterns, 

the OCSVM classifier was utilized. 

An intensive evaluation methodology was implemented based on a recently pub-

lished dataset known as “MalMemAnalysis2022” to compare the performance of the 

standard OCSVM classifier with the proposed OSCVM with dimensionality reduction 

technique, PCA (OCC-PCA). The OCC-PCA model achieves a 99.4% accuracy rate, 99.3% 

TNR, and 99% for F1, recall, and precision scores, compared to the limited low perfor-

mance of the standard model. Hence, an OCSVM classifier with a PCA classifier is recom-

mended to identify benign behaviors.  
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