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Abstract: Appropriate place labels, which provide the name or attribute of a graphical feature,
are important in geographical information systems and cartography. Herein, an internal label
placement method was proposed for area features, such as cities, prefectures, and lakes, on a map.
For internal label placement, placing a large label for an extremely narrow or small area, such that the
label does not protrude from the corresponding area is challenging. In such cases, a label can overlap
with protruding labels from other areas. Meanwhile, tablet devices have been rapidly employed
in recent years. Because tablet devices can easily zoom in on a map, it is possible to eliminate the
overlaps by enlarging the map without changing the label size. Therefore, we proposed a method
that enables real-time processing, even on tablet devices. The label positions are determined by
detecting the intersections of the auxiliary and boundary lines of a given area feature. The proposed
method adequately labels the positions of area features, even those with indents and narrow sections.
Moreover, it can find tens of thousands of label positions within 100 ms, even on low-performance
computers, such as tablet devices.

Keywords: label placement; real-time processing; area feature labeling; auxiliary line

1. Introduction

This paper proposes a real-time method for placing the labels of area features, such as cities,
prefectures, and lakes on a map displayed on a tablet device screen. Each area feature A is
described by a polygon and it is assigned a label of specified size, which corresponds to a name
or attribute. The proposed method places the label inside the corresponding area feature A. Moreover,
it can find an adequate label position even for area features with indents and narrow sections.
The appropriate placement of graphical feature labels is important for geographical information
systems and cartography. A label placement inside A should avoid the near-boundary regions or
narrow sections of A. Placing most of the label outside A is also undesired, but may be unavoidable
when A is very small.

Tablet devices have rapidly spread in recent years. Tablet devices can easily zoom in and out of a
map, necessitating a fast determination of the label positions. In industrial applications, an area feature
labeling method should satisfy the following conditions [1].

• Capability of real-time processing on tablet devices, i.e., all label positions of the area features in
the display frame should be defined within 100 ms.
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• Effective label placement (in both wholly and partially displayed areas), preferably near the
centroid of a large convex polygon in the area.

Note that overlapping labels should also be avoided, although overlaps can be eliminated by
magnifying the map on the tablet device.

Map features are usually classified into three types: point features, line features, and area features.
Among the many methods proposed for point feature labeling [2–20], the following two models are
commonly used.

(a) The fixed-position model, which places each point feature label, such that one fixed point on its
boundary touches the corresponding point feature.

(b) The slider model, which allows continuous sliding of the label in one or more directions under
one constraint: the label boundary must touch the corresponding point feature.

Real-time processing of model (a) has been attempted [12–14]. Kameda and Imai [15] presented
methods for both point feature and line feature labeling, and Zhang and Harrie [16] developed similar
methods for real-time processing. The real-time method of Zhang and Harrie [17] places labels for
the point and line features, and icons for the area feature. The icons are placed at randomly selected
locations using leader lines.

By contrast, to date, area feature labeling has received little attention (See similar descriptions
in [18,21], which have been published recently). The methods of Aonuma et al. [22], Barrault [23],
Dorschlag et al. [24], and Lu et al. [18] employ the skeleton of an area. Lu et al.’s method also places
point and line feature labels. The skeleton is derived by Voronoi diagrams (or Delaunay triangles).
These methods are unsuitable for real-time processing of areas with many boundary lines, because their
Voronoi diagrams must be drawn from all endpoints of the boundary lines of A, which significantly
increases the execution time. Kakoulis and Tollis [19] and Wagner et al. [20] proposed methods for
placing area, point, and line feature labels. Both of the methods first create several candidate label
positions (hereafter referred to as label candidates) for each feature. Appropriate label candidates are
essential for effective label placement in these methods, but a process that creates good label candidates
for given areas has not been described in detail. An alternative method by Edmondson et al. [25]
quasi-randomly generates the area feature label candidates for placing area, point, and line features.
This method requires creating many label candidates for good area feature labeling, which increases
the execution time. The methods of van Roessel [26] and Pinto and Freeman [27] are also known,
but they are time consuming. Rylov et al. [21] proposed an efficient method that places labels outside
the area, which differs from our objective.

In this study, we propose a real-time internal label placement method for area features. For internal
label placement, it is difficult to place a large label for an extremely narrow area, such as Republic
of Chile, or an extremely small area, such that the label does not protrude from the corresponding
area. Even with an outstanding method, such as the methods that employ the skeleton of the area
[18,22–24], a label can overlap with protruding labels from other areas. To address this problem,
the rapid use of tablet devices provides one suggestion. Because tablet devices can easily zoom
in on a map, it is possible to eliminate the overlaps by enlarging the map without changing the
label size. Moreover, it is desirable to immediately replace the labels. However, most tablet devices
have poor performance. Therefore, we propose an internal label placement method for area features
that enables real-time processing, even on tablet devices. The proposed method is a sublinear time
algorithm if appropriate preprocessing is employed. Overlapping can be eliminated by enlarging;
however, it is desirable to achieve minimum overlapping even without enlarging. Moreover, each
label must be placed in an adequate position to easily identify its corresponding area. Thus, in this
study, the real-time applicability is the most important goal, followed by the appropriateness of the
label placement after enlargement, and finally the appropriateness of the label placement without
enlargement. The proposed method aims to place the label at a position as close as possible to the
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centroid of the large convex polygon existing in the area. The appropriate label position is determined
from the intersections of auxiliary horizontal and vertical lines and the area boundary lines.

The remainder of this paper is organized, as follows. Section 2 explains the proposed methods
and Section 3 presents the experimental results. Section 4 demonstrates the proposed method on
partial displays of the target area. This section also considers areas with inclusion relationships, such
as cities within prefectures. Conclusions are presented in Section 5.

2. Proposed Method

This Section presents a simple and fast area feature labeling method and discusses its limitations.
It then introduces the proposed method and the preprocessing steps that accelerate the method. Finally,
it describes the algorithm of the proposed method.

2.1. A Simple and Fast Method

In the simple and fast approach, labels are positioned at the center of the minimum bounding
rectangle of each A. This method frequently achieves good label placement in areas hat form a convex
polygon (Figure 1a), but in areas forming a concave polygon, it often places the label in a narrow
section (Figure 1b), or even outside the area (Figure 1c).

(a) (b) (c)

Figure 1. Label placement by the simple method: (a) correct placement in a simple shape;
(b) inappropriate placement in a shape with a narrow region; and, (c) placement outside an area
with a large indent. The solid shapes and dashed rectangles lines delineate the area and label
boundaries, respectively.

2.2. Proposed Label Placement Method

The proposed area feature labeling method employs the distances between the intersections of
some auxiliary lines and the boundary lines of A. Note that auxiliary lines can be horizontal or vertical.

Assuming that area A is wholly displayed, the proposed method first finds the minimum
bounding rectangle R of A (see Figure 2). This process can be sped up by a preprocessing step
that stores the left-, right-, top-, and bottom-most endpoints of the boundary lines of A. In Figure 2,
the auxiliary line h (dashed-dotted line) bisects R horizontally, and intersects the boundary lines of A
at four points. The intersection points are designated ch1, ch2, ch3, and ch4. Here, let k be the number
of intersections and i be an odd number less than k. Note that k is always even, and each line segment
chichi+1 exists inside A. We then find the i with the longest chichi+1 among the is, and assign it to m.
Note that, in Figure 2, m = 1.

In Figure 3, the vertical line v′ (dashed double-dotted line) is derived from chmchm+1 and is drawn
through its midpoint. Let cv′1, cv′2, · · · be the intersections of v′ and the vertical boundary lines of A,
and let j be an odd number. We then find the line segment cv′jcv′j+1 that intersects chmchm+1, and create

a label candidate (dashed rectangle) at the midpoint of cv′jcv′j+1. Additional label candidates can be
derived from other auxiliary lines (including vertical ones) in the same manner.

The proposed method selects the final label position from ten label candidates. Three candidates
are derived from three horizontal auxiliary lines that quadrisect R, and three are derived from three
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vertical lines that quadrisect R. The remaining four label candidates are created by considering the
shape of A. Two of these candidates are derived from two horizontal auxiliary lines drawn through
the left- and right-most endpoints of the boundary lines of A, and two are derived from two vertical
lines drawn through the top- and bottom-most endpoints of the boundary lines of A. Figure 4 shows
an example of the auxiliary line drawn through the left-most endpoint pl . It is expected that there
is at most width of R space on the right-hand side of pl . Thus, these additional label candidates are
constructed because wide spaces are expected at the opposite sides of the extrema endpoints.

Figure 2. The auxiliary line h intersects the boundary lines of A at ch1, ch2, ch3, and ch4.

Figure 3. A label candidate determined by the proposed method.

Figure 4. The horizontal auxiliary line drawn through the left-most endpoint pl .

Let horlc and vertlc be the horizontal and vertical lines through the midpoint of label candidate lc,
respectively. In addition, let Llc be the set of intersections of horlc and the boundary lines of A to the
left of the midpoint of lc. Similarly, let Rlc, Alc, and Blc be the sets of intersections to the right of, above,
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and below the midpoint of lc, respectively. To select the final label position, the proposed method
computes the following distances for each label candidate lc.

distl Distance between the midpoint of lc and the right-most intersection of Llc.
distr Distance between the midpoint of lc and the left-most intersection of Rlc.
dista Distance between the midpoint of lc and the bottom-most intersection of Alc.
distb Distance between the midpoint of lc and the top-most intersection of Blc.

The ratios of distl and distr to the width of the label, and the ratios of dista and distb to the height
of the label, are also computed. The smallest of these four ratios defines the flexibility of the label
candidate. In the proposed method, the label candidate with maximum flexibility is selected as the
final label position.

Figure 5 shows an example of label candidates. The proposed method creates ten label candidates;
however, for simplicity, we only show four label candidates lc1, lc2, lc3, and lc4 in the figure. Because
lc2 has a very small distr, it achieves very small flexibility by dividing very small distr by the label
width. Similarly, lc4 achieves very small flexibility by dividing very small distb by the label height.
Thus, it is rare that candidates created near-boundary regions of A are selected as the final label
positions. Because distl , distr, dista, and distb of lc3 are all larger than those of lc1, the proposed method
selects lc3 as the final label position in the example in this figure. Thus, the candidates created near
the centroid of the large convex polygon in A are usually selected as the final label position. Note
that because the label height and label width are divisors when calculating the flexibility of label
candidates, horizontally (vertically) long convex polygons will be selected for horizontally (vertically)
long label positions.

Figure 5. Example of label candidates.

2.3. Preprocessing Steps

This subsection explains the two preprocessing steps that speed up the intersection detection.
The first preprocessing step computes the midpoints of the boundary lines of A. The boundary
lines are stored in order of horizontal and vertical coordinates of their midpoints. For a very
simple example, in Figure 6, horizontal (p1 p4, p1 p2, p3 p4, p2 p3) and vertical (p3 p4, p1 p4, p2 p3, p1 p2)

progressions are created.
By executing a binary search on these two progressions, single intersections are quickly found

if auxiliary lines intersect the boundary lines of A. The second preprocessing step iterates through
the boundary lines of A. For each boundary line bl of A, this step stores all boundary lines of A that
partially lie within the horizontal and vertical ranges of bl. For example, in Figure 7, boundary lines
p5 p6, p6 p7, p10 p11, and p11 p12 lie partly within the horizontal range of boundary line p1 p2, so these
are stored for p1 p2 in the horizontal direction. In most cases, the number of stored boundary lines is
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significantly smaller than the total number of boundary lines. By binary-searching for intersections
and only considering the stored boundary lines of A, we can detect all intersections quite quickly.

Figure 6. The boundary lines to be stored in order of horizontal and vertical coordinates of their
midpoints. The white circles indicate the midpoints of each boundary line.

Figure 7. The boundary lines to be stored in the horizontal direction are highlighted in bold.

2.4. Algorithm Description

The algorithm of the proposed method is described below.

(1) Execute the following preprocessing steps.

(1-a) Store the left-, right-, top-, and bottom-most endpoints of the boundary lines of A.
(1-b) Store the boundary lines of A in order of horizontal and vertical coordinates of their

midpoints.
(1-c) For each boundary line bl of A, store all boundary lines of A having partial commonality

with bl in the horizontal and vertical directions.

(2) For each auxiliary line, execute the following steps.

(2-a) Obtain one intersection of the auxiliary line and the boundary lines of A by binary search.
(2-b) Detect all intersections by considering only the boundary lines stored in step (1-c).
(2-c) Create a label candidate.

(3) Select the label candidate with maximum flexibility as the final label position.

We now consider the time complexities of steps (2) and (3), which are involved in real-time
processing. Step (2-a) executes in O(log n) time, where n is the total number of bls. Let stbl be the
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number of boundary lines stored for each bl and maxst be the maximum number of that. Step (2-b)
executes in O(maxst) time, and step (2-c) executes in O(maxst log maxst) time because the intersections
must be sorted. Although the size of maxst is O(n), in most cases, maxst is significantly smaller than n.
Meanwhile, if an auxiliary line intersects a bl for which many boundary lines are stored, the section
near the auxiliary line is usually not suitable for label placement. A typical example is shown in
Figure 8. In this figure, the horizontal auxiliary line h intersects boundary lines pa pb and pc pd, for
which many boundary lines have been stored. Therefore, the vicinity of h is complicated and unsuitable
for label placement. To exclude this situation, if step (2-a) obtains an intersection with a boundary
line having more than th stored boundary lines, where th is some threshold, a label candidate is not
created for that auxiliary line. Under this treatment, which little adverse effect on label placement,
maxst becomes a constant order parameter, so the time complexity of the whole step (2) is O(log n).
The number of label candidates is a constant order parameter. Thus, the time complexity of step (3) is
O(log n + maxst) if the intersections are found in the same manner as steps (2-a) and (2-b), and it is
O(log n) if the aforementioned treatment concerned with th is used.

Figure 8. Example of an auxiliary line that intersects a boundary line having many stored
boundary lines.

3. Computational Experiments

The effectiveness of the proposed method was confirmed in computational experiments.
This section explains the experimental conditions, evaluation method, and results of the
proposed method.

3.1. Experimental Conditions

As the input, we used fifteen areas obtained from Fundamental Geospatial Data provided by the
Geospatial Information Authority of Japan [28]. Each area includes indents or narrow sections, so were
unsuitable for label placement by the simple method described in Section 2.1. Here, two label sizes
were set, as follows:

(A) The label height was set to 5% of the height of the corresponding area. The label width was set
to the height times let/2, where let is the number of letters in the label.

(B) The label height was set to 10% of the height of the corresponding area. The label width was set
to the height times let/3.

The experiments were implemented in the C programming language on an Intel Core i7-7700
processor. To examine the behavior on a low-performance computer, such as a tablet device, we set the
clock speed to 1.0 GHz.
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3.2. Evaluation

We employed a method that enumerates the convex polygons inside an area feature A,
which requires significant computational time, in order to evaluate the performance of the
proposed method.

The inputs of this method are the coordinates of the boundary lines of area feature A, the label size,
and the center coordinates of the label position obtained by the proposed method. First, the label width
is increased or decreased to form a square label. Note that this procedure changes the coordinates
of the boundary lines and the central label position. Let A′ denote the area A after size expansion or
reduction, which enables a label size-independent evaluation.

Next, starting from one endpoint of a boundary line, the other endpoints are connected in
clockwise order by line segments. We denote the starting endpoint by ps and assume that all endpoints
p1, p2, p3, · · · , ps−1, ps, ps+1, · · · , pn−2, pn−1, and pn are in clockwise order. If three or more endpoints
are assessed relative to ps, the method examines whether

(i) the connected endpoints exist inside area A′ and
(ii) the connected endpoints form a convex polygon.

If either condition is violated, the method discards the last-assessed endpoint and assesses the
next endpoint. For example, suppose that the endpoint p1 in Figure 9a is the starting endpoint ps.
The method first assesses endpoint p2, followed by p3. It then examines polygon p1 p2 p3. As seen in
Figure 9b, polygon p1 p2 p3 is satisfies both conditions (i) and (ii) above. Next, the method assesses p4,
but as polygon p1 p2 p3 p4 violates condition (ii) above (Figure 9c), p4 is discarded. p5 is also discarded
because polygon p1 p2 p3 p5 violates both conditions (i) and (ii) above (Figure 9d).

(a) (b)

(c) (d)

Figure 9. Enumeration of convex polygons: (a) part of the area boundary. Starting from endpoint p1,
the method examines (b) polygon p1 p2 p3, (c) polygon p1 p2 p3 p4, and (d) polygon p1 p2 p3 p5.

Let pd be the first discarded endpoint that satisfies condition (i), but not condition (ii). In Figure 9,
the point pd, which is stored for the next convex polygon to be enumerated, is p4. After assessing
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the endpoints up to ps−1 (up to pn if s = 1), the method calculates the size of the obtained convex
polygon. This polygon is the first polygon to be enumerated. For the next convex polygon, the method
connects ps and pd−1 (pn if d = 1). If ps pd−1 exists inside A′, then pd′ = pd−1. Otherwise, the method
explores beyond the endpoint of pd−1 until it finds endpoint pd′ for which ps pd′ lies inside A′. After
finding pd′ , the method explores beyond the endpoint of pd′ and creates convex polygons while
performing the abovementioned examinations. For example, in Figure 9, pd′ is p3, so the method
examines polygon p1 p3 p4. Throughout this series of examinations, pd is stored for the next convex
polygon to be enumerated, as described above. Note that the new candidates pd_new for pd are limited
to d_new > d or 1 < d_new < s− 1. The enumeration of the starting endpoint ps terminates when no
new pd is stored, or when the endpoints are too few to form a polygon between pd′ and ps. This process
is repeated, sequentially setting each p1, p2, p3, · · · , pn as the starting endpoint ps.

After enumerating a number of convex polygons, the method finds the largest convex polygon cm,
and the largest convex polygon cl containing the central position of the label obtained by the proposed
method. Note that, if the long side of the minimum bounding rectangle is more than five times longer
than the short side, then the polygon is discarded because such polygons are unsuitable for internal
label placement.

3.3. Experimental Results

Let dist be the distance between the centroid of cl and the center position of the label obtained by
the proposed method and diag be the length of the diagonal of the minimum bounding rectangle of
A′. The experimental results for label sizes (A) and (B) defined in Section 3.1 are shown in Tables 1
and 2, respectively.

When cl/cm is high, the proposed method places a label inside the large convex polygon.
Meanwhile, when dist/diag is small, the proposed method places a label near the centroid of cl . The
influence of label size on label placement was small. Note that the run time excludes the preprocessing
steps. The proposed method executed quickly, determining more than ten thousand of label positions
in 100 ms, the time limit requested by the employees of the Dawn Corporation. Note that, in 23 out of
30 instances, cl/cm reached 100%.
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Table 1. Experimental results for label size (A) (cl/cm is the relative size of the convex polygon found
by the proposed method, and dist/diag defines the closeness of the label position determined by the
proposed method to the centroid of the convex polygon cl).

Label Number of Boundary Lines cl /cm [%] dist/diag [%] Run Time [ms]

Aisai-shi 2255 100.0 0.50 0.0085

Ajigasawa-cho 6568 100.0 9.91 0.0070

Ashoro-cho 12,849 100.0 8.99 0.0096

Iida-shi 10,051 100.0 2.76 0.0071

Ishikari-shi 10,304 98.6 1.85 0.0083

Iyo-shi 4760 100.0 4.52 0.0079

Esashi-cho 4902 100.0 2.91 0.0088

Ozu-shi 6593 100.0 9.56 0.0077

Otsu-shi 4627 63.2 1.84 0.0078

Onojo-shi 1799 100.0 3.43 0.0074

Onagawa-cho 18,416 100.0 0.73 0.0145

Kagoshima-shi 11,577 92.6 4.51 0.0127

Kasaoka-shi 4379 60.8 15.29 0.0100

Katsuragi-cho 3703 86.4 5.77 0.0071

Kushiro-shi 15,200 100.0 5.36 0.0081

average 6470.8 93.4 5.20 0.0088

Table 2. Experimental results for label size (B)

Label Number of Boundary Lines cl /cm [%] dist/diag [%] Run Time [ms]

Aisai-shi 2255 100.0 0.63 0.0083

Ajigasawa-cho 6568 100.0 0.22 0.0069

Ashoro-cho 12,849 100.0 11.26 0.0094

Iida-shi 10,051 100.0 2.66 0.0071

Ishikari-shi 10,304 100.0 4.80 0.0079

Iyo-shi 4760 100.0 4.26 0.0075

Esashi-cho 4902 100.0 1.33 0.0068

Ozu-shi 6593 100.0 11.12 0.0078

Otsu-shi 4627 48.2 2.46 0.0078

Onojo-shi 1799 100.0 0.59 0.0076

Onagawa-cho 18,416 100.0 9.27 0.0149

Kagoshima-shi 11,577 100.0 13.31 0.0126

Kasaoka-shi 4379 73.8 8.20 0.0098

Katsuragi-cho 3703 100.0 4.01 0.0072

Kushiro-shi 15,200 100.0 6.01 0.0083

average 6470.8 94.8 5.34 0.0087

The minimum cl/cm was 48.2%, and the maximum dist/diag was 15.29%. Using more auxiliary
lines is expected to improve the quality of the label positions. The proposed method uses six
auxiliary lines drawn at equal intervals and four auxiliary lines drawn by considering the shape
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of A, as described in Section 2.2. The label positions of 28 out of 30 instances were derived from the
equal-interval auxiliary lines; the remaining two label positions were derived from the shape-based
auxiliary lines. This suggests that considering the diversity of positions is beneficial.

Figures 10–12 demonstrate label placements while using the proposed method for label size
(A) in Aisai-shi (located in Aichi prefecture, Japan), Ajigasawa-cho (located in Aomori prefecture,
Japan), and Neyagawa-shi (located in Osaka prefecture, Japan), respectively. The Aisai-shi area has
2255 boundary lines, and cl/cm and dist/diag were calculated as 100% and 0.50%, respectively. As seen
in Figure 10, the proposed method found a reasonable label position for Aisai-shi, an irregular area
with many indents and narrow sections. The Ajigasawa-cho area has 6568 boundary lines, and cl/cm

and dist/diag were calculated as 100% and 9.91%, respectively. The label placement is not bad;
however, dist/diag is high to some extent and a slight label protrusion is observed, as seen in Figure 11.
The label placement of Neyagawa-shi (with 3586 boundary lines) is excluded from Tables 1 and 2,
because this area contains few indents and it is suitable for simple label placement. The proposed
method also found reasonable label position in this less complex area (Figure 12). Figure 13 shows the
label placement for label size (B) in Otsu-shi (located in Shiga prefecture, Japan). The value of its cl/cm

is 48.2%, which is significantly bad. By increasing the number of horizontal and vertical auxiliary lines
to divide the area into eight equal parts, a good label placement was obtained, as shown in Figure 14.

Finally, we show the label placement in the 23 wards of Tokyo in Figure 15. The input was
obtained from GIS Open Educational Resources [29]. The height of all labels was set to 5% of the
height of Ota-ku, the bottom most area in the figure. Each label width was set to the height times let/2,
where let is the number of letters in the corresponding label. The total number of the boundary lines of
the 23 areas was 21,438, and the run time excluding preprocessings was 0.13 ms. The label placement
is not bad and there is no overlap of labels; however, there is one slight label protrusion.

Figure 10. Label placement using the proposed method in Aisai-shi.
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Figure 11. Label placement using the proposed method in Ajigasawa-cho.

Figure 12. Label placement using the proposed method in Neyagawa-shi.
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Figure 13. Label placement using the proposed method in Otsu-shi.

Figure 14. Label placement obtained by increasing the number of auxiliary lines in Otsu-shi.
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Figure 15. Label placement using the proposed method in the 23 wards of Tokyo.

4. Extending the Proposed Method

This section considers label placement in areas that is only partially visible, or in areas with
inclusion relations.

4.1. Label Placement in a Partial Area

From the following conditions, we can determine whether A exists inside the display frame, is
only partially displayed, or exists outside the display frame.

(i) Do the boundary lines of A intersect the display frame?
(ii) Does an arbitrary point p within A lie inside the display frame?

Condition (i) can be quickly determined by the preprocessing steps described in Section 2.3. If any
intersection exists, then the area is partially displayed. If no intersections exist and condition (ii) is
satisfied (not satisfied), then A exists inside (outside) the display frame. Condition (ii) can be quickly
determined by drawing a half line from p in one direction and counting the number of intersections of
this line with the display frame. If the number of intersections is even, then p exists outside the display
frame. Conversely, if the number of intersections is odd, then p exists inside the display frame.

When an area A partially lies in display frame D (see Figure 16), the proposed method first finds
where the boundary lines of A intersect the display frame D. As an example, we consider the bottom
side of frame D. As shown in Figure 16, the bottom side of D was extended as a horizontal auxiliary
line h. The intersections ch1, ch2, · · · were then identified, as described in Section 2.2, but excluding
the intersections outside D. The corners of D on h (excluding those outside A) were also identified,
and were treated identically to the intersections of h and the boundary lines. Note that, in Figure 16,
the lower right corner is treated as the intersection ch2. After drawing a vertical line v′, a label candidate
was created as described in Section 2.2 (see Figure 17). Note that with regard to v′, the intersections
with the boundaries of D are also identified and the intersections are excluded when they lie outside
the overlap region of A and D.
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Figure 16. Horizontal auxiliary line in an area that is partially displayed in frame D. The white circles
indicate the excluded intersections and corners.

Figure 17. Label candidate for a partial area.

4.2. Label Placement of Area Features with Inclusion Relations

Here, we consider the labeling of area features with inclusion relations, such as prefectures and
cities. In such cases, overlaps of the labels for prefecture and city names should be avoided whenever
possible. To this end, the proposed method places the area feature labels first at the lowest level of the
inclusion relations (see Figure 18a), and then at the next level of the inclusion relations. At this time,
the placed labels are considered to lie outside the areas, as shown in Figure 18b, and the intersections
of the auxiliary line and the placed labels are treated identically to the intersections of the auxiliary
and boundary lines. This process is recursively iterated up to the highest-level areas. In this way,
the proposed method can place less overlapping labels for area features with inclusion relations.
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(a) (b)

Figure 18. Auxiliary lines for area features with inclusion relations at the (a) lowest level and (b)
highest level.

5. Conclusions

The appropriate placement of graphical feature labels is important for geographical information
systems and cartography. To date, area feature labeling has received insufficient attention. We proposed
a very fast internal labeling method for area features on a map. For internal label placement, placing a
large label, such that the label does not protrude from the corresponding area is challenging. In such
cases, a label can overlap with protruding labels from other areas. Because tablet devices can easily
zoom in on a map, it is possible to eliminate overlaps by enlarging the map. Moreover, it is desirable to
immediately replace the labels. Hence, we proposed a label placement method that enables real-time
processing, even on tablet devices. Using some preprocessing steps, the time complexity of the steps
involved in real-time processing of the proposed method was O(log n), where n is the total number
of boundary lines of a given area feature. The proposed method aims to place the label at a position
as close as possible to the centroid of the large convex polygon existing in the area. It can determine
reasonable label positions for area features, even in areas with indents and narrow sections.

We performed computational experiments to confirm the effectiveness of the proposed method.
Experiments were implemented in the C programming language and performed on a clocked-down
CPU to examine the behavior on a low-performance computer such as a tablet device. The experimental
results demonstrate the effectiveness and real-time applicability of the proposed method. In future
work, we will create more effective label candidates by devising the positions of the auxiliary lines.
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