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Abstract

:

Social media and other forms of volunteered geographic information (VGI) are used frequently as a source of fine-grained big data for research. While employing geographically referenced social media data for a wide array of purposes has become commonplace, the relevant scales over which these data apply to is typically unknown. For researchers to use VGI appropriately (e.g., aggregated to areal units (e.g., neighbourhoods) to elicit key trend or demographic information), general methods for assessing the quality are required, particularly, the explicit linkage of data quality and relevant spatial scales, as there are no accepted standards or sampling controls. We present a data quality metric, the Spatial-comprehensiveness Index (S-COM), which can delineate feasible study areas or spatial extents based on the quality of uneven and dynamic geographically referenced VGI. This scale-sensitive approach to analyzing VGI is demonstrated over different grains with data from two citizen science initiatives. The S-COM index can be used both to assess feasible study extents based on coverage, user-heterogeneity, and density and to find feasible sub-study areas from a larger, indefinite area. The results identified sub-study areas of VGI for focused analysis, allowing for a larger adoption of a similar methodology in multi-scale analyses of VGI.
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1. Introduction


Volunteered geographic information (VGI) [1], produced in full or in part by citizens, has been shown to have scientific, social, and cultural value. Methods have been developed to unlock this value through machine learning [2], data mining [3], and other computational methods [4,5]. Data that users contribute purposely or passively to Web sites and services (e.g., YouTube, Facebook, Twitter, Wikipedia) are often repurposed for a variety of applications, including some in which geographical information is important (e.g., Tweet maps). A persistent challenge is that the quality of these data varies from place-to-place since individuals choose where they author data and because non-experts differ in expertise, motivation, and data collection methods [6,7]. In particular, the irregular nature of informal data-authoring processes creates sampling patterns that often do not correspond to well-defined natural or administrative study areas (extents) for analysis. We explore this issue through the lens of a new data quality property termed “spatial data comprehensiveness” which we define as a “suitably even distribution of data observations in terms of coverage and density to fit the analytical needs within a geographic area”. Spatial data comprehensiveness is of particular importance for task/context-based analysis of VGI as it pertains to individuals.



Data quality has always been an important dimension in spatial data and GIS studies, with significant research to advance the understanding of spatial data accuracy [8,9,10], error propagation [11], data documentation standards [12], and the importance of semantics and fitness for use concepts [13,14]. In this paper, we present a new index that is designed to reduce the uncertainties implicit in the inability to control sampling by identifying feasible study areas within VGI datasets based on evaluation of a composite index of spatial data comprehensiveness (S-COM) without reference to external data. The key goal with the S-COM index is to delineate a feasible sub-area, or areas, utilizing only the data in the VGI dataset, lacking other authoritative or meta information sources, and allowing for a quick exploratory understanding of the key underlying spatial qualities of the dataset (e.g., optimized scale and extent for a data-rich analysis). When little is known about the data-authoring process giving rise to a VGI dataset, evaluating the evenness of contributions is critical to identify the relevant spatial scale for study. This is an especially important consideration when the geographic phenomena being investigated are in themselves fuzzy and uncertain such as what individuals consider as a city’s “downtown”. We have previously shown how the choice of spatial grain for analysis can be optimized with respect to the general data quality parameters for VGI [15]. Here, we build on that work to demonstrate how spatial extent can also be optimized based on a predefined index consistent with a study’s overarching goals. As VGI becomes more prominent in research, tools to aid researchers in quickly gauging feasible grains and extents for study will be needed, especially given data with temporal characteristics where grain size may differ based on time slices (i.e., spatial data streams). Additionally, multi-scale patterns in VGI and sensitivity to zonal configurations (MAUP) can be investigated through the algorithms presented here.



Data from two citizen science projects, RinkWatch and FrogWatch, are used to illustrate different contexts where finding feasible extents and aggregation units is a required first step of VGI point dataset analysis. These two projects employ web-based maps and interfaces in order to solicit citizen-reporting of individual observations of ice rink conditions (RinkWatch) and frog or toad sightings (FrogWatch). While these initiatives have distinct goals, they are both used to gauge local variations of environmental variables, such as temperature and habitat quality, respectively.




2. Background


In terms of VGI with no reference dataset with which to compare it to, data quality evaluation takes on a meaning dependent upon the researchers’ goals. With VGI [1], data quality is often heterogeneous since a single dataset is usually composed of the contributions from many users who often differ in skill sets, motivations, and areas of interest [16,17,18,19]. For researchers interested in using these data for understanding spatial processes, a greater limitation is that they lack control and knowledge over VGI data collection processes. While most data analysis methods assume data are representative and collected using a study design, volunteers typically decide where and when they want to collect data, what methods or tools are used, and whether their individual observations will correspond to what a researcher may require in a sampling design.



When faced with these new or relatively unknown datasets, such as in the context of citizen science, Dickenson [20] cites several data quality aspects of user-contributed data that can be problematic including: knowledge gaps between expert and amateur data collectors, limited demographic representation, and the challenge of maintaining volunteers’ interest over extended periods of time. In many cases, analysis of VGI can even be considered representative of outliers rather than a representative sample [21,22]. Most VGI is created by an active minority of users, a phenomenon sometimes described as the 90-9-1 rule [23]. The motivations, aspirations, and characteristics of the users involved in the creation of these datasets may differ significantly from the wider population [16], passively excluding the critical voices bereft of access to the technology and resources required to participate [24]. These properties of VGI data analyses are similar to what has been reported in the big data literature where research has been characterized as being overly data-driven in terms of problem focus, methods, and geographic locale [25,26,27,28]. For example, it is not accidental that most commercial activity and academic research related to VGI, especially geosocial forms (e.g., Twitter) and the near ubiquitous OpenStreetMap (OSM), are centred in the cores of major cities and near popular landmarks since these are typically the areas with the largest data volumes [23,29,30]. While many studies have analyzed the quality of these data and often found their quality to be comparable to expert-generated alternatives [10,23,31], rarely is the “site selection” or study extent aspect of these studies taken into consideration explicitly. Instead, analyses tend to be framed with reference to existing administrative areas (e.g., city boundaries) or otherwise pre-defined study extents (e.g., ecological zones) and exploratory approaches are used to assess the suitability of VGI resources in terms of geographic data coverage and distribution.



The need to study this implicit choice of pre-defined study extents for VGI data coverage and distribution is most apparent when the issue of spatial scale in VGI analysis is considered [32,33,34,35]. Point-based VGI, such as georeferenced photographs, and tweets, are often aggregated to areal units (e.g., neighbourhoods, cities, regions) and summaries of their content are produced to discern dominant perceptions of events, places, or other forms of citizen sensing [36,37]. Lacking direct control of VGI data collection, however, introduces uncertainties related to what geographic units of analysis are appropriate, the types of analyses the data are fit for, the role of mobility and place of residence [38], and what study areas are feasible for preselected analysis methods.



When a study area is chosen with non-uniform coverage, algorithms to find a specific subset of data will help to delineate new feasible sub-areas (i.e., data-rich extents/grains based on research parameters and criteria) for a more focused study. Unfortunately, the majority of research has focused on the assessment of VGI in comparison to extrinsic datasets (e.g., authoritative reference datasets, website metadata collections). This has led to a dearth of research utilizing the dataset itself (i.e., intrinsically) to gauge quality. A call by researchers into forming a new paradigm of intrinsic quality evaluation [6,39] has begun to take shape.



Senaratne et al. [6] built upon Goodchild and Li’s [40] proposal of the three approaches to VGI quality by adding “data mining” to the list. Their meta study of VGI quality assessment research showed that few researchers were actively working on an assessment of VGI without the use of authoritative reference datasets. These studies still addressed quality through comparisons to metadata supplied through the medium in which the data were collected (e.g., OSM user rank data, number of edits). None of the ~50 studies they reported upon assessed the quality of a VGI dataset through the use of the dataset itself—they all referenced other data for comparison. While image-based VGI quality assessment is in the process of moving to implicit-based quality measures [6,41,42], there is a definite need to move point-based VGI quality assessment from traditional reference comparison methodologies to respond to the multitude of different configurations of data that VGI may produce.




3. Methods


In this paper, we apply the term spatial comprehensiveness to a composite measure of three elements of VGI data quality that are pertinent for delineating feasible study areas: coverage, user-heterogeneity, and density. These components are expressed on a scale of 0 to 1 and combined multiplicatively to yield a final overall S-COM index. The relative weightings of the components can be varied to reflect differences in study parameters [15], such as a lack of unique user data. The first component of the S-COM index, coverage, assesses candidate extents and grains of the overall study area for desired spatial qualities in terms of observations, such as clustering of similar data or dispersion of attribute-less points. Coverage is important as VGI is inherently uneven due to users’ interests, unconcerned of research designs or technological specs. These candidate sub-areas can be chosen in the preliminary stages of the study and evaluated by the S-COM index or can be subunits defined by the process itself in an unsupervised fashion. The definition of “coverage” can be varied, allowing screening of potential sites based on application-specific minimum thresholds of observations. For example, given a VGI dataset of the downtown of a large city in which we wish to gauge sentiment of visitors such as tourists, we would want to minimize coverage as tourist activity would be highly clustered and not dispersed throughout the entire city. In this paper, coverage is calculated as the ratio of data aggregated to areal units (e.g., rectangular grids, census tracts), labeled as cells for the purposes of this paper, with the specified minimum number of observations to the total number of cells in the study area. These cells could be grid-like or irregular Voronoi tessellations, or authoritative geographic units such as a census tract. General approaches to determining the minimum threshold parameter can be statistical in nature: examining the distribution through a histogram or excluding a certain percentage from the lower tail of the distribution. The minimum threshold can also be based on other factors, such as preserving the geoprivacy of participants.



The second component measure of S-COM is user-heterogeneity, which measures the ratio of observations to the number of unique contributors within each unit of analysis. This ratio is calculated by taking the total number of user submissions and the number of unique users within each cell divided by the total number of cells (and therefore can be thought of as a user-density measure). In the context of thematic analysis of geosocial data, high user-heterogeneity may indicate more certainty in an identified pattern or trend (i.e., Linus’s Law) [40,43].



The final component is a spatial density measure which evaluates similarity among the aggregated data counts, visualized in a Moran’s scatterplot. An estimate of how evenly distributed values are in a study area is made by evaluating the variance in the quadrants of the scatterplot. This is defined by the measured values on the X-axis and the spatially lagged values on the Y-axis, taking the largest and smallest quadrants by area and calculating a range where 0 represents perfect similarity. In this way, density is used to find areas of similarity both within geographic space and within data space (see Figure 1). The circled data points on the Moran’s scatterplot (Y-axis) correspond to the shaded areas on the map (left). This sub-area of the map was found to be “similar” in terms of S-COM properties, with an index value of 0.816. The left pane (Voronoi diagram) is zoomed in to better highlight the polygons selected compared to the right pane with the complete set of data points. Density is formulated such that values near 1 indicate evenness in the Moran’s scatterplot quadrants and therefore similarity of data distribution (i.e., near the mean). Values near zero indicate high variance in the Moran’s scatterplot quadrants and are considered either spatial or aspatial outliers. Since this approach can be sensitive to outliers, tail thresholds can be used to reduce their effect on the measure of spatial density.



To delineate feasible sub-areas within an overall study area, both regular and irregular tessellations are used. The regular tessellation method uses a quadtree approach and a recursive algorithm that determines whether adjacent polygons should be merged to create a more “comprehensive” parent polygon. The irregular tessellation method uses only the recursive algorithm, testing each adjacent polygon for improvement in the S-COM index. Both algorithms use the S-COM index to assess candidate sub-areas and return a value between 0 and 1 for each configuration tested.



The quadtree gridded approach was chosen for its ability to create variable resolutions recursively. The quadtree is a regular tessellation that continuously subdivides areas into four equal areas until a threshold of homogeneity is reached (Figure 2) [44,45,46]. The first iteration (computed metric value of 3) is divided into four nodes. The top right and bottom left nodes’ metric values (5 and 7) are greater than the parent node’s metric value (3) and are therefore further subdivided. In the third iteration, the top right quadrant has no nodes with metric values higher than the parent node, so it stops dividing. However, the bottom left continues until it also reaches the condition that all child nodes have lower metric values than the parent. The algorithm then takes the nodes from the lowest branch and merges them. It finds the metric value for them (8 in this case) and checks that value with the parent node’s value (7). If the value is higher, the merged polygon is sent up the tree instead of the complete parent polygon. This example returned two polygons with metric values 8 and 5. Bereuter and Weibel [46] explained that this type of data structure can increase query speed by continuously subdividing a heterogeneous study area until homogeneous data values are found. Examples of the use of quadtrees can be found in image retrieval [47,48] and environmental modelling [49,50].



The irregular tessellation approach uses an algorithm that iteratively merges adjacent polygons from a seed polygon (Figure 3). These Voronoi tessellations are created from the unit of analysis, in the case of RinkWatch, the individual rinks with the readings localized at the rinks. The algorithm iterates over every polygon present in the area of interest, treating each as a seed. The seed polygon’s neighbours are evaluated to find the one neighbouring polygon that creates the highest overall S-COM index value when combined with the seed’s value. If this value is higher than that of the current seed, the seed is replaced with the new merged polygon. This process is repeated until no adjacent polygons are found to create a higher S-COM index value. Adjacency is determined non-recursively using a global adjacency matrix similar to the AMEOBA algorithm [51]. The algorithm checks each neighbour (green) around the merged polygon (red).




4. Data Sources and Study Area


Citizen science initiatives have grown in popularity in recent years, as developing and deploying data collection apps via mobile friendly websites and mobile phones has increased significantly. Projects such as RinkWatch, FrogWatch, and OakMapper.org [52] illustrate how simple geographic data applications can harness citizen observations on a variety of socially relevant topics. The RinkWatch project was designed to exploit the popularity of outdoor skating by recruiting citizens to contribute to a web-based log about the quality and availability of ice on their homemade rinks [53]. More importantly, observed changes in the availability of outdoor skating could motivate greater public engagement in climate change and climate science. FrogWatch aims to engage citizens in the collection of frog siting observations. Similar to RinkWatch, FrogWatch has both conservation science and educational objectives.



The case study of evaluating RinkWatch data to identify feasible study areas was focused on the Kitchener/Waterloo (KW) area of southern Ontario, Canada during the 2013 and 2014 winters. A feasible study for RinkWatch data would be slightly unique in comparison to other citizen science projects. OSM, for example, often has several users contributing data in each location as some will add new features while others may concentrate on improving existing data. In contrast, RinkWatch focuses on the monitoring of ice rinks, most of which are created and maintained by private homeowners. A total of 985 rinks (unique users) were registered over the two-year study period overall, with 22,661 individual readings of ice conditions (data points) specified. The KW area was chosen for the case study and has an estimated population of 535,154 and an average winter temperature of −7.7 degrees Celsius over the last three years [54]. This area was chosen due to the high participation rates with the RinkWatch project in addition to the familiarity of the area to researchers. Twenty-one rinks in the KW area are used in this analysis based on a filter of each rink having more than 20 ice condition readings (three consecutive weeks). This helps to eliminate spurious or malicious data from the analysis [31].



FrogWatch data were collected for the Toronto Census Metropolitan Area (CMA) which includes the City of Toronto as well as adjacent cities (e.g., Mississauga, Brampton, Markham) and a number of more sparsely populated towns and townships and had a population of approximately 6 million in 2014 [55]. The S-COM index was used in the Toronto CMA to identify areas where conservation efforts could be focused to reduce the number of frogs killed by roadway traffic. All frog sightings from FrogWatch within 500 m of any street, road, avenue, highway, or expressway were chosen for the analysis which resulted in 1108 frog or toad sightings over the 1999 to 2014 period, with 2015 onward showing a large drop in participation.




5. Case Study


Three types of aggregation methods were applied to the RinkWatch data: grids (quadtrees), census tracts, and Voronoi polygons (see Figure 3). The quadtree implementation used in this research was recursive such that each cell was subdivided until all four child nodes’ index values were less than the parent node’s index value plus a small recursion tolerance (0.05 in the case of this implementation, where the index value is between 0 and 1). If any child node’s value was greater than its parent’s node index value plus the tolerance, the recursion would move to a deeper level. The algorithm finds the smallest feasible units across the study area in question and merges adjacent grid cells except when an isolated (i.e., island) grid cell is encountered. At the end of the algorithm’s run, the polygon with the largest area and highest S-COM index value is identified as a feasible area (Figure 3), though it could be modified to return several feasible areas.



FrogWatch data were first aggregated to polygonal data before running the analysis, a common requirement for citizen science data, especially when potentially endangered species data are concerned. A grid was created with each cell measuring 10 × 10 km in area and frog sightings within 500 m of a road, street, avenue, highway, or expressway were found and aggregated within the grid cell in which they fell. This was done to simulate a study assessing the focus of resources for frog conservation efforts in the City of Toronto by looking at areas where frogs are often observed near heavily trafficked roads.



All data points within each polygon for both case studies were aggregated for S-COM index values determination with the index normalized by polygon area. The authoritative polygon delineations used were census tracts and dissemination areas, both chosen as census data disseminated at these geographic units and often used in the social sciences. Voronoi polygons for RinkWatch and a grid for FrogWatch were chosen for their non-standard properties. Index component weightings for analysis were varied for RinkWatch data: 50% density and coverage, and 33% density, coverage, and user-heterogeneity. Hereafter, these will be referred to as 505 weighting and 333 weighting, respectively. The 505 weighting was used for the analysis as user-heterogeneity was considered a less useful component. This is due to the fact that user-heterogeneity measures the ratio of data points to unique users while the case study will use a minimum of 20 data points per user for inclusion, causing a small user-heterogeneity S-COM component value. In addition, as the FrogWatch data did not include user information, the only weighting used was 505 (50% density and 50% coverage). The FrogWatch dataset was used to help understand the efficacy and limitations of the SCOM when utilized on a sparser dataset.




6. Results


6.1. RinkWatch


There were several differences between the regular tessellations when compared to the irregular tessellations. The irregular tessellations generally obtained higher S-COM index values and more homogenous data counts compared to the gridded areas which incorporated several extreme outliers (Figure 4). The regular tessellation algorithm returned feasible areas with very low S-COM index values (0.148/0.216 for the 333/505 index inputs) compared to both the irregular tessellation (census tracts) and geo-index tessellation (Voronoi polygons), both of which showed very similar values (0.968/0.9997 and 0.656/0.680, respectively) (Figure 4).



The gridded area (Figure 4a) found an area of like counts of ice condition readings even though this same area contains much larger counts which do not meet the criteria needed for the skateability analysis described earlier. The S-COM index value is also very low for both the 505 and 333 weightings. Coverage would play a large role in the lower values as the grid area is rectangular by design, leaving a lot of empty space. In addition to this, the addition of the large outliers to the list of counts would decrease user-heterogeneity.



The irregular polygon analyses found higher S-COM index values overall (Figure 4b,c). The census tract analysis identified four polygons with similar numbers of readings. The individual polygonal index values were normalized by the area of the polygons. The Voronoi polygon analysis identified the same region. User-heterogeneity decreased the index values of both of these analyses as each aggregated point has just one unique user (rink). Dissemination areas were tested but proved to have too fine of a resolution for an analysis of this dataset. Overall, the adjacency algorithm provided higher S-COM index values than the quadtree algorithm.



The spline interpolation analysis shows a much smoother spline surface created than the surface created from the entire dataset (number of readings ≥20) (Figure 5 and Figure 6), allowing us to better gauge the variability in the local area for skateability. While local variation would show differences from the official weather data stations (located at the airport in the KW region) and among different areas of the KW region (e.g., rural vs. urban), the variation shown using the entire dataset for the study areas is unusable (Figure 5b and Figure 6b). Although there are many levels of users, from people who have been building rinks for decades to people learning for the first time, there should not be the amount of variability in the skateability of rinks as shown in the left images. The feasible areas found using both weightings (505 and 333) demonstrate much smoother surfaces than the overall area with similar values of skateability. The major outliers were not included in the feasible area. Figure 5 shows a 505 weighting with the 333 weighting (Figure 6) showing similar results. It should be noted that a spline creates the best surface based on fitting a smooth surface to the data, causing the values under 0% and over 100%.




6.2. FrogWatch


The FrogWatch data analysis was more limited in scope than the RinkWatch data analysis due to a lack of user/collector information, limiting the quality assessment such as checking if the data found in an area were collected by one user or many users. The polygon adjacency algorithm used with the FrogWatch data located large areas of similar data counts of frogs within the overall study area (10 × 10 km/cell). Figure 7 presents the most feasible study area based on the criteria of large coverage and data similarity. No minimum number of counts was applied to this trial. The two Moran’s scatterplots found in Figure 7c illustrate the heterogeneity of the feasible area calculated by the algorithm. Coverage was found to be low at 0.056, while density was found to be high (0.884), with an overall S-COM index value of 0.470. The coverage was influenced by a large number of cells with low counts. These low count cells were attached to the final feasible study area polygon due to the adjacency limitation of the algorithm. A larger lag value could allow the algorithm to calculate adjacency at different orders (i.e., allowing polygons to be included even if they were separated by n empty polygons), though this would create too large of a polygon for the small overall study area used. Buffer values could be used to combine several areas of like S-COM index values that fall within ranges of values, allowing for larger feasible areas to be found. The cell with 36 frog sightings was included in a feasible study area of approximately the same S-COM index value as the one in Figure 7 and would be included in the overall “best” one if ranges were implemented. One of the cells was found with a frog count of 142 sightings (Figure 7a). These were found to be all located at the same position and were probably due to a single bulk upload of all the sightings in the area. This highlights one of the problems when working with VGI. The algorithm did not use this cell in finding the highest S-COM index value as the density component was set to find outliers of large values in similar spaces but not in only one cell. The middle Moran’s scatterplot (b) presents the polygon in relation to the entire study area, while (c) illustrates the heterogeneity of the feasible area calculated by the algorithm (Y-axis = spatial lag, X-axis = frog counts).





7. Discussion


Previous research has demonstrated that analysis of VGI at different grains can result in different outcomes [29,56]. Here, we aimed to use the data quality index described in Lawrence et al. [15] to define a study extent based on the spatial characteristics inherent in VGI point patterns. The results showed that the methods were able to find sub-areas that matched the predefined criteria for the VGI case study of skateability of RinkWatch and for conservation efforts for FrogWatch. These criteria included similarity in data counts by each unique contributor in the case of RinkWatch, and spatial adjacency/similarity and a minimum amount of data counts in both case studies. Filtering out outliers, whether for exclusion, or for further study, and preserving spatial connectedness in spatial analysis of VGI point patterns may be an important pre-processing step for future studies of user-contributed data.



The S-COM index values showed that the differences between different spatial extents can be quite extreme. The first optimization method used was the quadtree gridded algorithm. While the study area result encapsulated a reasonable subset of the overall data matching the criteria needed for a skateability analysis, it could not overcome the inherent deficiency of standard grids being used. The feasible area found for the RinkWatch data contained several aggregated counts of readings that were much higher than the surrounding counts creating a bias in the skateability analysis as a rink with 394 contributions would be much more accurate than the average rink with 73 contributions. While there could be uses for finding the most prolific contributors, such as an analysis to assess socio-economic factors that may explain strong participation rates [34,40,57,58,59,60], this was not the focus of this paper. The S-COM index, as a measure of spatial comprehensiveness, is extendable in the sense that component weightings can be tailored to study objectives. The analysis of FrogWatch differed in that the overall area was analyzed for outliers, or large concentrations of frogs, allowing for the demarcation of feasible areas for conservation efforts.



The irregular polygon study areas (census tracts, dissemination areas, and Voronoi polygons) were found to provide better S-COM index values. The census tract and Voronoi polygon study areas were much more conducive to spatial interpolation analysis. The census tract and Voronoi study areas proved to capture the best areas of all the different types of study areas tested, showing good compatibility with the criteria needed for the final skateability analysis. There was very little difference between using an index component weighting of 333 compared to the 505 weighting. The skateability analysis using spline interpolation helps to visualize the difference between using the complete study area versus the feasible Voronoi area. Figure 5 and Figure 6 show that skateability within the extent shown is not as high as the complete set of points would have us believe. The value of 100% (bottom right of Figure 5) is a highly suspect value which should be further analyzed and most likely omitted from the analysis.



The FrogWatch analysis further helps to illustrate the S-COM index’s efficacy in the delineation of sub-study areas within an initial study area. While a cursory visual examination of the study area might prove to elucidate the areas of large numbers of frog counts, the index used in this paper further quantifies the choice of sub-study area. However, the FrogWatch dataset was different in the unavailability of user information or meta knowledge creating difficulties in the use of the data [61,62,63,64], though the S-COM index was still able to find a suitable sub-area based on the conditions of the study (large concentrations of frogs).



The three measures of the S-COM metric can be replicated using many different approaches. DBSCAN is a well-known clustering technique that would be able to find areas of similar coverage. Mirahsan et al. [65] calculated user-heterogeneity of wireless cellular users utilizing the coefficient of variation of Voronoi cell areas and the resulting Delaunay cell edge lengths; however, this study used OSM data. Similar ideas are presented in Feng et al. [66] dealing with highly heterogeneous but noisy datasets, yet again using external data to verify heterogeneity. The S-COM’s density and coverage measures approximate the Geospatial Data ISO guidelines for Completeness, which has been extensively studied [10,13,31,67] in terms of quality assessments. The S-COM metric allows for its three measures to be combined in various algorithms (e.g., Voronoi, census tracts, quad-tree) as demonstrated in this paper. This approach has two advantages over current methods. First and foremost, it is calculated solely through the dataset itself. Secondly, it utilizes all three measures in the calculations at each step, as opposed to calculating each measure separately and then attempting to combine them into one optimal extent. Regardless of whether geolocated VGI is being used to analyze daily activity patterns or sentiment, or citizen science data are being used to investigate the abundance of an amphibian, the spatial characteristics of the data need to be interrogated, and the method developed here is robust to different forms of subject–object studies. The three components of the metric used to identify candidate sub-areas for further analysis are important irrespective of application, but can be specifically tailored using the weighting parameters when combined into the final S-COM.



The need for methods to find study extents and identifying specific spatial scales are not limited to VGI. For example, Galpern [68] noted that the optimal spatial grain is usually unknown before a landscape genetic analysis and gives the example of looking at various grains to filter out unimportant variation in the landscape of a wide-ranging organism gene flow. As the understanding of these various sources of VGI are still in their infancy, an approach to the utilization of a VGI dataset without a multiscale focus may leave important information hidden or ignored by the grain or extent chosen. Sester et al. [69] discussed how many of the delineations that may be found in VGI are not official and may have semi-permanent boundaries or fuzzy borders, as in the case of colloquial characterizations of urban neighbourhoods as “uptown”, “the college district”, or other culturally defined delineations. Modern clustering algorithms (e.g., DBScan, KMeans) could also offer additional patterns in the data that these algorithms would not find; however, many unsupervised clustering algorithms do not offer the ability to tailor sensitivity to initial centers of clusters and are not as likely to find optimal local minimums with several more subjective parameters with outlier data [70,71].



Overall, the use of the S-COM index was successful in identifying sub-study areas that showed similarity, were spatially connected, and had a minimum number of data. Finding the right study area without predefined borders can be challenging [72,73]. VGI data are created by users based on personal or project-related criteria which may not correspond to researchers’ needs. The results from the RinkWatch and FrogWatch case studies have shown that feasible sub-areas can be found through simple algorithms using a predefined index, allowing for an easier and faster study of data or comparison of different extents based on predefined conditions. Through these algorithms, we can reach a better understanding of how VGI can be used for analysis, in particular its use for public consumption of real-time data collection and immediate dissemination [69]. While this paper focused on the most feasible extent using different grains and feasibility approaches, altering the weights of the index components will allow its adoption in other types of studies. For example, the algorithm could have a minimum threshold for the index values it returns, allowing for several study areas of interest (extents) to be further analyzed by researchers. We anticipate that these findings will facilitate a wider adoption of multi-scale analysis of VGI and promote the data quality assessment of VGI in geography and other disciplines.
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Figure 1. Voronoi tessellation created from generic test data. 
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Figure 2. (a) Quadtree branch creation NOTE: metric values are shown as whole numbers for illustration purposes. The metric values normally fall between 0 and 1; (b) quadtree return values. 
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Figure 3. The polygon adjacency algorithm. 
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Figure 4. Three types of tessellations: (a) quadtree gridded polygons are used left, (b) census tracts centre, and (c) Voronoi polygons right. 






Figure 4. Three types of tessellations: (a) quadtree gridded polygons are used left, (b) census tracts centre, and (c) Voronoi polygons right.



[image: Ijgi 09 00497 g004]







[image: Ijgi 09 00497 g005 550] 





Figure 5. Using Voronoi polygons, a spline interpolation surface fit based on rink skateability. The left surfaces (a) are the optimal areas with the right surfaces (b) showing the complete study area. Index component weightings are coverage 33%, user-heterogeneity 33%, and density 33%. 
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Figure 6. Using Voronoi polygons, a spline interpolation surface fit based on rink skateability. The left surfaces (a) are the optimal areas with the right surfaces (b) showing the complete study area. Index component weightings are coverage 50%, user-heterogeneity 0%, and density 50%. 
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Figure 7. The most feasible study area based on the criteria of large coverage and data similarity; (a) optimal extent; (b) Moran’s I scatterplot with optimal grids circled; (c) Moran’s I scatterplot focused on optimal grids. 
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