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Abstract

:

Three-dimensional digital technology is important in the maintenance and monitoring of cultural heritage sites. This study focuses on using a combination of terrestrial laser scanning and unmanned aerial vehicle (UAV) photogrammetry to establish a three-dimensional model and the associated digital documentation of the Magoksa Temple, Republic of Korea. Herein, terrestrial laser scanning and UAV photogrammetry was used to acquire the perpendicular geometry of the buildings and sites, where UAV photogrammetry yielded higher planar data acquisition rate in upper zones, such as the roof of a building, than terrestrial laser scanning. On comparing the two technologies’ accuracy based on their ground control points, laser scanning was observed to provide higher positional accuracy than photogrammetry. The overall discrepancy between the two technologies was found to be sufficient for the generation of convergent data. Thus, the terrestrial laser scanning and UAV photogrammetry data were aligned and merged post conversion into compatible extensions. A three-dimensional (3D) model, with planar and perpendicular geometries, based on the hybrid data-point cloud was developed. This study demonstrates the potential for using the integration of terrestrial laser scanning and UAV photogrammetry in 3D digital documentation and spatial analysis of cultural heritage sites.






Keywords:


terrestrial laser scanning; unmanned aerial vehicle photogrammetry; integrated three-dimensional modeling; digital documentation; cultural heritage site












1. Introduction


There are many cultural heritage sites in the Republic of Korea. However, the sites incurred constant deformation owing to deteriorations and disasters. The acquisition of geospatial information based on numeric data is very important for systematic management to respond to the deformation. The use of three-dimensional (3D) coordinate data for multi-faceted analysis has recently increased in the conservation and management of cultural heritage sites [1,2,3,4,5,6]. In particular, the precise investigation and monitoring of cultural heritage sites in terms of preventive conservation has gained attention, and digital documentation processes have been recognized as an essential element in conservation, rather than the active repair of cultural heritage sites [7,8,9].



In addition, the efficiency of survey methods should be considered for the acquisition of 3D numeric data because most heritage sites are fairly large. To achieve this goal, 3D terrestrial laser scanning and unmanned aerial vehicle (UAV) photogrammetry are considered to be representative of documentation technology because they create a digital model from recorded data that is nearly identical to the physical geometry [10,11,12,13]. These technologies have relatively cheap operational expenses [14,15] and can rapidly and accurately reacquire high-resolution images [16,17]. Recently, multiple studies pertaining to the lightening of equipment and increasing of precision have been performed [18]. In particular, these technologies have been applied in conservation assessment [19,20], building information modeling (BIM) [21,22,23], and archaeological documentation [24,25,26].



Terrestrial laser scanning measures the 3D spatial information of an object within a certain distance of the ground using a laser [27,28]. This method can quickly acquire the geometry of a large cultural heritage site, owing to its high operation speed, mobility, and accessibility. The data acquisition rate for terrestrial laser scanning is optimum when in a perpendicular direction.



UAV photogrammetry provides some alternative advantages when compared with laser scanning [29]. The orthoimage created via UAV photogrammetry allows for distances, angles, plane coordinates, and areas to be directly measured as the relationships between different locations are identical to those on the topographic map [30]. UAV photogrammetry has a higher planar data acquisition rate in upper zones, such as the roof of a building, than terrestrial laser scanning.



In general, temple sites include multiple buildings and are relatively wide, open, and complex. Therefore, documenting the shape of the entire site exclusively through terrestrial laser scanning is difficult. In particular, acquiring data at positons where the scanner is not accessible is difficult, for example the roof of a building. In addition, the acquired data has a low point density owing to the restricted field of view even when the scan is performed for a long duration and from a high position. The superior mobility and accessibility of UAV photogrammetry must be actively utilized to overcome these disadvantages. If terrestrial laser scanning and UAV photogrammetry can be appropriately integrated, multidirectional numerical information together with the arrangements of architectural heritage sites could be acquired [31,32,33,34]. Accordingly, the fusion of laser scanning and photogrammetry has been widely used for the 3D modeling of buildings [35,36] and cultural heritages [37,38].



This study applied both terrestrial laser scanning and UAV photogrammetry to the 3D digital documentation of Magoksa Temple in Gongju, a representative temple of the Republic of Korea [39]. Point clouds of the temple site obtained from the two technologies were integrated after their accuracy had been verified to produce an orthoimage and a 3D model using specialized software. In particular, overall workflow of 3D fusion modeling and the possibility of application of the completed terrain model were discussed. The results of this study are expected to contribute to the development of accurate 3D documentation and spatial analysis of heritage sites.




2. Study Area and Method


2.1. Study Area


The Magoksa Temple, located in Gonju, Republic of Korea, was built in the 7th century. The temple was included in the UNESCO World Heritage list in 2018 as one of the “Traditional Buddhist Mountain Temples of Korea.” This temple is a good example of how a Korean-style temple layout exhibits harmony between the inner and outer space with the surrounding scenery, which in this case is a mountainous area. This feature led to the temple’s recognition as a World Heritage site. The Magoksa Temple can comprehensively exhibit thoughts and the consciousness unique to Korean Buddhism together with the life and culture associated with a mountain temple.



The Magoksa Temple is divided into northern and southern territories based around a central stream, as shown in Figure 1a. The two territories have both horizontal and vertical arrangements. The northern territory primarily contains the Daeungbojeon Hall, the Daegwanbojeon Hall, and a Five-Story Stone Pagoda. The main heritage site of the southern territory is the Yeongsanjeon Hall. The five-story stone pagoda in this temple has a Lamaistic upper part, which is unique in the Republic of Korea; this hybrid style evidences active cultural exchanges with the Yuan Dynasty in the 13th century (Figure 1b).




2.2. Method


The terrestrial laser scanner (Leica, ScanStation C10) used to create the 3D model of the Magoksa Temple is based on the time of flight of the laser pulse (Figure 2a). The scanner used for this study has a maximum scan speed of 50,000 points per second and is accurate to 6 and 4 mm in terms of position and distance between 1 m and 50 m, respectively. A specialized external camera with a fisheye lens (SIGMA, 8-mm F3.5 EX DG Circular FISHEYE) was used for texture mapping. The scanned point cloud data were post-processed using Cyclone 9.3 software produced by Leica Geosystems.



UAV photogrammetry was conducted using a rotorcraft drone (Leica, Aibot X6). The UAV used is an autonomously flying and high-performance hexacopter with stable flight performance, specially designed for demanding tasks in surveying, industrial inspection, agriculture, and forestry. Moreover, the UAV had various on-board sensors, including GPS, a gyroscope, an ultrasonic transducer, and a smart camera system. In addition, to create a 3D model, a 24 MP mirrorless digital camera (SONY, Alpha 6000) with a 20-mm lens was mounted on the drone for photogrammetry. Generally, the camera calibration is performed using the bundle adjustment option of specialized software [40] or developed methods [41]. However, a special camera calibration was not performed because this study used a new camera and lens for photogrammetry.



Based on the previous statement, a gimbal became a mandatory part of the UAV equipment because it smooths the angular movements of a camera and provides advantages for acquiring better images [42]. This UAV is able to provide high-quality data, and it has an exceptional camera mount that has automatic pitch-and-roll compensation of the camera gimbal for smoother pictures and video output (Figure 2b).



PhotoScan 1.3.4 Professional Edition software produced by Agisoft was used for the photogrammetric process. The software allows for professional 3D modeling of the captured aerial photographs. The software automatically processes the photographs to produce a 3D reconstruction of the images. A ground control point (GCP) survey of the Magoksa Temple was conducted across five points, (CP1–CP5) using the virtual reference station (VRS) GPS (Trimble, R6 Model 3) and levelling (Figure 2c). The VRS GPS system used for this survey is accurate to 8 mm + 0.5 ppm and 15 mm + 0.5 ppm in terms of horizontality and verticality, respectively.



Specifically, the survey was performed by considering positions that were not obstructed by nearby obstacles and where the visual field could be secured. The results of the survey points were obtained by fixing four unified control stations (UCS) and conducting a GPS baseline analysis. In addition, the levelling was utilized to improve the vertical accuracy of GPS survey. These GCPs were used to relocate the terrestrial laser scanning and UAV photogrammetry models in the true north direction and obtain further positional information regarding the land surface.





3. Result and Discussion


3.1. Terrestrial Laser Scanning


The most important consideration in a field scan is to select a suitable scan position for the object of interest. In this study, the field scan was performed from 82 positions, considering various factors such as the measurable range and overlap as the Magoksa Temple covers a fairly wide area. In addition, the stone pagoda, a key part of the heritage site, was scanned from 24 positions by dividing the pagoda into lower and upper sections based on its height. The 3D shape of the temple was generated by registering, merging, and filtering the scanning data and inputting the GCP data.



Shape registering was conducted by selecting at least three corresponding points from each point cloud. As a result, all registered point clouds were merged and filtered to generate a complete object model. Finally, the laser scanning models were converted to an absolute coordinate system based on the five GCPs to increase the accuracy and reliability of the topographical survey. Figure 3 shows the point clouds and texture mapping images of the Magoksa Temple obtained by merging and filtering the laser scanning data. Notably, the overall 3D shape reflected the perpendicular geometry of the buildings; however, high-level planar point clouds (e.g., the geometry of the roof) were not acquired sufficiently for geometrical reconstruction.




3.2. UAV Photogrammetry


UAV photogrammetry was used to determine the overall topography of the Magoksa Temple and acquire the 3D numerical data of the upper part, where using the terrestrial laser scanner was not possible. This was achieved by conducting a planning survey suitable for the Magoksa Temple and then performing overall modeling using specialized software. First, two UAV flight plans were determined for the southern and northern territories of the Magoksa Temple. Next, the flight ranges (approximately 250 × 400 m) and paths were established on the satellite map using specialized software, and the following conditions were input into the software: vertical camera angle; altitude = 80 m; overlap = 80%; sidelap = 60%; flight speed = 3 m/s; and flight time = 20 min. Then, the UAV flight was performed under autonomous control according to the preset path.



Image processing involved aligning the images, inputting GCP, reconstructing the images, building point clouds, and mapping the textures. First, the 213 still photographs obtained by the UAV camera, the alignment of which was based on the shooting sequences and image feature points. Then, geometric reconstruction using the five GCPs was performed to scale and orient the 3D model. Finally, the orthoimage was completed by mapping the texture. The data acquisition rate in the planar direction was higher for UAV photogrammetry as compared to the terrestrial laser scanning (Figure 4).




3.3. Accuracy Assessment


The 3D digital documentation of individual architectural heritages and artifacts has been performed in the past. Recent developments in laser scanning technology and UAV photogrammetry have extended the scope of digital documentation to large-scale architectural heritages and sites. In particular, UAV photogrammetry has been used to acquire 3D numerical data across a wide area, which, when combined with terrestrial laser scanning data, provides a large number of point clouds; this reduces the time required for data acquisition. In this respect, studies on the digital documentation of cultural heritage sites using different technologies have been conducted in conjunction with the deployment of UAV [43,44,45,46,47]. In this paper, we focused on evaluating the reliability of the point data obtained via terrestrial laser scanning and UAV photogrammetry to enhance the convergent usability of both datasets by comparing the position accuracy of the point cloud data.



First, we compared the coordinate errors with the laser scanning and photogrammetry based on the five GCPs to evaluate the overall quality and absolute positional accuracy (Table 1, Figure 5). As a result, the X, Y, and Z coordinates of the laser scanning result deviated in the range −0.009–0.005 m (RMS 0.006 m), −0.015–0.001 m (RMS 0.008 m), and −0.011–0.099 m (RMS 0.045 m), respectively. Additionally, the X, Y, and Z coordinates of the photogrammetry result exhibited discrepancies that range from −0.005–0.044 m (RMS 0.024 m), −0.028–0.027 m (RMS 0.021 m), and −0.009–0.079 m (RMS 0.044 m), respectively. Overall, the X and Y coordinates of the terrestrial laser scanning and UAV photogrammetry methods exhibit a good degree of agreement with the GCP values at the millimeter-level accuracy. However, the Z coordinate shows high discrepancies at the centimeter-level accuracy. The comparison results according the survey methods show that the terrestrial laser scanning result is more accurate than UAV photogrammetry.



The relative positional accuracy between terrestrial laser scanning and UAV photogrammetry were analyzed using randomly selected points (Figure 6). Coordinate discrepancies were calculated at a total of 40 points on the ground and on buildings (Table 2, Figure 7). The maximum negative and positive difference values on the ground were -0.020 m and 0.030 m in X coordinate (RMS 0.015 m), −0.028 m and 0.025 m in Y coordinate (RMS 0.015 m), and -0.012 m and 0.030 m in Z coordinate (RMS 0.010 m), respectively. Moreover, the X, Y, and Z coordinates on the buildings deviated in the range of −0.037–0.074 m (RMS 0.043 m), −0.049–0.049 m (RMS 0.028 m), and −0.071–0.057 m (RMS 0.037 m), respectively. Overall, the differences of the coordinates were less than ±0.030 m on the ground and ±0.080 m on the buildings. In particular, there were significantly higher deviations on some building points. The RMS of the buildings was approximately two to three times bigger than RMS on the ground. The point cloud comparison was an effective approach to investigate the correspondence of the terrestrial laser scanning and UAV photogrammetry methods. In the future, detailed and macroscopic analyses of overall datasets should be performed using graphical tools.



To determine the shape accuracy of individual buildings in addition to the overall deviation analysis of cultural heritage sites, the roof section of the Daegwangbojeon Hall, a representative building in the Magoksa Temple, was examined. Figure 8 shows that the photogrammetric point cloud data is complementary to areas of low point density in the scanning point cloud data. Thus, the level of accuracy of both laser scanning and photogrammetry is high enough to be widely used in survey drawings for buildings as well as in BIM. In this respect, a 3D model that combines terrestrial laser scanning and UAV photogrammetry is deemed a useful technology for the digital documentation of large and complex cultural heritage sites such as the Magoksa Temple, because such models jointly overcome the limitations of data acquisition through a single technology.




3.4. Integrated Three-Dimensional Modeling


Considering the properties of terrestrial laser scanning and UAV photogrammetry, it is clear that the two technologies provide complementary information. However, the synergic characteristics of both systems can be fully utilized only after the successful registration of the laser scanning and photogrammetry data relative to a common reference frame [48]. In general, a popular mathematical computation is the “Iterative Closet Point” (ICP) algorithm [49,50].



This study created a 3D model of the Magoksa Temple, including the terrain and buildings, by combining laser scanning data that focused on perpendicular point clouds with UAV photogrammetry data that focused on the planar point clouds. To achieve this goal, the two given datasets of the scanning and photogrammetry applied model-based fusion using the five GCPs. Then, the relative position of the laser scanning and photogrammetry results was determined via bundle adjustment and ICP algorithm such that the mean squared error (RMS) given by the sum of the squared distances between the corresponding points was minimized. The process was continued until either the RMS fell down below a given threshold or no further improvement could be achieved. As a result of the overlap error statistics between the laser scanning and photogrammetry results, the RMS is gradually decreased depending on the alignment stages, and the final RMS value is 0.005 m (Table 3).



The completed 3D shape exhibited perfect planar and perpendicular geometries, including wooden buildings and the surrounding environment (Figure 9). As shown in Figure 10, the Magoksa Temple has east–west and south–north lengths of approximately 100 and 230 m, respectively, and the temple is located between 100 and 130 m above sea level. Although the Magoksa Temple seems like a mountain temple in its layout the survey results indicate that the Magoksa Temple is located on a site that is virtually flat. This 3D terrain model of the site is expected to be used as basic data for conservation and management of the Magoksa Temple.



The workflows for the processes involved in the acquisition of the point cloud data on the Magoksa Temple using terrestrial laser scanning and UAV photogrammetry together with the 3D modeling process that combines the data from these two technologies can be summarized as follows (Figure 11). First, laser scanning collects a primary set of 3D shape data through field scans, data registering, merging, filtering, and the input of GCPs. Through feature point matching, GCP inputting, point cloud creating, and texture mapping, UAV photogrammetry produces a 3D model created from the aerial photographs obtained after the setup of a flight plan. If data convergence is not required for both models, laser scanning produces a 3D model based on the perpendicular geometry, and photogrammetry produces an orthoimage model based on the planar geometry. In contrast, if the convergence of the point cloud data is required between these two approaches, generating a 3D model based on the hybrid point cloud data is possible, which includes topography and building shape through shape registering and merging, after changing the data to have compatible extensions.





4. Conclusions


This study established a 3D model and accurate digital documentation of the Magoksa Temple using terrestrial laser scanning and UAV photogrammetry. The two technologies were used to acquire multidirectional numerical information of the temple site. Laser scanning showed a high data acquisition rate in the perpendicular direction. In contrast, photogrammetry generated high-level planar point clouds. Laser scanning or photogrammetry are useful individual techniques for digital documentation of cultural heritage sites to determine the layout conditions and topographical features based on an orthoimage image; however, these techniques are of limited application if precise survey drawings are required. Thus, constructing a 3D model that includes topography as well as building shapes through a hybrid convergence technology, using both terrestrial laser scanning and UAV photogrammetry, is crucial.



The accuracy of the two technologies based on GCPs prior to their convergence was analyzed: laser scanning has higher positional accuracy than photogrammetry, and the overall discrepancy of the two technologies was sufficient to generate convergent data. The photogrammetric point cloud data was aligned and merged based on the laser scanning results. Consequently, photogrammetry could increase the value of a 3D model by complementing the point cloud data for the upper parts of buildings that are difficult to acquire through laser scanning. Furthermore, the accuracy of the overall topography as well as the shape of an individual building is increased, which enhances the composition of survey drawings and the BIM.



Integrated 3D models using both terrestrial laser scanning and UAV photogrammetry are expected to contribute to the improved applicability of hybrid point clouds and digital documentation methodologies for cultural heritage sites and individual monuments. However, future work must focus on reducing the positional discrepancies between the two survey technologies and determine the tendency of positional discrepancies to vary according to the different scales and geomorphic environments of the cultural heritage site. Moreover, cross-validation with various other measurement techniques such as total station is required to increase the reliability of positional accuracy. Although some further studies for data acquisition, fusion workflow, accuracy assessment, and applicability improvement have been conducted, the 3D integrated model of terrestrial laser scanning and UAV photogrammetry seems to be a powerful tool for the digital documentation and conservation management of the cultural heritage sites.
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Figure 1. Field existence of the Magoksa Temple, Gongju: (a) location and temple layout; (b) five-story stone pagoda. 
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Figure 2. Equipment and methods used for 3D digital documentation: (a) terrestrial laser scanning using a specialized external camera; (b) hexacopter unmanned aerial vehicle (UAV); (c) five ground control points. 
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Figure 3. Orthoimage and detailed view of the Magoksa Temple created via terrestrial laser scanning: (a) reflectance intensity image; (b) RGB texture mapping image. 
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Figure 4. Orthoimage and detailed view of the Magoksa Temple created via UAV photogrammetry: (a) density image; (b) RGB texture mapping image. 
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Figure 5. Graphs showing coordinate errors of the terrestrial laser scanning and UAV photogrammetry based on the five ground control points. 
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Figure 6. A total of 40 randomly selected points on the ground and buildings for analysis of the relative positional accuracy between terrestrial laser scanning and UAV photogrammetry. 
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Figure 7. Graphs showing relative positional coordinate discrepancies between terrestrial laser scanning and UAV photogrammetry. 
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Figure 8. Point clouds showing the roof section of the Daegwangbojeon Hall. 
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Figure 9. Process and result of integrated 3D modeling. 
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Figure 10. True orthoimage and cross-section of Magoksa Temple’s terrain. 
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Figure 11. Workflow of integrated 3D modeling using terrestrial laser scanning and UAV photogrammetry. 
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Table 1. Comparison of coordinate errors of the point data obtained via terrestrial laser scanning and UAV photogrammetry based on the five ground control points.
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GCPs

	
Terrestrial Laser Scanning

	
UAV Photogrammetry




	
X

	
Y

	
Z

	
X

	
Y

	
Z






	
CP1

	
0.000 m

	
−0.004 m

	
0.000 m

	
0.030 m

	
0.005 m

	
−0.009 m




	
CP2

	
0.001 m

	
0.001 m

	
0.000 m

	
−0.003 m

	
0.001 m

	
0.024 m




	
CP3

	
−0.007 m

	
0.000 m

	
−0.001 m

	
−0.001 m

	
0.027 m

	
0.005 m




	
CP4

	
0.005 m

	
−0.008 m

	
−0.011 m

	
0.044 m

	
−0.028 m

	
0.052 m




	
CP5

	
−0.009 m

	
−0.015 m

	
0.099 m

	
−0.005 m

	
−0.025 m

	
0.079 m




	
Mean

	
−0.002 m

	
−0.005 m

	
0.017 m

	
0.013 m

	
−0.004 m

	
0.030 m




	
RMS

	
0.006 m

	
0.008 m

	
0.045 m

	
0.024 m

	
0.021 m

	
0.044 m
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Table 2. Relative positional coordinate discrepancies between terrestrial laser scanning and UAV photogrammetry.
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Point No.

	
Ground (G)

	
Buildings (B)




	
X

	
Y

	
Z

	
X

	
Y

	
Z






	
1

	
0.012 m

	
0.012 m

	
−0.002 m

	
0.061 m

	
−0.033 m

	
−0.050 m




	
2

	
0.013 m

	
−0.008 m

	
−0.010 m

	
−0.037 m

	
−0.016 m

	
0.023 m




	
3

	
0.026 m

	
0.008 m

	
−0.009 m

	
0.073 m

	
−0.001 m

	
−0.044 m




	
4

	
0.016 m

	
−0.007 m

	
−0.005 m

	
0.021 m

	
0.009 m

	
−0.016 m




	
5

	
−0.001 m

	
0.004 m

	
−0.002 m

	
0.053 m

	
−0.005 m

	
−0.028 m




	
6

	
−0.004 m

	
0.002 m

	
0.019 m

	
0.047 m

	
0.040 m

	
−0.028 m




	
7

	
−0.013 m

	
−0.003 m

	
0.004 m

	
0.000 m

	
0.003 m

	
0.057 m




	
8

	
−0.012 m

	
0.007 m

	
0.001 m

	
0.061 m

	
−0.035 m

	
−0.015 m




	
9

	
0.009 m

	
−0.006 m

	
−0.003 m

	
−0.012 m

	
0.012 m

	
−0.065 m




	
10

	
0.008 m

	
−0.028 m

	
0.030 m

	
0.010 m

	
−0.026 m

	
0.018 m




	
11

	
0.021 m

	
−0.019 m

	
0.002 m

	
0.043 m

	
−0.047 m

	
0.037 m




	
12

	
0.019 m

	
−0.022 m

	
0.000 m

	
0.062 m

	
0.041 m

	
−0.031 m




	
13

	
0.004 m

	
0.006 m

	
−0.008 m

	
0.074 m

	
−0.013 m

	
−0.049 m




	
14

	
−0.004 m

	
0.013 m

	
0.002 m

	
0.037 m

	
0.031 m

	
−0.011 m




	
15

	
0.030 m

	
−0.014 m

	
−0.003 m

	
0.050 m

	
−0.049 m

	
−0.021 m




	
16

	
0.011 m

	
−0.021 m

	
−0.011 m

	
0.022 m

	
0.049 m

	
0.018 m




	
17

	
−0.011 m

	
−0.006 m

	
−0.010 m

	
0.003 m

	
0.012 m

	
0.015 m




	
18

	
−0.010 m

	
0.011 m

	
−0.012 m

	
0.030 m

	
−0.002 m

	
0.039 m




	
19

	
−0.020 m

	
0.025 m

	
0.009 m

	
−0.007 m

	
−0.014 m

	
−0.071 m




	
20

	
0.007 m

	
−0.027 m

	
0.000 m

	
−0.032 m

	
0.018 m

	
−0.004 m




	
Mean

	
0.005 m

	
−0.004 m

	
0.000 m

	
0.028 m

	
−0.001 m

	
−0.011 m




	
RMS

	
0.015 m

	
0.015 m

	
0.010 m

	
0.043 m

	
0.028 m

	
0.037 m
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Table 3. Overlap error statistics between the laser scanning and photogrammetry according to alignment stages.
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	Alignment Processing
	Max Search Distance Parameters
	Iterations
	RMS
	Mean





	First stage
	0.100 m
	12
	0.038 m
	0.030 m



	Second stage
	0.050 m
	10
	0.020 m
	0.016 m



	Third stage
	0.025 m
	18
	0.012 m
	0.010 m



	Fourth stage
	0.012 m
	6
	0.006 m
	0.005 m
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