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Abstract: OpenStreetMap (OSM) is a representative volunteered geographic information (VGI)
project. However, there have been difficulties in retrieving spatial information from OSM. Ontology
is an effective knowledge organization and representation method that is often used to enrich the
search capabilities of search systems. This paper constructed an OSM ontology model with semantic
property items. A query expansion method is also proposed based on the similarity of properties of
the ontology model. Moreover, a relevant experiment is conducted using OSM data related to China.
The experimental results demonstrate that the recall and precision of the proposed method reach 80%
and 87% for geographic information retrieval, respectively. This study provides a method that can be
used as a reference for subsequent research on spatial information retrieval.
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1. Introduction

The importance of spatial information retrieval is increasing, and web map services now attract
a wide range of users. For example, the Baidu map service in 2015 had 302 million monthly active
users in China, and queries using the Baidu map service to retrieve living services accounted for 40%
of the total search volume [1]. Furthermore, the proportion of people engaging in spatial information
retrieval activities who are untrained has increased substantially [2]. These nonprofessional users
generally use simple keywords to search for information. However, the actual query results often
differ significantly from the results expected by the user [3]. For example, using abbreviations or
aliases as query words, such as using “wuda” to search for Wuhan University and its surrounding
spatial entities, generates many results with names that contain these two words but are not relevant.
Providing users with an intelligent, efficient way to allow them to complete their queries with a few
relevant keywords is a key issue that researchers in the information retrieval field around the globe are
highly focused on addressing [4].

An obvious approach to solve this problem is query expansion. Expanding a query using words
with meanings similar to those in the query increases the chances of matching query targets. Previous
research predominantly approached query expansion on the basis of local analysis. The local analysis
approach expands a user query by selecting relevant terms from the top-ranked terms initially retrieved
in response to a user-provided query. In general, this approach adjusts the weights of expansion terms
based on similarity algorithms [5]. However, the result is very sensitive to the quality of the original
query, and the effectiveness of the approach may be limited when the top-ranked terms span different
topics [6]. Furthermore, this approach does not consider the semantic information of the original query.
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Therefore, a query expansion that has no spatial relation with a query target may misguide the result
in spatial information retrieval. In our method, many kinds of semantic properties, like numerical and
descriptive properties, are considered, and different similarity calculation methods are used for the
semantic properties and spatial information to measure similarity accurately.

Spatial information retrieval has prominent spatial features and is a special application in the field of
information retrieval. The unique nature of spatial information retrieval is manifested by similarity retrieval,
spatiotemporal association retrieval, and uncertainty of knowledge problems [7]. Conventional keyword
string matching-based information retrieval techniques cannot meet the aforementioned needs; therefore,
higher-level semantic-based information retrieval and matching methods are needed [8]. As an effective
knowledge organization and representation method, the ontology technique used in the Semantic Web
has shown the merits of structuring information and supporting logical reasoning. This technique has
developed rapidly and has been extensively applied in the information retrieval field, particularly for
knowledge-based semantic retrieval [9]. Many studies have applied the ontology technique for many topics,
including spatial retrieval. Cardoso and Silva used ontology to match geographical features and spatial
relationships and readjust the expansion strategy of geographical queries [10]. Derbal et al. proposed
a querying approach for geographic information by using domain and user ontologies and developed
a web GIS application prototype based on the approach [11]. Fu et al. reported on the use of ontologies
developed in the EU Semantic Web project SPIRIT to support the retrieval of documents that are spatially
relevant to users’ queries [12]. However, ontology model building requires substantial work, and the effect
of the information retrieval method is closely related to the quality of the model. Current models are
limited to small data sets, and this limitation leads to poor scalability. Moreover, similarity algorithms play
a key role in the semantic retrieval field. Most existing methods consider only spatial relations and pay
little attention to other implicit relations such as materiality similarity. For example, water is the shared
materiality for river and lake.

In recent years, with the emergence of the concept of geographic information crowdsourcing,
there has been explosive growth in volunteered geographic information (VGI) [13]. The practice of
voluntarily collecting and sharing geographic information has significantly reduced the acquisition
cost of geographic information and shortened information update intervals. OpenStreetMap (OSM) is
a representative VGI project whose data have been extensively applied in various fields [14]. In the
OSM data specification, there is a simple, open semantic description structure called “tag”, which
provides a convenient means of expanding the semantics of OSM data. By expanding the semantic
property items of these tags, we can build a more complete ontology model and measure semantic
similarity more accurately with more information.

In this study, an ontology model for OSM tags is constructed to describe geographic properties of
features. To ensure that the query results match the expected results and eliminate irrelevant results from
a geographic view, a semantic-based query expansion method for geographic information is proposed
based on the similarity of the ontology semantic properties and spatial information. In the query
process, the user-input keywords are extended by using a series of corresponding similarity algorithms.
In addition, the relevant calculation results of keywords are sorted based on their spatial semantic
similarity. Experimental results show that the proposed method exhibits better query performance than
a non-query expansion method and a conventional information entropy-based query expansion method.

The remainder of this paper is organized as follows. In Section 2, we introduce the data source
and our pretreatment process. Section 3 briefly explains our proposed ontology model and expanded
method based on semantic ontology similarity. Section 4 presents the experimental results of different
query methods. Section 5 discusses the experimental results of those methods. Finally, Section 6
presents conclusions and future research directions.
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2. Data Acquisition and Preprocessing

2.1. OSM Dataset

Because of the diversity of information provided by a vast number of volunteers, OSM data are
more detailed than the data provided by map providers in several regions of the world [15]. In OSM
data, geographic information is described using a data model containing nodes, ways and relations.
As shown in Figure 1, a node is a simple object that has key-value tags and a couple of coordinates.
A node can represent any point information. The way to define a line or area by containing a sorted
sequence of nodes and a collection of key-value tags. The relations represent more complex objects,
like polygons with holes. Any relationship among nodes, ways and relations can be modeled. Using
the tags of OSM data, the property data corresponding to a map element in OSM are represented.
Both the “key” and “value” property items carry data in freely formatted text-type values and are
shown in the form of “key=value”. This form allows users to customize extensions, which render OSM
data highly extensible and significantly enrich the content of the provided geographic information.
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2.2. Property Extraction

In OSM, only the nodes contain location information (i.e., longitude and latitude). The way data and
relation data reflect the spatial location information by association with the identification of the nodes.
To facilitate the subsequent retrieval of spatial data and the judgment of spatial relationships, we need to
establish spatial location information and indices for the way and relation data. Therefore, we preprocess
the dataset by extracting the values in the Key and Value fields. These values are used to build an index
that will be very important for the subsequent query expansion of place names. The generation and
maintenance of quadtrees is relatively simple, so we used a quadtree index. By constructing minimum
bounding rectangles, we constructed a quadtree spatial index for each element to improve the subsequent
search and retrieval efficiency. In this study, property data are extracted from the offline files of OSM
data in XML format and stored in a local dataset.

3. Semantic Model for Information Retrieval

3.1. OSM Ontology Model

In recent years, research on ontologies has gradually matured. However, the definition of ontology
and the use of relevant terms are not completely consistent in the literature [16–18]. In addition, OSM
has yet to officially release an OSM ontology model with detailed ontology properties. The classification
system provided by OSM officials focuses on improving the expression of symbols. In this study, spatial
information retrieval pays more attention to spatial information, concept classification, and relations.
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Therefore, the classification of OSM elements needs to be extended and modified so that the elements
can be applied to the field of spatial information retrieval services. In this study, based on fundamental
geographic information features and the hierarchical conceptual model included in OSM, an ontology
model applicable to the query and retrieval of OSM data is proposed. The ontology model is built in
Protégé and stored in OWL or RDF file format. This model contains several classes: A set of geographic
information concepts, a spatial data model, and instance properties. Each class contains several subclasses
and entries. Each concept or entity has semantic description properties. Taking the “canal” category
in Chinese as an example, the semantic primitives of this category are extracted by applying NLP
(natural language processing) tools to a set of phrases, including “aqueduct”, “manual”, “water transfer”,
“shipping”, and “across river basin”. Then, by transforming these semantic primitives into the proposed
formal ontology model, the semantics of the “canal” category can be represented as a set of several
semantic statements as follows:

C = {TC = “(Canal)” ∩ HC = “Hypernym : (Waterway, Aqueduct)” ∩ PC = “(Purpose
: (Water transfer, Diversion)) ∪ (Purpose : Shipping) ∩ PC
= “Nature : (Manual, Artificial)” ∩ RS = “Topology
: (Inter − basin, Across river basin)”

This domain ontology model can facilitate the formal semantic description of the current
classification and hierarchy concepts in OSM and further strengthen and quantify the distinctions and
associations between concepts. Figure 2 shows a portion of the OSM ontology model structure.
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According to the “Specifications for feature classification and codes of fundamental geographic
information” of China and OSM nomenclature, spatial information concepts in this study include
eight categories: spatial reference, water system, geomorphology, transportation, habitation, pipeline,
boundary and land use types. By further sorting and summarizing the OSM concepts, 15 main ontology
properties are selected and extracted to comprehensively formalize the essential features of the spatial
information concepts. For example, materiality can distinguish the composition and structure of
a geographic information entity. The materiality of lakes and rivers is water in liquid form. Shape is
another ontology property. The shape of a road is a line, and the shape of a street block is a polygon.
Table 1 lists the 15 ontology properties.

Table 1. List of the semantic properties of the OSM ontology model concepts.

Category Ontology Properties/Keys Examples

GeoName GeoName Wuhan University
materiality materiality solid and sand

cause cause natural

spatial morphology

structure multi-story
shape multi-line

orientation northern
spatial relation beside

spatial location locality Hubei province
position longitude; latitude

temporality cyclicity seasonal
lifecycle scrapped

function function transportation
specificity specificity affiliated

measurement measurement height
hierarchy hierarchy part-of; subclass; kind-of

3.2. Similarity Query Expansion

An effective information retrieval approach that is generally accepted in the information retrieval
field is to first perform a query expansion based on simple or fuzzy user-input search keywords and then
use richer search terms to obtain more comprehensive and accurate results [19]. Because geographic
information has inherent spatial characteristics, conventional language or lexical meaning-based
query expansion methods are not applicable in the geographic information field [20]. Thus, there
is an urgent need for a search that uses a query expansion method for the geographic information
field that considers the spatial characteristics of geographic information. Since ontology can only
fundamentally solve the problem of cognition unity, semantic-based query extension is used to conduct
spatial information retrieval.

The level of overlap between the directions of the semantic vectors of the concepts is determined
by the similarities between ontology properties. Different similarity calculation methods are used
for different types of ontology properties. For the OSM model, the proposed ontology properties
are classified into six types: Boolean, synonymous, hierarchical, numerical, descriptive and spatial
ontology properties.

(a) The values of the Boolean properties of the concepts can only be true or false (represented by
1 or 0, respectively). For example, whether a road is a one-way road is a Boolean property. The equation
for calculating the similarity between Boolean properties is defined as follows:

ΦB
sim(v

c, vc′) =

{
1 vc = vc′

0 vc , vc′ , (1)

where the superscript B indicates Boolean properties; vc represents the value of the Boolean property
item of concept C; and vc′ represents the value of the Boolean property item of concept C′.
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(b) Synonymous relationships are a type of equivalence relationship that can be evaluated by
introducing an external source (e.g., a thesaurus). In this study, the similarity between synonyms is
considered to be slightly less important than the similarity between the same properties. For example,
a metro station and a subway station can both be used to describe a railway station in a rapid
transit system. Referencing the method for calculating text properties by using WordNet to calculate
similarity [21,22], the equation for calculating the similarity between synonymous properties is defined
as follows:

Φsyn
sim(v

c, vc′) =

{
1 vc and vc′ are the same

WordNetsim vc and vc′ are synonymous
, (2)

where the superscript syn indicates synonymous properties and WordNetsim represents the calculated
similarity between two synonyms in WordNet.

(c) Because there are hierarchical semantic relationships between concepts, there are inevitably
hierarchical relationships between the ontology properties that describe the features of the concepts.
Semantic relationships in an ontology structure mainly include hypernym–hyponym relationships
and whole–part relationships. Hypernym–hyponym relationships are semantic relationships that
describe property values that have common characteristics at different logical levels. In comparison,
whole–part relationships describe the compositional and structural associations between concepts.
Consider a water system class as an example. Lakes and rivers are both subclasses of the water system
class. Therefore, there is a certain similarity relationship between these two concepts. Referencing
a layer-depth similarity calculation method [23], the equation for calculating the similarity between
hierarchical properties is defined as follows:

ΦH
sim(v

c, vc′) =

∑n
i=1 vc

× vc′√∑n
i=1 (vc)2

×

√∑n
i=1 (vc′)2

, (3)

where H indicates hierarchical properties and vc and vc′ represent vector matrices of the associated
ontology properties of concepts C and C′ in the hierarchical model, respectively.

(d) In numerical ontology property items, specific numerical values are used to describe certain
features of geographic information concepts (e.g., water flow rate, road width, and lake area). The semantics
of numerical properties can be compared to determine their similarity if they have the same units; otherwise,
their semantics cannot be compared. Referencing the data normalization standard method [24], the equation
for calculating the similarity between numerical ontology properties is defined as follows:

ΦM
sim(v

c, vc′) = 1−

∣∣∣vc
− vc′

∣∣∣
MAX(vc, vc′)

, (4)

where M indicates numerical properties and MAX indicates that the maximum value is selected from
the set.

(e) For the ontology properties, there is one type of property that describes the features of concepts
in a language. For example, the values of the function property items are a set of words describing the
functions of the geographic information concept in question. The level of similarity between descriptive
properties is determined by the number of common morphemes. Because of the structural features of
Chinese words, traditional text similarity assessment (e.g., edit distance) would hamper the quantification
of the semantic similarity [25]. Referencing the morpheme center of gravity calculation method [26],
the equation for calculating the similarity between descriptive properties is defined as follows:

ΦT
sim(v

c, vc′) =
1
2
α

(
k
m

+
k
n

)
+

1
2
βMIN

(m
n
+

n
m

)
∑c

i=1 L1(i)∑m
t=1 t

+

∑c
i=1 L2(i)∑n

p=1 p

, (5)
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where T indicates descriptive properties; α represents the weight of the number of common morphemes;
β represents the weight of the impact of the locations of the common morphemes in the words (α+ β = 1);
m and n represent the character lengths of vc and vc′ , respectively; k represents the number of characters
matched between vc and vc′ ; and L1(i) and L2(i) represent the locations of the matched character i in vc

and vc′ in left-to-right order, respectively. For example, for “economic information management” and
“commercial information management”, the length of the characters in both sentences is 3, the number
of matching characters between the two is 2, and the positive order values of matching characters are 2
and 3. Thus, the similarity is ΦT

sim(v
c, vc′) = 2α

3 +
5β
6 .

(f) Spatial semantic properties are mainly determined by the spatial association and shape
similarity between geo-entities (e.g., interconnected roads and adjacent street blocks). In this study,
the similarity between spatial semantics is estimated mainly for four common spatial features, namely
distance, shape, size, and topology features [27]. The estimation equation is defined as follows:

ΦG
sim(v

c, vc′) =
1
p

p∑
i=1

σi(vc, vc′), (6)

where G indicates spatial properties; p represents the number of common spatial features of spatial entities
C and C′ (p ∈ [0, 4] and p ∈ N+); and σi(vc, vc′) represents the similarity between the corresponding
features. For example, for point targets and linear targets, the common spatial properties are the distance
and spatial relationship (Figure 2), and we calculate them separately.

The similarity of the distance feature is inversely proportional to the distance. If the distance
exceeds a certain threshold, the similarity is 0. For topological features, the similarity is 0 for disjoint
and 1 otherwise.

(g) Because different ontology properties have different levels of importance for element
classification, a weighted component is added to the proposed model to describe the importance of the
specific ontology properties. The vector structure of the set of ontology properties is defined as follows:

Vector =
n∑
1

wi ∗Φi
sim(v

c, vc′). (7)

In the above formula, Vector is the ontology similarity, v is the ontology attribute value, and Wi is
the weight value determined by the analytic hierarchy process (AHP).

AHP is a common method for determining weights. First, we structure the decision hierarchy
from the top with the similarity and then the ontology attribution weights. We then follow the advice
of relevant experts to grade the importance of each attribute from 1 to 9. After constructing a set of
pairwise comparison matrices, we calculate the feature vector of the pairwise comparison matrices.
We take the feature vector as a weight vector if it passes the consistency test. For convenience, we use
a software named “yaahp” to implement the calculation process. Then, we obtain the weight values of
different components.

Information entropy is a method to measure the uncertainty of information that can be used to
evaluate its influencing factors. Li et al. proposed an approach for matching instances by integrating
heterogeneous attributes with the allocation of suitable attribute weights via information entropy [28].
The approach calculates the spatial, text and category attribute similarity between geographic entities
and then determines the optimal weights of attribute similarity based on information entropy.
The information entropy-based method measures the similarity of geographic entities accurately and
is used for comparison.

Based on these equations, a set of relevant keywords can be obtained. This set is then compared
with a set of concepts or entities corresponding to the keywords, and the levels of similarity between
the words in the two sets are determined and sorted in descending order. Afterwards, based on this
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sorted order, the words in the set obtained using the equations in this section are added to the original
set of keywords to perform a second query.

3.3. Geo-Data Matching

The basic idea of the ontology similarity-based geographic information query and matching
method is described here. First, the relevant descriptive information is extracted from the description
of the geographic information retrieval (e.g., keywords, geo-names, and location information). Then,
the semantics of the descriptive information are expanded based on the semantic similarity algorithms
described in Section 3.2 and the OSM information ontology. Finally, based on the semantically expanded
description of the geographic information query, a main set of query results is obtained. Afterwards,
based on the order of relevance and the level of match with the user’s request, a certain number of
query results are returned.

Based on the user-input query information, a set of query-related concepts, C = (c1, c2, c3, . . . , cn),
is extracted. Then, another set of concepts (C′), which are extensions related to the concepts in set C,
is calculated using similarity algorithms. Sets C and C′ are combined, and the resulting set is sent to
the backend query system to produce a set of matched geo-entities, E = (e1, e2, e3, . . . , em). Afterwards,
an extended entity set (E′) related to set E is calculated using Equation (6). The results are then ranked and
returned to the user. Figure 3 shows the flowchart of the ontology concept similarity-based geographic
information query-service matching algorithm.
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For example, if the concept term “permanent lake” is used as a retrieval keyword, the semantic
properties of this concept can be obtained through the OSM ontology model built in Section 3.1,
as shown in Table 2.

Table 2. List of the semantic properties of “permanent lake”.

Materiality Formative
Spatiality Timeliness

Feature
Space
Shape

Spatial
Location Periodicity Life Cycle

Water Natural Pit shape Land surface No
Normal
period

Flowing water,
storage water,
aquaculture

In Table 2, the semantic properties of space shape and life cycle have hierarchy. Using the defined
property similarity algorithm, the most similar concepts to “perennial lake” are “lake” and “pond”,
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and their semantic similarity to “perennial lake” is 0.55, followed by “inland lake” and “outflow lake”,
with a semantic similarity to “perennial lake” of 0.48. According to the results of similarity calculations,
“lake”, “pond”, “inland lake”, and “outflow lake” can also be used as matched concept types during
space information retrieval for the expansion query.

3.4. Semantic Similarity Calculation Module

Assessment of information retrieval is an activity of an information retrieval system to satisfy the
user’s information requirement ability. To better evaluate the space information semantic-based query
expansion method, a semantic similarity calculation module is designed for quantitative evaluation.

Relevant operators are determined according to the six semantic similarity calculation formulas
proposed in Section 3.2 and then combined into a semantic similarity calculation module. When the
data are transmitted to this module, the attributes must be read first to make a judgment according to the
type of attribute. Next, the data are put into different types of similarity operators once for calculation to
obtain the similarity values among different types of attributes. The similarity is a decimal that ranges
from 0 to 1. Then, the overall similarity results can be obtained through comprehensive calculation
based on the weight values calculated by the AHP method.

3.5. Evaluation Index

In general, in the information retrieval field, the standard recall, precision and F-measure are
used as the main evaluation indices to evaluate search results [29]. Therefore, these three evaluation
indices are selected for evaluating the search results in this study. The equations for calculating the
recall, precision and F-measure are defined as follows, where RRE represents the number of relevant
geo-entities in the query results; ARE represents the number of all relevant geo-entities in the database;
RRE is part of ARE; and RE represents the number of retrieved geo-entities:

Recall =
RRE
ARE

× 100%. (8)

Precision =
RRE
RE
× 100%. (9)

The F-measure comprehensively reflects both the recall and precision and; therefore,
can satisfactorily reflect the query performance.

F−measure =
2×Recall× Precision

Recall + Precision
. (10)

In the information retrieval field, the order of returned results is very important for the user to
obtain accurate information. Generally, users only pay attention to the top query results [30]. Because of
the limitation on the number of query results that can be presented on one page, users normally only
pay attention to the query results on the first one or two pages. Therefore, an auxiliary evaluation
index, AP@n [31], is introduced to evaluate the performance of the proposed query expansion method
in ranking the relevant real query results. AP@n represents the average precision based on the relevant
documents in the first n number of query results and is calculated using the following equation:

AP@n =
1

RRE@n

∑ i
ranki

(i ≤ n), (11)

where RRE@n represents the number of relevant geographic entities in the first n number of query
results and ranki represents the rank of the relevant result i in the first n number of query results.
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4. Results

4.1. Recall Rate and Precision Rate

In this study, open access data related to China were downloaded in October 2016 from the
official OSM website as the data source. Statistical analysis revealed that the experimental data set
contained 34,147,539 nodes, 2,502,525 ways, and 30,361 relations. Spatial information and gazetteer
semantic dictionaries were constructed to achieve better performance in splitting query sentences and
query intention.

In the experiment, the non-query expansion method (i.e., initial search results provided by the
official OSM retrieval service), the conventional information entropy-based query expansion method,
and the semantic-based query expansion method proposed in this study were compared. All results
were sorted using a conventional vector space model.

Twenty queries were performed for different regions of China and query keywords. The queries
included commonly searched objects such as tourist attractions, transportation sites, roads, schools,
and commercial facilities. We screened the correct answers from the data set manually before the
experiment. In order to make the answers more objective, we followed specific rules when screening.
In the data preprocessing stage, we constructed minimum bounding rectangles and a quadtree spatial
index for each element. We eliminated irrelevant results with low spatial associations with the target
in the screening stage. At the same time, we considered a variety of relationships according to the type
of query target. For example, for query targets like roads, we also considered ancillary facilities such
as gas stations.

The query keywords were divided into two groups, with one group representing geo-names and
the other representing geo-entities. The geo-names came from the gazetteer semantic dictionaries,
and geo-entities came from the downloaded OSM experimental data set. Tables 3 and 4 list the query
keywords and average query results, respectively.

Table 3. Query keywords and their involved regions.

Group Geo-Names Geo-Entities
Key Words Location Key Words Location

1 Optics Valley Square Hubei Province Moon Lake Hubei Province
2 Wuhan University Hubei Province Yangtze Grand Bridge Hubei Province
3 Three Gorges Dam Hubei Province Highway No. S14 Hubei Province
4 Sun Yat-Sen Mausoleum Jiangsu Province Tianhe Airport Hubei Province
5 Old Summer Palace Beijing Hongli Road Shenzhen
6 Canton Tower Guangzhou Yalu River Jiling Province
7 West Lake Zhejiang Province East Third Ring Road Beijing
8 Ultima Thule Hainan Province Wanquan River Hainan Province
9 The Bund Shanghai Five Old Men Peaks Jiangxi Province

10 Potala Palace Tibet Desert Road Xinjiang

Table 4. Comparison of the results obtained using various query methods.

Retrieval Method Mean Recall Mean Precision Mean F-measure

Non-Expansion 43% 49.2% 45.9%
Information Entropy-Based 65.4% 75.8% 70.2%
Semantic-Based (Proposed) 80.5% 89.3% 84.7%

Table 4 shows that the semantic-based query expansion method proposed in this study has higher
query performance than the non-query expansion method and the information entropy-based query
expansion method. In addition, compared to the query expansion method that is solely based on
entropy, the proposed method exhibits significantly higher precision while ensuring recall. This higher
precision occurs because the query is expanded for a second time in the query expansion process
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based on the extended concepts obtained by analyzing the similarities between semantic properties
based on the OSM ontology model. Then, the spatial semantic properties are subjected to relevance
analysis based on the characteristics of spatial information. These steps improve the accuracy of the
query results.

For simple queries of geo-entities, because the semantic properties of spatial features are
considered and the coexistence relationships between geographic information concepts (i.e., dependence
relationship) are sorted when constructing the OSM ontology model, the spatial feature properties of
geospatial entities are expanded when extending the tag information of the OSM data. As a result,
compared to the non-query expansion method and the information entropy-based query expansion
method, the geospatial entity query results obtained using the proposed method are more in line
with the expected results, and the relevant geo-entities retrieved by the proposed method are more
comprehensive. This improvement in the query results is reflected in the data, as the proposed method
significantly outperforms the other two methods in terms of recall, precision, and F-measure. Figure 4
shows a comparison of the query results of the three methods for geo-names and geo-entities for
10 different groups of keywords.
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Retrieval result of normal geo-names; (b) retrieval result of normal geo-entities.

Figure 4a clearly shows that the proposed method produces relatively good search results.
This method has an average recall of approximately 80% and an average precision of approximately
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87% for queries of general geo-entities, and these values are approximately 10% higher than those of the
non-query expansion method and the information entropy-based query expansion method. Figure 4b
shows the query results for geospatial information entities. Because of the query expansion on spatial
feature semantics, the proposed method produces significantly better query results than the other two
methods. The proposed method has an average recall of greater than 75% and an average precision of
greater than 86%, which are approximately 20% higher than those of the other two methods.

4.2. Top n Results of a Query

The experimental results obtained for the keywords in the 10 groups are used to analyze the
performance of the AP@n for the three methods. Based on the users’ search habits, n is set to 20.
Figure 5 shows a comparison of the performance of the three methods in terms of AP@20 (the average
precision based on the relevant documents in the first 20 number of query results).
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Overall, the proposed method outperforms the other two methods in ranking the first
20 relevant results.

4.3. Optimal Number of Extension Words

Figure 6 shows the effect of the scale of expansion on query performance based on an analysis of
the precision. When there are approximately 15 expanded keywords, the information entropy-based
query expansion method and the proposed semantic-based query expansion method both exhibit
relatively good query performance. When there are more than 35 expanded keywords, the query
performance of the proposed method in this study is inferior to that of the non-query expansion
method. Therefore, the optimal threshold for the number of expanded keywords is approximately 15.

The experimental results show the following: (1) The proposed semantic-based query expansion
method is effective and efficient for VGI retrieval. (2) The proposed method considerably outperforms
a non-query expansion method and an information entropy-based query expansion method in terms
of recall and precision. (3) For queries on geo-entities, the proposed method exhibits significantly
higher query performance than the other two methods because it considers the expansion of the spatial
semantic properties. In addition, the method achieves optimal performance when the number of
expanded query keywords is set to approximately 15. (4) The query results obtained using the method
in this paper are ranked toward the top and are more aligned with the expected results.
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5. Discussion

In addition, the proposed method is validated through experimentation based on OSM data
related to China. Compared to the non-query expansion method and the information entropy-based
query expansion method, our method clearly produces relatively good performance. In addition,
the order of returned results is very important in the information retrieval field. The proposed method
eliminates irrelevant results with low spatial association in the subsequent spatial semantic similarity
estimation process. This result suggests that the keywords expanded in the query expansion process
by the proposed method are more closely aligned with the expected results.

The scale of the expansion is another important factor that affects the query performance. If the
number of expanded keywords is too small, they cannot sufficiently represent the query requirements
of the user; if the number of expanded keywords is too large, they will reduce the query result accuracy.

As shown in Figure 4a, the information entropy-based method and the proposed method have
similar performance in groups 6 and 10. These results suggest that there is no significant difference
between the numbers of relevant query results. Thus, our semantic model appears to have limited
enhancement compared to the information entropy-based method for queries about tourist attractions.
However, these problems could be solved if we adjust the weight in formula 6 according to the type
of keywords.

Furthermore, limited by time and manpower, the current experiment was based on a small sample.
In order to test the performance of the method comprehensively, our keyword sample covered common
query categories. From the point of view of type, our sample consisted of point features, line and
polygon features. And in the view of category, our samples included transportation facilities, tourist
attractions, public facilities, etc. However, there may be some limitations of this study have not been
exposed that can also provide directions for further research.

6. Conclusions and Future Work

In this study, using the tags in OSM data combined with spatial information semantic features,
an OSM ontology model with semantic property items was constructed, a corresponding semantic
similarity algorithm model was designed, and a query expansion method was proposed based on the
similarity of the OSM ontology semantic properties. This method aims to address VGI retrieval with
extensible tags and defines standard semantic expansion property items. In addition, the proposed
method was validated through experimentation based on OSM data related to China.
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Further research is necessary, and our future work will focus on several areas, including improving
the framework of the semantic model for VGI proposed in this study and optimizing the query result
ranking algorithm, to achieve an efficient query method that is more suitable for VGI.
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