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Abstract: Existing spatial community detection algorithms are usually modularity based. Motivated
by different applications, these algorithms build appropriate spatial null models to describe spatial
effects on the connection of nodes. Then, by choosing certain modularity maximizing strategies,
they try to find interesting community structures hidden behind the null models. In this paper,
a novel structural similarity-based spatial network community is defined, which is based on the
shared neighbors of nodes. In addition, there are two other special node roles defined: the spatial
hub and outlier. Then, a density and adjacency expansion-based spatial structural community
detection algorithm for networks (DASSCAN) is proposed for mining these communities, hubs and
outliers. DASSCAN uses structural similarity to measure the relationship between nodes, and then,
structurally similar and spatially adjacent nodes are merged into communities using a density-based
clustering method and spatial adjacency expansion strategy. Comparative experiments on two kinds
of Chinese train line networks clarified the accuracy and efficiency of DASSCAN in finding the spatial
structural communities, spatial hubs and outliers. The communities found can be used to uncover
more interesting spatial structural patterns, and the hubs and outliers are more accurate and have
more valuable meanings.

Keywords: spatial network; community detection; structural similarity; adjacency expansion;
density-based clustering

1. Introduction and Motivations

Spatial networks are networks in which nodes are in a metric-equipped space. For most practical
applications, this is a two-dimensional space and the metric is usually the Euclidean distance [1].
Spatial networks commonly exist in our daily lives. Many transportation and infrastructure networks,
such as road and street networks, power grids, and communication networks, are constructed in space.
Some online location-based service networks, such as Twitter, Facebook and Foursquare, also have
geographical attributes within them.

Different from the small world and free scale properties, a community is another basic feature
of a complex network [2]. A community is a set of nodes that have more connections among
themselves than with the rest of nodes. The research on community detection in complex networks
is of fundamental importance. It has both theoretical significance and practical applications in terms
of analyzing network topology, comprehending network function, unfolding network patterns and
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forecasting network activities. Community detection is also an important and fundamental topic in
spatial network studies. Community detection can be used to discover interesting spatial patterns and
help with understanding the spatial structure hidden in networks. In addition, this method has been
used in many areas, such as finding human movement patterns or local pockets of bicycle sharing
systems in inner cities [3,4], detecting spatial interaction communities from inner or intra cities [5,6],
identifying spatial clusters and partitions of transportation networks [7–11], and discovering global
and local structures of research and development cooperation in Europe [12].

The existence of geospatial property and the various spatial relations in spatial network make it
different from traditional network. The probability of a link between two nodes in a spatial network will
decrease with distance, and will be affected by its nearby nodes. This leads to community detection
in spatial networks being more difficult to obtain than in traditional networks. Researchers have
proposed several methods that integrate spatial constraints (e.g., spatial contiguity and geographic
distance) into the spatial network’s community detection process. These solutions can be classified
into four categories:

(1) Ignore the geographic constraint, and directly use the classical community detection
algorithms [7,12] or graph partition algorithms [9–11] in traditional complex network areas to discover
topological structures that exist in the spatial network. In fact, spatial nodes near one another are more
likely to be connected than those far apart. Therefore, the spatial patterns of these communities often
simply exhibit regional properties, which obviously exist in spatial networks.

(2) Add a spatial contiguity constraint into the hierarchical clustering-based methods [13,14].
First, the agglomerative hierarchical clustering approaches are used to construct a spatially contiguous
tree by merging the most connected neighborhood clusters. Then, the spatially contiguous tree is
partitioned to obtain regional communities while maximizing the within-region modularity. The inner
structures of the discovered communities are spatially connected.

(3) Reconstruct the spatial network by adding inverse distance weights to all the edges, and then
modify the classical community detection algorithm to detect geo-communities by optimizing a newly
defined geo-modularity [8]. The spatial patterns of these communities tend to be more local than the
first category of methods above, since the reconstruction process reinforces the distance decay affects
among nodes.

(4) Improve the probability model of NG modularity by integrating a distance decay factor into
the topological connection and construct a joint probability model to be the expected probability
value [15–21]. Then, modify the classical community detection algorithm to detect communities
that eliminate the space effect and to reveal the hidden structural similarities between nodes.
The definition of the classical modularity (NG modularity) involves a fraction of within-community
edges in the observed network, as well as that number in an equivalent randomized network [22,23].
This equivalent randomized network is called the null model, which serves as a reference. Researchers
argue that the null model in the original definition of modularity is unrealistically mixed, since it
does not characterize some features of the observed spatial network (e.g., geographic factors). Thus, it
fails to be a good representation of real-world networks. In addition, by constructing various spatial
null modularity models (e.g., gravity model [15,21], radiation model [20], and exponential decay
model [16,18,19]), the community results will discover other interesting factors of the spatial network.
For example, Expert et al. [15] proposed a modified function of modularity-based on connective
probability at different distances. These researchers tested their new method with mobile phone data
and uncovered a linguistic network partition of the French and Flemish speaking parts of Belgium.
This partition was obscured by geographical communities when using the NG modularity.

Most spatial community detection methods mentioned above are modularity-based [1,5–8,14–20,24].
The spatial null model is the core point for them. Motivated by different applications, these algorithms
build appropriate spatial null models to describe spatial effects on the connection of nodes. Then, by
choosing certain modularity maximizing strategies, they try to find interesting community structures
hidden behind the null models. Sarzynska et al. [20] investigated the effects of using three null
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models (radiation null model, gravity null model and the standard NG null model) that incorporate
spatial information. They found that the quality of community results with different null models
depends strongly on the network and on the parameter settings. Moreover, Good et al. [25] made
a careful analysis of modularity and its performance. Several limitations of the modularity-based
community detection algorithm were addressed, such as the resolution limit, the extreme degeneracy
exhibition of the modularity function, and the limiting behavior of the maximum modularity.
Both Sarzynska et al. [20] and Good et al. [25] suggested to use appropriate generative models or
combine information from many degenerate solutions for the development of spatial null models.

The graph partition-based methods [9–11] and the hierarchical clustering-based methods [4,14]
are different from the modularity-based methods. They calculate the similarity or difference based
on the attributes of two nodes which have an edge connection. Then, they use spectral clustering or
hierarchical clustering algorithms to obtain a partition of the spatial network. The partition corresponds
to the community results.

In this paper, a new method for spatial network community detection, known as DASSCAN
(a density and adjacency expansion-based spatial structural community detection algorithm for
networks), is proposed. DASSCAN uses the shared neighbors’ similarity of nodes as clustering criteria,
instead of only using their direct connections. Spatial nodes are grouped into one community when
they share many connected neighbors and have an adjacent relationship with each other. Doing so
makes sense when considering the detection of communities in spatial networks, such as highway and
railway networks. Communities in these spatial networks always expand based on nodes with spatially
adjacent relations. The more shared neighbor connections nodes have, the higher the probability they
are in the same community.

Figure 1 shows the inner city, high-speed train network in the Guangdong Province, China.
The edges among nodes are weighted by the number of trains running between two cities. When
using one of the popular and efficient modularity-based methods, Louvain [26,27], node 3 belongs to
the eastern community because it has very large connections with nearby nodes 1 and 7. However,
when setting proper parameters, DASSCAN found that node 3 belongs to the western community.
Considering the structural similarity of shared neighbors, node 3 only has two connected nodes
(1 and 7) in the eastern community, and it does not share any other neighbors with these two nodes.
In contrast, node 3 has connections with all five nodes in the western community, and they share many
neighbors among one another. Thus, DASSCAN can identify this spatial structural community, which
is different from the community results found by modularity-based method. The new community
results reveal the spatial structure of this inner train network very well.

Figure 1. A sample spatial network and its structural communities.
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DASSCAN has the following features:
(1) DASSCAN extends the structurally connected cluster [28] into the spatial network domain

by combining the spatial contiguity constraint with the node connectivity structures as community
detection criteria. Through theoretical analysis and experimental evaluation, we demonstrate that
DASSCAN can obtain stable and meaningful community results in spatial networks.

(2) The density-based scanning strategy of DASSCAN can detect communities that maintain
contiguity inside, as well as two other community-based node roles in the spatial network, which are
spatial hubs and outliers. A spatial hub is a node that has both connections and spatially adjacent
relations with more than one community, but the hub does not belong to any of the communities.
The spatial hub plays a special role in small world networks [29,30]. In addition, an outlier is a node
that has only a weak association with a community. The formal definitions of these roles will be given
in the next section.

2. Materials and Methods

This section uses Chinese high-speed train lines to build spatial networks, and then, the DASSCAN
algorithm is proposed to detect spatially structural communities, based on the networks.

2.1. Spatial Network Modeling

Chinese high-speed trains are an important spatial network, which connects many rapidly
developing cities in China. We chose two kinds of high-speed train lines to model two kinds of spatial
networks: the type C intercity high-speed train and type G high-speed train. The train line data were
extracted from the official website of the Chinese Railway Customer Service Center [31]. In addition,
several pre-processing steps for the two kinds of train lines data are given below:

(1) For each train line, the original train station names are represented by the names of the cities in
which they are located. Table 1 lists the two kinds of post-processed train line data. The train numbers
in the first column begin with a capital letter, which represents the train line type.

Table 1. Sample train lines data for two kinds of train types.

Train Number Train Type Nodes

C1001 Intercity high-speed train Changchun, Jilin, Yanbian.
G1 High-speed train Beijing, Nanjing, Shanghai.

(2) The coordinates of the city’s inner geometry center were used as the geographic location of
each node in the spatial network.

(3) The topological adjacency matrix was constructed by checking whether there was a shared
boundary between two cities. Since Hainan and Taiwan Provinces are both islands, they do not share
boundaries with any others. Thus, train lines in these two provinces are omitted to simplify the data.

There are two topological models that exist in the transportation network research area: the space
L model and space P model [32]. In the space L model, only nearby stations for one train line are
considered to have connections. In the space P model, all possible station pairs for the same train
line are considered to have connections. Figure 2 shows two networks that are constructed using the
two models. As seen in Figure 2, the space P model ignores the topological adjacency between the two
nodes and is more focused on the relationship between nodes in the train line. Therefore, the space
P model is more suitable for the community detection task. The space P model was chosen to construct
the train line networks in this study.

The train line network based on the space P model can be represented by a 0–1 matrix. Each
element in the matrix was assigned to 1 when a train passed the two cities. Finally, there were two
different spatial networks that contained 167 cities and 3152 train lines. The number of nodes and



ISPRS Int. J. Geo-Inf. 2018, 7, 159 5 of 18

edges for the two networks are listed in Table 2. In addition, community detection experiments were
completed on each of the network.

Figure 2. The two topological models for railway nets: (a) space L model; and (b) space P model.

Table 2. The number of nodes and edges for the train line networks.

Network Cities/Nodes Connections Average Degree of
Node

Average Adjacent Cities for
Each Node

C-net 35 98 2.8 2.2
G-net 159 10,040 63.1 3.8

2.2. DASSCAN Algorithm

In this section, we first formulate the notion of a spatial structural community and two special roles
of network nodes: spatial hub and outlier. Then, the DASSCAN algorithm is proposed, which combines
the density-based clustering algorithm [33] with a spatial adjacency expansion strategy. The density
measure is changed into the structural similarity between nodes in the spatial network. In addition,
the community detection process needs to obey the spatial adjacency constraint. DASSCAN can
discover spatially connected and well-structured communities, as well as hubs and outliers in spatial
networks. Depending on different definitions of structural similarity, DASSCAN can be used for both
unweighted and weighted spatial networks. Moreover, similar to the solution in Cazabet et al. [21], by
dividing directional networks into two kinds of connections (in-degree connections and out-degree
connections), and calculating the two structural similarities, respectively, DASSCAN can also find
structural community in directed spatial networks.

Existing spatial network community detection methods only consider the number of edges
between nodes or clusters. These direct connections are important in constructing community, but
they represent only one aspect of the network structure. The spatial structural community considers
the neighborhoods around two connected nodes to also be important. The neighborhood of a node
includes all the nodes connected to it by edges. When considering a pair of connected nodes, the
combined neighborhood reveals neighbors that are common to both nodes.

For simplification, we only give the definitions of structural similarity based on a simple,
undirected and unweighted spatial network. The directed and weighted structural similarity are
easy to extend. Let G = {V, E}, which is a spatial network, where V is a set of nodes and E is a set of
edges. Each node in G has its own spatial boundary, and AM is the topological adjacency matrix for all
nodes. If two nodes have a spatially adjacent relation, the value of the corresponding element in AM
equals to 1; otherwise, it equals 0.



ISPRS Int. J. Geo-Inf. 2018, 7, 159 6 of 18

A node’s structure can be described by its connected neighborhood. A formal definition of node
structure is given as follows.

Definition 1. Node structure. For a node v ∈ V, the structure of v is defined as a node set composed of v and all
of v’s connected neighbors.

Γ(v) = {u ∈ V|(v, u) ∈ E} ∪ {v} (1)

There are several functions used to measure the similarity between two vectors (e.g., Cosine and
Jaccard). We chose the cosine similarity to calculate the structural similarity between two connected
nodes in a spatial network.

Definition 2. Structural similarity. For a node pair v and u, the structural similarity is defined as follows.

σ(v, u) =
|Γ(v) ∩ Γ(u)|√
|Γ(v)| ∗ |Γ(u)|

(2)

The structural similarities in the sample train network were calculated, as shown in Figure 3.
For each edge in the network, there is a corresponding structural similarity value. If the number
of connections on each edge has to be considered, then the node structure for each node is a set
of neighbor nodes with the connection numbers as their weights. The structural similarity can be
calculated by the adjusted cosine similarity:

AdjustedCosine(v, u) =
∑i∈Γvu(Wvi −Wi) ∗ (Wui −Wi)√

∑i∈Γv(Wvi −Wi)
2 ∗

√
∑i∈Γu(Wui −Wi)

2
(3)

where Γvu is a set of the shared neighbors of node v and u, Wvi is the number of connections between
node v and i, and Wi is the average connection of node i.

Figure 3. The structural similarity and core nodes in the sample train network.

The adjusted cosine similarity is a very efficient item-based neighborhood model in recommender
systems. It solves the rating scales problem by subtracting the average connection of the corresponding
node from each weighted shared neighbor [34]. It generally provides superior results. For detailed
explanations of the adjusted cosine similarity, please refer to [34,35]. Figure 4 draws the weighted
structural similarities in the sample train network. As can be seen, the spatial structure is quite different
from Figure 3. Figure 3 only reflects the connectional similarity between nodes. Figure 4 emphasizes
both connectional similarity (between nodes 4 and 6) and connection intensity (among nodes 1, 2, 3, 7
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and 9). Connections from nodes 5 and 10 to nodes 2, 3 and 9 are less than the average connections of
the three core nodes, therefore they both obtained negative similarity values to the three core nodes.

Figure 4. The weighted structural similarity and core nodes in the sample train network.

To process the density-based clustering for this similarity network, two density parameters,
minimum similarity threshold (ε) and minimal number of neighborhoods (µ), are required to find the
core node in a spatial network.

Definition 3. Core node. For a node v, the set of neighbors which have structural similarity greater than ε forms
the ε-neighborhood of v.

Γε(v) = {u ∈ Γ(v)|σ(v, u) ≥ ε} (4)

If |Γε(v)| ≥ µ, then v is a core node, which is denoted by Coreε,µ(v).
As shown in Figure 3, when ε and µ are set to 0.8 and 2, there are six core nodes in the sample

network, which are 2, 4, 5, 7, 9 and 10. In addition, when two parameters are set to 0.9 and 2, only two
core nodes remain, which are 7 and 9.

DASSCAN uses core nodes as seeds for expanding communities. A core node and the spatially
adjacent nodes in its ε-neighborhood are identified as members of the same community. The idea is
formalized in the following definitions. One corresponding example is drawn in Figure 5.

Figure 5. The Spatial structure reachable cities of core city 10.
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Definition 4. Direct structure reachability. A node u is directly structurally reachable from node v, if
Coreε,µ(v)∧u∈Γε(v). The direct structure reachable set of a core node v is denoted by Γε,µ(v).

Definition 5. Direct spatial structure reachability. A node u is directly spatially and structurally reachable from
node v, if Coreε,µ(v)∧u∈Γε(v) and AM(v, u) = 1, denoted by v

ε,µ→ u. The direct spatial structure reachable
set of a core node v is denoted by SΓε,µ(v).

In fact, SΓε,µ(v) is a subset of Γε,µ(v). The constraint AM(v, u) = 1 in SΓε,µ(v) ensures the final
spatial community’s connectivity.

Definition 6. Spatial structure reachability. A node u is spatially and structurally reachable from v, if ∃{v1, . . .

vn} such that v1 = v, vn = u, and ∀i∈{1,2, . . . ,n − 1} such that vi
ε,µ→ vi+1. This is denoted by v

ε,µ⇒ u.

The spatial structure reachability is transitive, but it is also asymmetric. It is only symmetric for a
pair of core nodes. More specifically, the spatial structure reachability is a transitive closure of direct
spatial structure reachability. Taking node 10 in Figure 5 as an example, when ε and µ are set to 0.8
and 2, node 10 and three other nodes (2, 5, and 9) are considered core nodes. Node 10’s direct structure
reachable nodes are 2 and 9, and only 9 is the direct spatial structure reachable node. In addition, since
node 9 is also a core node, node 10 gets two spatial structure reachable nodes, which are 2 and 5. Then,
through another core node 2, node 10 gets the third spatial structure reachable node 3.

Two non-core nodes in the same community may not be spatially and structurally reachable
because the core condition may not hold for these nodes. However, these two nodes still belong to
the same community because they are both structurally reachable from the same core. This idea is
formalized in the following definition of spatial structure connectivity.

Definition 7. Spatial structure connectivity. Two non-core nodes v and u are spatially and structurally
connected from a core node w as follows:

SSConnectε,µ(v, u)⇔ ∃w ∈ V : w
ε,µ⇒ v ∧w

ε,µ⇒ u (5)

Taking Figure 5 as an example, when ε and µ are set to 0.8 and 2, the spatially and structurally
connected nodes for node 10 are 2, 3, 5 and 9.

Definition 8. Spatial structural community. A non-empty subset C⊆V is called a spatial structural community,
if all nodes in C are spatially and structurally connected, and C is the maximal with respect to spatial structural
reachability as follows:

SSCommunityε,µ(C)⇔ (6)

(1) Connectivity: ∀v, u ∈ C : SSConnectε,µ(v, u)
(2) Maximally: ∀v, u ∈ V : v ∈ C ∧ v

ε,µ⇒ u⇒ u ∈ C
Now, we can define a partition of network G with respect to the given parameters ε and µ as all

structurally connected communities in G.

Definition 9. Community partition. A community partition CP of a spatial network G consists of all spatially
and structurally connected communities with respect to ε and µ in G as follows:

CPε,µ =
{

C ⊆ V|SSCommunityε,µ(C)
}

(7)

A node is either a member of a structurally connected community, or it is isolated, i.e., it does not
belong to any of the structurally connected communities. If a node is not a member of any structurally
connected community, it is either a hub or an outlier, depending on its neighborhood.
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Definition 10. Spatial hub and outlier. Given a community partition CPε,µ of network G, a node h ∈ V is a
spatial hub as follows:

(1) h does not belong to any community: ∀C∈CPε,µ, h/∈C.
(2) h has both a neighborhood connection and spatially adjacent relation with multiple communities:

∃C, D∈CPε,µ, C 6= D, and ∃u∈C, v∈D, such that h∈Γ(u)∧h∈Γ(v)∧AM(u, h) = 1∧AM(v, h) = 1. If a
node o∈V does not belong to any community and is not a hub, it is an outlier.

In Figure 1, the two density parameters ε and µ are set to 0.7 and 2. In Figure 3, ε and µ are set to
0.9 and 2, and two communities are found. One community includes nodes 2, 5, 9 and 10, and the other
includes nodes 1, 4 and 7. In addition, node 3 is a spatial hub, which bridges the two communities.
Nodes 6 and 8 are two outliers.

Figure 6 shows the pseudo code of the DASSCAN algorithm. DASSCAN performs an iterative
check for each core node of a network and finds all spatially and structurally connected communities,
spatial hubs and outliers for the given parameters ε and µ.

Figure 6. The Pseudo code for the DASSCAN algorithm.
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At the beginning, all nodes are labeled as unclassified. The DASSCAN classifies each node either
as a member of a community or as a nonmember. For each node that is not yet classified, DASSCAN
checks whether this node is a core (Step 1 in Figure 4). If the node is a core, a new cluster ID is
generated, and a new community is expanded from this node (Step 2). Otherwise, the node is labeled a
nonmember (Step 5). To find a new community, DASSCAN starts with an arbitrary core v and searches
for all nodes that are structurally reachable from v in Step 3. An iterative spatial structure reachability
check is added in Step 4 to ensure the expanding process of the current community is always connected.
In Step 4.1, the new cluster ID is assigned to all directly spatially reachable nodes of v. In addition, in
Step 4.2, if a node u in the directly spatially reachable node of v is also a core, the u is added to the
directly reachable nodes in the queue Q, which are unclassified. Step 4.3 corresponds to Step 4.1. If a
node w in a directly structurally reachable set of v has no adjacent relation with the current community
Ci, it is placed back into the end of the check queue Q. As the Ci expands in the loop, w may obtain the
adjacent relation with Ci in later iterations. The loop in Step 4 will cease when there is no spatially
adjacent relation between the nodes in Q and Ci. This iterative adjacency expansion strategy ensures
the spatially connected and structurally similar nodes are clustered into one community at most.

The nonmember nodes can be further classified as spatial hubs or outliers in Step 6. If an isolated
node has a connection with two or more communities and is adjacent to these communities, the node
is classified as a spatial hub. Otherwise, it is an outlier. For more explanation about the roles of hub
and outlier nodes in a classical complex network, please refer to [28–30]. Since the spatial structure
connectivity is a symmetric relation, the results of DASSCAN do not depend on the order of processed
nodes, i.e., the obtained community partition of the spatial network is stable.

2.3. Computational Complexity and Efficiency Analysis

DASSCAN has a similar clustering process with DBSCAN, except for the input data structure
and the cluster expending strategy. The different cluster strategies do not make any computational
complexity. However, the different input data structures have both time and space effects on the two
algorithms. The calculation of ε_neighbors is a time-consuming step in DBSCAN. When efficient
spatial index structure (e.g., R-tree) is established on the original input data, DBSCAN obtains the
average runtime complexity O(n*logn), where n is the number of objects in the dataset. However,
in DASSCAN, the relationships between nodes are already exist in the network structure, no extra
index is needed. The searching and calculation of ε_neighbors in DASSCAN is direct, and the time
complexity is o(1). Thus, the entire time complexity of DASSCAN is o(n). On the other hand, the
required space of DASSCAN is much larger than DBSCAN. Network information about the nodes,
edges and the adjacent matrix are all needed, so the space complexity of DASSCAN is o(n2).

For DASSCAN, the two density parameters ε and µ have to be specified by the user. Ideally,
the value of ε is given by the problem to solve, and µ is then the desired minimum cluster size [33].
However, if the data and scale are not well understood by the user, choosing a meaningful ε can be
a difficult task. If the chosen ε is too small, a large part of the data will not be clustered, whereas,
for a too high value of ε, clusters will merge and the majority of objects will be in the same cluster.
In general, small value of ε is preferable [36]. A more effective method is using k-distance graph to help
choose the best value of ε. The k-distance graph plots the distance to the k= µ − 1 nearest neighbor
ordered from the largest to the smallest value [33,36], and good values of ε are where this plot shows an
“elbow” [33,36,37]. On the other hand, the value of µ can be derived from the number of dimensions
(dim) in the dataset, as µ ≥ dim + 1. The low value of µ = 1 does not make sense, as then every point
on its own will already be a cluster. Therefore, µmust be at least 2. As a rule of thumb, µ = 2·dim can
be used [37]. However, it may be necessary to choose larger values for very large data, for noisy data
or for data that contain many duplicates [36], because larger values will yield more significant clusters.

Since the spatial structure connectivity is a symmetric relation, the community results of
DASSCAN is usually stable. However, similar to DBSCAN, DASSCAN is not entirely deterministic.
The border nodes that are reachable from more than one community can be part of either cluster,
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depending on the order the data are processed. For most datasets and domains, this situation
fortunately does not arise often and has little impact on the clustering result [36]: on both core
nodes and noise nodes, DASSCAN is deterministic.

3. Experimental Results

We have implemented DASSCAN in python 2.7 with the NetworkX 2.0 package [38]. NetworkX
has well defined data structures for graphs, digraphs, and multigraphs, which can be directly used.
All experiments have been run on a computer with an Intel Core i7 processor and 32 GB of Main
Memory, running Windows 10.

3.1. A Small Sample Network Experiment

In this section, the inner city, high-speed train network in Guangdong Province is chosen as a
sample dataset to test the accuracy and efficiency of the DASSCAN algorithm. Meanwhile, the setting
strategy of the DASSCAN parameters are also discussed.

Except for the input network data and adjacency matrix of cities, DASSCAN requires two density
parameters to complete the density and adjacency expansion-based spatial network community
detection algorithm: the similarity threshold (ε) and minimal number of neighborhood cities (µ).
The larger are these two parameters, the greater is the structural similarity in the communities.
However, if the original network does not show great similarities between cities, the high parameter
values will lead to small community sizes and many outliers will remain.

According to Figure 3, the structural similarities of the sample train network are very high, and
their average value is 0.68. Therefore, the similarity threshold ε was chosen from between 0.7 and 0.8,
with an interval equal to 0.05. On the other hand, the average degree for all 10 cities is 3.6. Since the
community expansion process must consider both connected neighbors and the adjacency constraint,
the minimal number of neighborhood cities µ chosen were only 2 and 3 in the experiments. Figure 7
shows the community results using different combinations of the two parameters.

Figure 7. The spatial structural communities in the sample network using different parameters.

The numbers of communities in Figure 7 show that µ equals 2 is a better choice than 3, because
there is only one community found when µ equals 3. In addition, given µ equals 2, the experiments
maintain the same community number when ε equals between 0.7 and 0.8. Only when µ equals 2 and
ε equals 0.8 is one hub city found by DASSCAN. Figure 8 shows the spatial community results of the
sample network data. As shown in Figure 8a, when parameters ε and µ were set to 0.7 and 2, six core
cities were found. Then, two communities and one outlier city were found in the west, and no hub was
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found. On the other hand, as shown in Figure 8b, when ε and µwere set to 0.8 and 2, only two core
cities were found. Then, two smaller spatial communities, two outliers and one hub were also found.

Figure 8. Different parameter settings for DASSCAN in the sample inner city train network: (a) ε = 0.7,
µ = 2; and (b) ε =0.8, µ =2.

Although parameter settings in Figure 8b obtained smaller community sizes, one hidden, valuable
hub city (Guangzhou) was discovered. In fact, Guangzhou is the provincial capital of Guangdong
Province. Guangzhou acts as a bridge that connects the eastern and western cities. From this standpoint,
when parameters ε and µ are set to 0.8 and 2, the sample network obtains the best community results.

On the other hand, according to Figure 4, the weighted structural similarities of the sample train
network have both positive and negative values, and their average value is −0.56. Figure 9 shows the
weighted spatial structural community results when parameters ε and µ are set to 0 and 2. Note that,
although node 6 has a positive similarity with node 7 and it is a core node, they do not belong to the
same community. The reason is they do not have spatial adjacent relation, and they are neither spatial
structural reachable nor spatial structural connected.
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Figure 9. The community results of DASSCAN in the sample inner city train network by using
weighted spatial structural similarity.

3.2. A Large Train Network Data Experiment

In this section, the high-speed train network (G-net) in China is used, which contains 159 cities
and over 10 thousand edges for the experimental data to test the efficiency of the DASSCAN algorithm
on the community detection of a large spatial network. Comparative experiments with the classic
SCAN algorithm were also completed.

According to the suggested density parameter settings in DBSCAN [33] and SCAN [28], the
cumulative probability density (CPD) of the k nearest structural similarity for all nodes is for k equals
between 3 and 5, which is shown in Figure 10.

Figure 10. The cumulative probability density of the structural similarity between G-net nodes.

As seen in Figure 10, the structural similarity trend between nodes does not increase much when
µ equals between 3 and 5. In addition, the knee of the CPD appears when the structural similarity
equals between 0.7 and 0.8. Therefore, the density parameters ε and µ were set to 0.7, 0.75, and
0.8, and 3, 4, and 5, respectively. In addition, two indicators were used to aid in choosing the best
parameter combinations.

(1) Community number. Too many communities are confusing and makes it difficult to understand
and explain the results. In contrast, when only one community remains, this is also a bad result.
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(2) Ratio of the nodes. It is better to have a large ratio of community nodes in the total nodes.
For example, over 50 percent is a good ratio. A low ratio means there are too many outliers and hubs
in the spatial network, which weakens the differentiation between communities. In addition, the ratio
of the largest community’s nodes in all communities’ nodes should not be too large. A ratio that is too
large will eliminate the comparability between communities.

Figures 11 and 12 show the results of the two indicators using different parameter settings for the
two algorithms (DASSCAN and SCAN) in the G-net. Based on the parameter choosing criteria stated
above, the best parameter combination for DASSCAN is ε = 0.75 and µ = 5, while it is ε = 0.75 and
µ = 3 for SCAN.

Figure 11. Different parameter settings for DASSCAN on the high-speed train network: (a) number of
communities; and (b) ratio of nodes.

Figure 12. Different parameter settings for SCAN on the high-speed train network: (a) number of
communities; and (b) ratio of nodes.

Figure 13 shows the community detection results spatial distributions using two algorithms
(DASSCAN and SCAN) and two parameter setting strategies (ε = 0.75, µ = 3, and ε = 0.75, µ = 5) in
the G-net.

Some comparative conclusions can be drawn from the community spatial structures and
distributions of spatial hubs and outliers:

(1) DASSCAN has better quality community detection results than SCAN. The iterative adjacency
expansion strategy of DASSCAN can identify a spatially connected community, which shows a better
inner spatial structure. In addition, the structural patterns of all communities are more varied in
DASSCAN. When setting suitable density parameters (ε =0.75 and µ = 5), DASSCAN avoids obtaining
a large community compared to SCAN. In contrast, DASSCAN identified four interesting communities,
which are located in the north, south, west and center of the G-net.
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(2) DASSCAN has the same capability as SCAN for finding core nodes in a spatial network, but it
has better capability for finding spatial hubs and outliers. The definition of a spatial hub in Section 2.2
has a special constraint, which is a neighborhood connection and spatially adjacent relation between
multiple communities. This allows DASSCAN to identify fewer hubs and more outliers than SCAN.
As shown in Figure 13a,c, the spatial distribution of hubs found by SCAN does not show interesting
patterns. The eastern hubs in Figure 13a and southern hubs in Figure 13c both lack the function
of bridging communities in the spatial connection, although they have neighborhood connections
with several different communities. Moreover, as the density parameters increase, the number of
communities also increases, which leads to over half of the nodes being identified as hubs (as shown
in Figure 12b). The community results will be very confusing.

Figure 13. Community results for SCAN and DASSCAN in the high-speed train network: (a) SCAN
(ε = 0.75, µ = 3); (b) DASSCAN (ε = 0.75, µ = 3); (c) SCAN (ε = 0.75, µ = 5); and (d) DASSCAN (ε = 0.75,
µ = 5).
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The community results also uncover some accrual meanings that exist in the G-net:
(1) There are three Chinese national central cities in the western and central G-net: Chengdu,

Chongqing, and Wuhan. In Figure 13b,d, DASSCAN discovered that Chengdu and Wuhan are
two special communities, which both contain only one node. These two cities do not have any
high structurally similar cities in their adjacent areas. This indicates that the high-speed train line
structure of the two national central cities are not well constructed. The spatial hub cities, which
were also discovered by DASSCAN, can be considered the best candidates for improving G-net’s
spatial structure.

(2) The distribution of the outlier cities discovered by DASSCAN shows the underdeveloped
areas in the G-net, which is especially apparent in the southwestern areas. Figure 13b shows that the
inner spatial structural similarities are high, but they do not have intensive connections with nearby
communities. Finally, when setting more large density parameters, these parameters are identified as
outliers, as shown in Figure 13d. The same suggestion can be made to enhance the connections with
the spatial hubs, which are shown in Figure 13b.

4. Conclusions

Community detection is an important and fundamental topic in spatial network studies.
Community detection can be used to discover interesting spatial patterns, and aid in understand the
spatial structure hidden within networks. However, community detection in spatial networks is quite
different from a traditional complex network, since it must consider the effects of spatial constraints
(e.g., distance decay and spatial adjacent relation) on spatial community formation. Existing spatial
community detection algorithms are usually based on the modularity maximizing strategy. In this
study, a novel structural similarity-based spatial network community was defined, which was based
on the shared neighbors of nodes. In addition, two other special node roles were defined: spatial
hub and outlier. Then, the DASSCAN algorithm was defined to mine these communities, hubs and
outliers. DASSCAN does not choose the modularity maximizing strategy. Instead, DASSCAN uses
a symmetric measure which is structural similarity to calculate the relationship between nodes, and
then, the spatial adjacency expansion strategy and the density-based clustering method are chosen
to mine communities. The iterative adjacency expansion strategy ensures the spatially adjacent and
structurally similar nodes are clustered into one community at most. The density-based clustering
method can always obtain stable community results. Experiments on two kinds of Chinese train line
networks clarified the accuracy and efficiency of DASSCAN in finding spatial structural communities,
spatial hubs and outliers. Compared to SCAN, which is a classic community detection algorithm used
in traditional complex networks, DASSCAN can obtain much better results. The communities found
have shown more interesting spatial structural patterns, and the hubs and outliers are more accurate
with more valuable meanings. DASSCAN is not only fit for the small train network data, it also can be
run on very large size spatial networks efficiently because of its low computational complexity.

On the other hand, DASSCAN also has one shortcoming: the setting of the two density parameters
will affect the community results. The k nearest structural similarity calculation on large network
is costly. Thus, the future work will start from finding a more flexible parameter setting strategy to
improve the DASSCAN.
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