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Abstract

:

An understanding of guidance, which means guiding attention, and constancy, meaning that an area can be perceived for what it is despite environmental changes, of the visual variables related to three-dimensional (3D) symbols is essential to ensure rapid and consistent human perception in 3D visualization. Previous studies have focused on the guidance and constancy of visual variables related to two-dimensional (2D) symbols, but these aspects are not well documented for 3D symbols. In this study, we used eye tracking to analyze the visual guidance from shapes, hues and sizes, and the visual constancy that is related to the shape, color saturation and size of 3D symbols in different locations. Thirty-six subjects (24 females and 12 males) participated in the study. The results indicate that hue and shape provide a high level of visual guidance, whereas guidance from size, a variable that predominantly guides attention in 2D visualization, is much more limited in 3D visualization. Additionally, constancy of shape and saturation are perceived with relatively high accuracy, whereas constancy of size is perceived with only low accuracy. These first empirical studies are intended to pave the way for a more comprehensive user understanding of 3D visualization design.
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1. Introduction


Currently, three-dimensional (3D) visualizations are widely used in geo-visualization [1,2], urban planning [3], the teaching of various subjects [4,5] and other applications [6]. Many researchers have attempted to improve the 3D models and solve 3D modeling problems such as the limited resources of portable devices for 3D displays [7]. However, the rapid and correct perception of 3D symbols is important for users because such perceptions are the basis of pattern searching, a task at which humans perform better than computational systems [8].



Visual guidance [9,10,11] and visual constancy [12] are two attributes of visual variables that can help people to quickly and correctly perceive their surroundings. Vision is very important in perceiving the world. When we must find a specific object, we do not search randomly; instead, our attention is guided by certain objects. For example, when we search for an apple, we look for spheres and ignore long cylinders, such as bananas. This phenomenon is called guided search [11]. The concept of the specific visual variables (e.g., hue, size, and shape) that lead such guided searches to likely targets [9,11] is called visual guidance in this study. Meanwhile, visual constancy or visual perceptual constancy refers to the ability of our eyes to constantly perceive the world as it truly is despite changes to the images that form on our retinas [12]. For example, the fact that we perceive the color of an object as unchanged despite changes in illumination or viewing angle is referred to as color constancy [13]. Here ‘color’ represents hue, one of the three visual variables that color has (the other two are saturation and value [14]).



The development of 3D visualization techniques and the use of these methods in cartography (i.e., the creation of 3D maps) call for further studies of how people perceive 3D visualizations. Various types of visualizations are called ‘3D’. While headsets can be used to create immersive 3D or virtual reality environments, cartographers also regard 3D models presented on 2D screens as 3D visualizations [3,15,16] because they provide height information as well. Generally, 3D visualizations are created from a lateral view to show height information in 2D graphs. Although textures can make 3D visualizations more vivid, symbolized and abstracted 3D visualizations are common at present (Supplementary Figure S1). In this study, 3D refers to graphics of 3D models represented on 2D screens.



3D maps can be highly interactive [17,18]; these maps are rotatable, and the azimuth angle can vary continuously. Additionally, the visual variables of 3D symbols may perform differently compared to those of flat symbols in traditional two-dimensional (2D) maps due to environmental factors, for example, depth cues can influence perceptions of shape [19] and size [20,21,22]. Therefore, we must understand the rules of visual variables with regard to guidance and constancy in 3D visualizations. Complex symbols, such as building models featuring high-levels of detail and texture, may show guidance or constancy properties that differ from those of simple 3D symbols. However, simple 3D symbols, which are more generic in nature and are the basis of more complex 3D symbols, may be suitable for use in a larger number of situations, such as in various types of data visualizations. Therefore, our study focuses on simple geometric symbols such as spheres, cylinders and cones.



In this study, our goal is to determine whether hue, shape and size show visual guidance and saturation, shape and size already are known to show constancy in 3D visualizations. The paper is organized in five further sections. In Section 2, we review related works concerning the perception of visual variables that employ eye-tracking to investigate visual guidance in 2D visualization and constancy in the physical world. The experimental design and analysis are described in Section 3. The experimental results are described in Section 4 and discussed in Section 5. In Section 6, we summarize the results and discuss future work to solve scientific questions not addressed in this study.




2. Background and Related Work


Following the widespread adoption of Berlin’s seven visual variables in cartography [14], researchers have investigated map design from the perspective of visual variables. Subsequently, many researchers have proposed new visual variables [23,24,25,26,27] (Supplementary Figure S2). Eye tracking is an objective, precise and quantitative way to investigate how users perceive certain information [28,29], and it has been widely used to conduct empirical studies of visual variables to aid researchers in understanding how tasks are completed and “why certain visual variables look good.” Garlandini and Fabrikant [10] applied eye-tracking technology to flicker tasks to evaluate the visual guidance from four commonly used visual variables in 2D map symbols (i.e., size, color value, color hue and orientation) and found that size is the most efficient and effective visual variable to enable change detection under flicker conditions. However, flicker displays are not commonly used for maps or other visualizations. In addition, 3D visualization is a markedly different visualization method [29]; therefore, visual variables may perform differently in a 3D context than in a 2D context. In this study, we use static displays of 3D objects to evaluate the guidance and constancy of visual variables.



Visual perception is a reaction of the human visual system to physical stimuli. According to Marr’s (1982) approach to vision (cited by [25]), two visual stages exist; first, a person determines the pixel-to-pixel contrast of a retinal image in a process called pre-attention; second, the person groups this information to form edges, regions and shapes. Consequently, processing visual variables that require only information related to individual pixels, such as colors, should be easier than processing visual variables that require edge recognition, such as shapes. In addition to developing the above visual theories, researchers have conducted various experiments to determine the rules that govern the guidance properties of visual variables (Supplementary Table S1).



Previous studies have demonstrated that color provides important guidance in 2D-object searches [9,30,31]. Similar experiments have shown that shape provides weaker guidance than color and size in 2D tasks [32,33]. Wolfe and Horowitz [9] concluded that size clearly guides visual attention, but this finding was based on only one-dimensional (1D) sizes (length) [34] and spatial frequencies [35,36]. Few studies have investigated the guidance properties of these variables in 3D visualizations, even though their perceptions may differ because of the increased dimensionality. For example, shape is more variable in a 3D visualization than in a 2D visualization, providing more identical characteristics [37] on which people can rely to identify objects and therefore providing stronger guidance.



Perceptual constancy is typically evaluated in the physical world. Studies have shown that various factors can influence the perception of color under certain conditions [38,39,40,41], shapes [42] and sizes [20,43]. Although the phenomenon of constancy in 3D visualization remains poorly documented, studies have shown that perceptual constancy is a contextual factor that is strongly influenced by the environment [44,45,46,47]. A 3D visualization is a model of reality to some degree [48]; therefore, its constancy properties should show different trends according to the level of realism, and they may not be the same in simple geometric environments as they are in the physical world.



In this study, we focus on the guidance and constancy properties of size, shape and hue (for guidance) or saturation (for constancy) in 3D visualization. According to Bertin, size is the only dissociative and quantitative visual variable (Supplementary Table S2); consequently, visually detecting variations in size is easier than detecting variations in other variables [8]. Shape is not selective; therefore, symbols cannot be easily selected to form a group based on shape. In contrast, hue is selective, associative and non-quantitative [10,14], and it is the most distinctive visual variable of color. Previous studies have shown that deviations in color perception are related to either saturation or value rather than hue [38,39]. In addition, saturation can effectively code ordinal data [8] that require precise perception. Therefore, we chose saturation as our focus with regard to constancy.




3. Methods and Materials


3.1. Experimental Design


The main goal of this study was to evaluate the guidance and constancy properties of three commonly used visual variables (i.e., size, shape and color) in 3D visualization. The experiment consisted of two parts: Experiment 1 (Exp. 1) was related to guidance and Experiment 2 (Exp. 2), was related to constancy (as affected by location). Each component included three sub-tasks (task groups), each of which addressed one visual variable (Table 1). For Exp. 2, we selected saturation as the color variable of interest, as mentioned in the Background and Related Studies section.



Identification is the least sophisticated task in interactive geo-visualizations [49,50], and it is also applied in guidance experiments related to non-geo-visualizations [9]. In Exp. 1, we focused on identification tasks by considering three shapes (spheres, cones and cubes) and three hues (red, yellow and blue). However, we used only one color, one shape and one directional change (expansion, not shrinking) for the size-related sub-task because the scene was already complex (meaning that the retinal sizes were variant) even without any variations.



Three factors were considered in the design of Exp. 2.1: the position where the change occurred, the memory effect and the training effect. The perception of identical changes in size may differ if those changes occur at different positions; therefore, size changes at each possible position should be investigated. In this experiment, we defined six positions (explained in detail in the Materials section). If all six objects were to change at the same time, the stimulus could cause the subject to become confused. Therefore, the size of only one object was changed at a time.



In this case, replacing some objects to form new scenes was necessary to avoid memory effects. To this end, six different scenes (Supplementary Table S3, ①–⑥) were used, and each subject was asked to complete each task six times to eliminate differences among individuals. We used 6 (positions) × 6 (scenes) = 36 materials in Exp. 2.1 to investigate the corresponding visual variable. The six groups associated with each scene (Supplementary Table S3 G1–G6) were shown to each subject only once.



If all the subjects had undertaken these tasks in the same sequence, the accuracy for the last administered task might be significantly higher than that for the first because of training effects on the subjects during the tasks [51]. Therefore, we used a Latin Square design (Supplementary Table S3) to adjust the sequence of the position changes. The entire experimental procedure is explained in the Procedures section. The same design was used for Exp. 2.2 (shape) and Exp. 2.3 (color saturation).




3.2. Participants


Thirty-six undergraduate and graduate students from Beijing Normal University participated in this experiment. Each subject received ¥10 or a gift of equal value for his/her participation. The participants included 12 males and 24 females with an average age of 22 years (SD = 4.06). None reported having color blindness. All the subjects had normal or corrected-normal vision.



Knowledge of the size-distance effect (i.e., the fact that the same object can appear smaller from a greater distance) can influence a participant’s performance in estimating objective size [52]. In this experiment, all the male subjects and 20 of the female subjects reported that they were aware of this visual effect; the remaining 4 female subjects reported they had not been aware of this effect before participating in the study. The study was approved by the institutional review board of the university to which the authors belong. All participants provided their written informed consent to participate in the experiment.




3.3. Apparatus


Eye-tracking technology from Tobii Studio (http://www.tobii.com/) was used in this experiment. The software, Tobii Studio 3.2, was installed on a Lenovo PC. A Tobii T120 Eye Tracker, with a sampling rate of 120 Hz, was mounted on a 17-in thin-film transistor (TFT) display with a screen resolution of 1024 × 768 and used to record the participants’ eye movements. At the time of the study, this display had been in use for two years.




3.4. Materials


We used Trimble SketchUp to edit the stimuli (FOV = 35°, using a viewpoint height of h = 50 m, default lighting and background settings). The original materials were true-3D in nature, and we took screenshots of the models; thus, the stimuli that were used in the experiment were pseudo-3D in nature. We ensured that all the objects could be completely seen to eliminate the potential influence of interposition and occlusion effects.



The experiment consisted of two parts. Exp. 1 focused on guidance, and Exp. 2 focused on constancy. Exp. 1 included three tasks (Table 1). The first two testing stimuli included cubes, spheres and cones of the same size (the side length of the cubes was equal to the diameter of the spheres and cones) but different hues (red, yellow or blue) (Figure 1). In Exp. 1.3, the presented stimulus consisted of yellow cubes, and the side lengths of three of them were expanded to 120% their original length (Figure 2).



For Exp. 2’s stimuli, the distances were categorized as far, middle and near. The directions were labeled as either to the side or straight ahead, and the entire view was divided into 9 regions that were defined by these 6 different properties (Figure 3): side-far (A), side-middle (B), side-near (C), straight ahead-far (D), straight ahead-middle (E), and straight ahead-near (F). The regional contours were not shown to the subjects. Each region contained 3 objects, for 27 objects in total (Figure 4). One of the 3 objects was marked with its corresponding region code (A–F). The central object was marked with an X and was treated as the standard object. To investigate size constancy, we used spheres and expanded the changed object to 120% of its original size. To investigate shape constancy, we used triple prisms, and the changed object was replaced with a cone of the same size. To investigate color constancy, we used a red hue and changed the saturation to 75% of the original color.




3.5. Procedures


The subjects were randomly divided into 6 groups during the whole experiment (the reason for this choice is explained in the section that describes the experimental design) and completed similar tasks (Table 2 and Table 3). All the tasks were performed without time limits.



The experiment began with a calibration to identify the positions of the subjects’ eyes. Then, a practice stimulus for Exp. 1.1 was administered in which the subjects first listened to the experimenter explain the task while the practice stimulus was shown on the screen. After subjects confirmed that they understood the task, they could click the mouse to review the instructions and complete the tasks (Table 1) with no interference from the experimenter.



In Exp. 1.1, the subjects were instructed to find and click on all objects of the specified shape: cubes, spheres or cones. The click would be recorded in the software but no mark appeared on the materials. Then, subjects were instructed to press the spacebar on the keyboard to continue to the next task, Exp. 1.2, which involved color. No practice session was provided for Exp. 1.2 or Exp. 1.3 (which was related to size), because both tasks were similar to the task in Exp. 1.1.



Exp. 2 began with a practice procedure similar to that for Exp. 1. In Exp. 2.1/2/3, the subjects were instructed to complete every task 6 times (as explained in the section describing the experimental design); during each trial, the subjects were asked to orally report whether each indicated object A through F (in alphabetical order) was the same size/shape/color as object X. The experimenter recorded the subjects’ answers manually. The experiment ended with an appreciation page.




3.6. Analysis Framework


Eye-tracking data were used to analyze the visual guidance and constancy properties of the investigated variables. Different analysis frameworks were used for visual guidance and constancy. The default fixation settings in Tobii Studio were used (I-VT filter, max gap length = 75 ms).



3.6.1. Guidance


In the first part of the experiment, we used five indices for quantitative analysis to investigate the guidance from the hue, shape and size.



In this section, each target was identified as an Area of Interest (AOI), and all the AOIs within a single image formed an AOI group. Five indices were used to analyze the guidance from a visual variable (Table 2): (1) the finish time (FT), which represents the overall performance, where a short FT indicates strong visual guidance; (2) the time to first fixation (TtFF), which should be short for a visual variable that provides strong guidance and thus should quickly guide the participants’ attention; (3) the average time required for a correct click (ACC), which is a more precise and average index of participants’ performance, where a short ACC indicates strong visual guidance; (4) the visit ratio (VR), which should be high for a visual variable that provides strong guidance because the participants should pay less attention to irrelevant objects; and (5) the accuracy (AC), a measure of correctness, where a high AC indicates strong visual guidance.



Student’s t-tests (labeled t) were used to test the significance of the differences, when the statistics fit a normal distribution. Mann-Whitney (M-W) U tests (labeled Z) were used when they did not.




3.6.2. Constancy


In Exp. 2, the chosen indices (Table 2) were the finish time (FT), the average fixation duration (AFD), the visit count (VC), and the accuracy (AC). While AC alone shows the perception results, which can represent perception constancy, the other three indices can illustrate the perception process and help explain the resulting constancy. The test methods were the same as in Exp. 1.






4. Results


In this section, we report quantitative analyses of the visual guidance and constancy results based on the collected eye-tracking data. The results show that the visual guidance and constancy properties of the visual variables of shape, size and color in 3D visualization are different from those in 2D visualization.



4.1. Guidance Task


The statistics and significance testing results for the guidance tasks are shown in Figure 5. The FT for hue is shorter than that for shape, and the FT for size is the longest, as expected (FTHue = 7.924 s, FTShape = 10.318 s, FTSize = 11.298 s). The difference in FT between hue and shape/size is significant, whereas the difference between shape and size is not significant (tHue-Shape = 3.390, pHue-Shape = 0.001 < 0.01; tHue-Size = −3.401, pHue-Size = 0.001 < 0.01; tShape-Size = −0.856, pShape-Size = 0.395).



The TtFF for hue is the shortest. Indeed, the subjects required only 1.281 s on average to fixate on a target, whereas they required 1.635 s and 1.744 s on average to fixate on the first target object with a certain shape or size. However, none of these differences are significant (ZHue-Shape = −0.192, pHue-Shape = 0.192; ZHue-Size = −0.501, pHue-Size = 0.616; ZShape-Size = −0.746, pShape-Size = 0.456).



As Figure 5 shows, the ACC has the same trend as do the FT and TtFF. The ACC for hue is 0.952 s—significantly shorter than that for shape or size (ACCShape = 1.554 s, ACCSize = 7.280 s; tHue-Shape = 5.143, pHue-Shape = 0.000 < 0.01; tHue-Size = −10.440, pHue-Size = 0.000 < 0.01). The ACC for shape is also significantly shorter than that for size (tShape-Size = −9.304, pShape-Size = 0.000 < 0.01).



Numerically, the VR displays a different tendency from the above indices. The VR for hue is the largest, while the VR for size is the smallest (VRHue = 0.276, VRShape = 0.192, VRSize = 0.116). The differences between hue and shape, between hue and size, and between shape and size are all significant (tHue-Shape = −2.182, pHue-Shape = 0.033 < 0.05; tHue-Size = 5.001, pHue-Size = 0.000 < 0.01; tShape-Size = 3.050, pShape-Size = 0.004 < 0.01). Nevertheless, a larger VR means that the subjects were performing more useful work and paying less attention to irrelevant information while completing the corresponding task. Thus, the VR trend has the same interpretation as the trends of the other indices.



The accuracy for hue is the highest: all the subjects correctly completed this task. The accuracy for shape is lower, at 0.956. One subject clicked so fast that he must not have fully understood the task instructions, and three subjects failed to find all the targets. The accuracy for size is 0.593, which is the lowest. Only 12 subjects found all the targets without also incorrectly identifying other objects as targets.



In this part of the experiment, we used five quantitative indices to investigate the guidance from shape, hue and size in 3D visualization. Overall, the results indicate that hue and shape more clearly attract attention in 3D displays, whereas the guidance for size is weaker (the heat maps shown in Supplementary Figure S3 indicate a similar trend).




4.2. Constancy Task


4.2.1. Finish Time


The finish time is a measure of the overall performance. When a visual variable has strong visual guidance, the participants should perform similarly regardless of where the variation is located.



As Figure 6a shows, the judgment speed did not change much for variations in size that occurred at different positions, except for the difference between positions B and C (FTA = 24.911 s, FTB = 23.620 s, FTC = 27.456 s, FTD = 26.253 s, FTE = 25.652 s, FTF = 24.694 s, tB-C = −2.267, pB-C = 0.030). In the regions to the side (A–C), the judgment speed for size is influenced by distance, whereas no such influence is obvious in the central regions.



The FT for the shape variation task is not influenced by the position of the variation (FTA = 21.881 s, FTB = 20.835 s, FTC = 21.020 s, FTD = 22.804 s, FTE = 22.586 s, FTF = 20.527 s; there is no significant difference between any two positions). However, the differences in judgment speed for saturation variations are more significant. When a variation in the saturation of an object appeared in A, D or E, the subjects required more time to complete the task (FTA = 16.203 s, FTD = 17.686 s, FTE = 16.779 s). The FT was much shorter when the variation occurred in B, C or F (FTB = 13.131 s, FTC = 14.727 s, FTF = 13.718 s). The FTs for B and F are significantly shorter than those for D and E (tB-D = −2.627, pB-D = 0.013; tB-E = −2.233, pB-E = 0.032; tD-F = 2.542, pD-F = 0.016; tE-F = 2.280, pE-F = 0.029) and not significantly shorter than that for A (tA-B = 1.763, pA-B = 0.087; tA-F = 1.708, pA-F = 0.096). This difference may have occurred because the objects in A and D had smaller retinal sizes; therefore, recognizing a change was more difficult. We labeled X and A–F with different colors (white/black); consequently, objects in E that were too close to X may have appeared to be different colors than X because of comparison effects.



The FT results show that the participants’ judgments regarding saturation were faster than those regarding shape and that both were faster than judgments regarding size, which is consistent with the results for shape and size in Experiment 1. The FT of saturation was most affected by variations in position, while that of shape was least affected.




4.2.2. Average Fixation Duration


The AFD is a measurement of the complexity of the viewed object. A long AFD indicates that the eye has encountered some difficult information [53,54,55].



As Figure 6b and Table 3 show, the perception of size was most difficult in A, the side-far position, and easiest in C, the side-near position. However, none of the six positions had a significantly longer AFD than any of the other five.



As for shape, the AFD was much longer at positions A and D, which were the most distant positions, than it was at the other positions. This result indicates that the perception of shape at greater distances is relatively more difficult. This difference may have had a similar cause as the difference in the FT for saturation: the reduction in area increased the difficulty of perception [56].



Similarly, only the AFD of position A was longer in terms of saturation. This tendency was similar to the tendencies for size and shape; thus, as the distance increases, the retinal area decreases and the possible distortion in regions to the side increases in 3D visualization, causing the perceptions of these visual variables to become more difficult.



In terms of the complexity of perception as measured by the AFD, that of shape was influenced most by position, and the perception of the two farthest positions was more difficult than perception of the others. The perception complexity of size was the least influenced by position because none of the six positions was significantly more difficult to perceive in terms of size.




4.2.3. Visit Count


The fixation count has often been used as a measure in studies that involve eye-tracking analysis [11]. However, we believe that the VC better represents the perception process because more than one fixation may be involved in any given aspect of perception.



At all positions, the maximum VC occurred when the target variable was size. In contrast, the VC was lower when the target variable was shape, and the lowest VC resulted from a change in saturation. These findings are consistent with the tendency observed for the FT. The VC values were relatively small (1–5) and were integer values for each subject; therefore, we did not apply the t-test. In both the side and central regions, the VC values for all three visual variables decreased as the distance increased (Figure 6c). At the same distance, the VC was higher in the central region.



More specifically, the average VC for size changes ranged from 1.750 (VCD) to 4.730 (VCE) for variations that occurred in different positions. The variation for saturation ranged from 1.458 (VCA) to 3.228 (VCF). The variation for shape was the smallest, ranging from 1.726 (VCA) to 3.408 (VCF). In addition, the VC was numerically negatively related to the AFD. In terms of the size, the AFDs at positions A, B and E were longer than the others (although this difference was not significant), whereas the VCs for positions A and B were lower. The results for shape and saturation were similar.



For all three visual variables, the VCs for positions A, B and D were noticeably lower than those of positions C, E and F. Thus, although A and D were difficult to perceive, subjects tended to fixate on them rather than comparing them with the standard X object.



Overall, the VC results show that position had the greatest influence on size, while saturation had a weaker influence and shape had the weakest influence.




4.2.4. Accuracy


When a visual variable shows strong constancy, the accuracy should be high and vary little among different locations. Participants’ accuracy for color saturation was the highest and had the smallest variation range: 0.773 (ACA) to 0.866 (ACB) (Figure 6d). The participants’ judgments regarding shape were less accurate, with an accuracy range from 0.694 (ACA) to 0.898 (ACF). Their accuracy for size was the poorest, with a range from only 0.532 (ACC) to 0.755 (ACE).



The AFD represents how difficult the subjects considered the task to be, whereas accuracy objectively represents how difficult the task was. Thus, we compared the trends from these two indices. The accuracy variation range for size was wide; the accuracies in different positions followed the sequence C < F < A < D < B = E, whereas the AFD values followed the sequence C < F = D < B < E < A (although the differences were not significant). The latter sequence was similar (but, as expected, not identical) to that of the accuracies, C and F appear toward the left and B and E appear toward the right in both sequences. Therefore, when subjects find some positions difficult to perceive, they will fixate on them, which can help them make the right decision. However, these subjects may make the wrong choices for C and F, which they may believe are easy to judge and therefore pay less attention to. When the visual variable is size, subjects’ perceptions may differ from reality.



The variation range for the shape accuracy was narrower. The accuracies followed the sequence A < C < D < B < E < F, whereas the AFD values followed the sequence B < C < F < E < D < A. When asked to judge shapes, the subjects spent more time assessing A and D because they found the attributes of objects in these positions to be difficult to judge; correspondingly, the actual accuracies at these positions were relatively low. In contrast, their judgments for positions B and F, which they found easier, were more likely to be correct.



The judgment of saturation was the least strongly influenced by position among the three variables; the accuracies followed the sequence A < C < F < D < E < B, while the AFD values followed the sequence E < C < F < B < D < A—similar to the tendencies for size.



This accuracy assessment suggests that the constancy of object size is the weakest, saturation shows the strongest constancy, and constancy of shape lies between them.






5. Discussion


5.1. Guidance for Hue, Size and Shape


Wolfe and Horowitz [9] summarized previous research on the guidance from visual variables in 2D displays and found that hue and size unambiguously provide guidance, whereas the level of guidance from shape is less clear. However, the guidance strengths of these variables reveal a different trend in 3D visualization.



In our 3D-object experiment, hue provided the same strong guidance as for 2D objects [30,31]. This finding occurred because hue is an associative visual variable that requires pre-attention and the addition of an extra dimension does not cause the hue to change. Although an object’s color appearance may be influenced by illumination [38], the hues used here were quite distinct from each other; consequently, the subjects could still identify the targets.



However, the guidance from shape is stronger than that from size in 3D visualization. In 3D displays, the retinal image from the same object is smaller when it is far away. Although some researchers have stated that users can correctly perceive objects to be of the same size under this condition [57], Exp. 2 indicated the opposite. Subjects who are aware of this effect will automatically adjust for the perceived size [58,59,60], which requires additional time. Moreover, in a symbolic representation, which differs from real-world conditions, fewer objects are present in the background; therefore, depth cues [48], which are important for size perception [20,21,22], are lacking. The results of Exp. 2 support this conclusion because size cannot successfully guide visual attention when people are unable to correctly perceive size.



In 3D visualization, the shape of each symbol takes on an additional dimension compared to the 2D case; therefore, more characteristics are required to identify a particular shape. The complexity of shape guidance may also be related to the type of shape that is used. For example, shapes that use letters provide strong guidance [32] in 2D visualization, but according to Chen [61], the shape sensitivity for a line, which is an even simpler object, is influenced by its relationships to other shapes. In the physical world, where shape complexity can be very high, shape is also a practical visual variable for distinguishing landmarks in wayfinding [26,62]. Moreover, judgment regarding the shapes of distant objects, which requires more details than hue judgment, may be difficult. Although the shapes in our stimuli were simple geometric shapes, distant objects may have been obscured by the low resolution. For example, the participants may have been unsure whether the more distant cubes were other hexahedrons; therefore, they spent more time on these objects. Generally, our guidance experiment shows that the guidance from simple geometric 3D shapes is not as strong as those from hue.




5.2. Constancy of Saturation, Size and Shape


Constancy is a persistent topic in geo-visualization and in 3D visualization in general, because it is unlike 2D visualization, in which the retinal signal of an object does not change regardless of where that object is located. As the AC results show, size constancy is the weakest and saturation constancy is the strongest. In addition, FT, AFD, and VC help to reveal the perception processes.



In this study, the FT results show that the total time of saturation perception is strongly influenced by where the variation occurs. A shorter FT may indicate a quick judgment of the variation in one location and a decreased judgment time for one process out of six. The data show that the subjects finished the tasks quickly when the saturation variation was located nearby or at a relatively near side position; however, when the variation in saturation was located far away or at a relatively near central position, subjects required more time to finish the task. We did not collect the FT values for each separate location, so we can only assume that subjects may have expected that there was at least one symbol that was different from the reference object. Because the participants found changes in nearby or relatively near side locations easier to judge, they might have felt “more comfortable” judging the rest to be the same as the reference object after finding an object that was different. If this inference is correct, then this finding (i.e., that detecting changes in certain locations is more difficult than detecting changes in others) may be related to the decreased area occupied by more distant objects or to a location-related illusion, which would be consistent with the findings of Olkkonen and Brainard [63].



The VC results show that size perception is influenced most by position and requires more processing than shape and saturation do, and indicates that perception of size is more difficult, which is also supported by the poor size guidance in Exp. 1. This result is also consistent with the metacognitive theory that people supplement their perceptions with deliberate judgments when they are aware of the size-distance effect [52,58,59,64], a process that requires further investigation.



However, the AFD of size was the least influenced by position, indicating that the participants subjectively considered the difficulties at different locations to be equal, whereas the AC results show that location actually exerts the greatest objective influence on the difficulty of size judgment. This discrepancy indicates that size perception is difficult and that the low AC of size perception may result from subjects’ inattention to detail. Meanwhile, the AFD results for shape indicate that subjective perception difficulty of shape increases as the object becomes more distant (location A). This observation is consistent with previous findings that a change in size can increase the effort required to identify shapes [56].



AC shows the constancy of perception results. As for size, judgments for near objects (C and F) are less likely to be correct, whereas judgments for objects at middle distances are most accurate. Concerning orientation, the accuracy for central objects is greater than that for objects to the side. This result is consistent with the findings of Gori, Giuliana, Sandini and Burr [60], who stated that the perception of close-to-standard objects is more precise, which indicates that judgment may be influenced by the retinal size of an object. However, in size constancy research in the physical world, the estimation bias seems to increase when the object is positioned farther away [65], whereas our work produced a different result. This difference may be related to the integration of the haptic [60,66] and assumed-size strategies [59,67] that people use in the physical world. Regarding shape, the accuracy for distant objects is lower because the image may become blurred from the lower resolution of the stimulus. In addition, judgments for objects near the sides of the image are less likely to be correct. These objects are subject to stronger deformation, which results in asymmetry; therefore, subjects may judge them to be different from the target. This finding is consistent with previous research on 3D objects [19,68], which revealed a greater capacity for shape discrimination for symmetrical objects. Judgments of saturation for near and far symmetrical objects are less likely to be correct, and no clear rule exists regarding orientation.



From Exp. 1, we know that subjects are not sensitive to variations in size in 3D visualization; therefore, the subjects may have relied on instinct when making size judgments, which is not always reliable. The subjects were sensitive to variations in shape (Exp. 1 did not address changes in saturation), and they can rationally identify shape variations when they occur, so the constancy of shape is stronger than that of size. However, distance may influence the visible level of detail or the visible area of an object, and orientation can influence an object’s deformation and its visible surface. Thus, the judgments regarding shape or saturation at different positions are not uniform.



In summary, Exp. 2 suggests that the constancy of shape and saturation is strong, whereas that of size is very poor. In addition, size is more difficult to perceive and judge than are shape and saturation, as reflected by a longer FT and an increased VC; consequently, size perception requires more processing but has lower accuracy. According to the same indices, judgments of shape and saturation are easier.





6. Summary and Future Work


In this study, we applied eye-tracking technology to study the guidance from hues, shapes and sizes in identification tasks and the relationship between the positions of objects and the constancy of their saturation, shape and size in 3D visualization.



The results showed that the hue provides the strongest guidance, while size provides the weakest guidance among the three visual variables in 3D visualization. This result indicates that visual variables do show different trends in 3D visualization than in 2D visualization. However, the summary by Wolfe and Horowitz [9] indicated that the guidance for a visual variable may vary among different types of tasks; that is, the guidance can be task dependent. Our work involving guidance included no quantitative tasks; therefore, size was outperformed by hue and shape. In the future, we plan to consider different types of tasks and conduct a study that more thoroughly addresses this topic.



In the experiment to investigate constancy, we found that saturation and shape show better constancy than size does. These three visual variables may influence each other; therefore, more work is required to determine the reliability of this result. Our experimental design lacked certain details because our objective was to investigate the existence of constancy. In future work, we plan to explore the extent and direction of misperceptions.



In addition, similarly designed experiments that use different stimuli and 2D objects could improve our understanding of the guidance and constancy properties of 3D visual variables and how they differ from simple 2D visualizations. First, the stimuli used in this research contained no rich cues for depth, illumination, shadows or other environmental parameters, which can influence the perception of visual variables [19,38,48,69,70] and reference information. In addition, although most current 3D displays have no reference grid or legend, such references may play an important role in 3D perception, as it has been found that for 2D maps, grids can improve recall performance and the spatial accuracy of learned object locations [71]. Similar experiments that involve reference grids are required to determine whether such legends are necessary. Second, only pseudo-3D visualizations generated from 3D models were used in this experiment to test the rules that govern guidance and constancy. However, the quantitative analysis could not fully explain why the visual variables exhibited the observed behavior. Further experiments that address 2D symbols in a pseudo-3D visualization space and the application of a novel scanpath comparison method [72], which can analyze participants’ strategies, may help us to better understand the perception mechanism.
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Figure 1. Stimulus used for G1–G2 in Exp. 1.1, intended to investigate shape guidance. The participants were asked to find all the spheres. The stimulus for Exp. 1.2 was similar. 
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Figure 2. Stimulus used for G1-G6 in Exp. 1.3, intended to investigate size guidance. The participants were asked to find all the larger cubes (A–C); these labels were not shown to the participants). 






Figure 2. Stimulus used for G1-G6 in Exp. 1.3, intended to investigate size guidance. The participants were asked to find all the larger cubes (A–C); these labels were not shown to the participants).



[image: Ijgi 06 00274 g002]







[image: Ijgi 06 00274 g003 550] 





Figure 3. (a) Six position regions for Exp. 2; (b) An example of how the objects were located within the six regions. 
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Figure 4. (a) In Exp. 2.1, intended to investigate size constancy, Object F was expanded to 120% of its original size; (b) In Exp. 2.2, intended to investigate shape constancy, Object D was changed to a cone; (c) In Exp. 2.3, intended to investigate color constancy, the color saturation of Object D was decreased to 75% of its original value. 
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Figure 5. Statistics and significance testing results of the guidance tasks (Exp. 1, mean values of all participants; * p < 0.05, ** p < 0.01, **** p = 0.000, NS = Not significant). 
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Figure 6. Statistics of the indices calculated for Exp. 2 (constancy): (a) FT; (b) AFD; (c) VC and (d) AC. 
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Table 1. Experimental tasks.






Table 1. Experimental tasks.











	
	Attribute
	Task
	Number of Repetitions





	Exp. 1.1
	Shape Guidance
	Find and click on all the spheres (G1–G2)/cones (G3–G4)/cubes (G5–G6).
	1



	Exp. 1.2
	Color Guidance
	Find and click on all the red (G1–G2)/blue (G3–G4)/yellow (G5–G6) objects.
	1



	Exp. 1.3
	Size Guidance
	Find and click on all the cubes (1 or many) that are larger than the others.
	1



	Exp. 2.1
	Size Constancy
	Compare the sizes of A–F with that of X and tell the experimenter whether they are the same size as X.
	6



	Exp. 2.2
	Shape Constancy
	Compare the shapes of A–F with that of X and tell the experimenter whether they are the same shape as X.
	6



	Exp. 2.3
	Color Constancy
	Compare the colors of A–F with that of X and tell the experimenter whether they are the same color as X.
	6
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Table 2. Analysis indices and their interpretations.
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Experiment

	
Index Abbr. (Full Name, Unit)

	
Interpretation






	
Exp. 1 (Guidance)

	
FT (Finish time, s)

	
Time needed to complete the task




	
TtFF (Time to first fixation, s)

	
Time from the start of the task to when the subject fixated on the AOI group for the first time




	
ACC (Average time needed for a correct click, s)

	
FT/the number of correctly judged objects




	
VR (Visit ratio)

	
Visit duration for the AOI group/total visit duration




	
AC (Accuracy)

	
Number of correct judgments/number of clicks




	
Exp. 2 (Constancy)

	
FT (Finish time, s)

	
Time to complete the task




	
AFD (Average fixation duration, s)

	
Average of all durations of fixation on one AOI




	
VC (Visit count, count)

	
Number of visits within an AOI




	
AC (Accuracy)

	
Ratio of the number of correct judgments to the total number of judgments (with respect to positions) among all subjects











[image: Table] 





Table 3. AFD statistics and significance testing results for the constancy tasks (Exp. 2).
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Visual Variable

	
Position

	
A (Z(p))

	
B (Z(p))

	
C (Z(p))

	
D (Z(p))

	
E (Z(p))






	
Size

	
B

	
−0.150 (0.880)

	

	

	

	




	
C

	
−1.240 (0.215)

	
−1.903 (0.057)

	

	

	




	
D

	
−0.627 (0.531)

	
−1.074 (0.283)

	
−0.339 (0.735)

	

	




	
E

	
−0.461 (0.645)

	
−0.442 (0.658)

	
−2.727 (0.006 *)

	
−1.452 (0.147)

	




	
F

	
−0.245 (0.806)

	
−0.706 (0.480)

	
−1.446 (0.148)

	
−0.686 (0.493)

	
−1.352 (0.176)




	
Shape

	
B

	
−4.614 (0.000 **)

	

	

	

	




	
C

	
−4.330 (0.000 **)

	
−0.729 (0.466)

	

	

	




	
D

	
−1.952 (0.051)

	
−2.221 (0.026 *)

	
−1.887 (0.059)

	

	




	
E

	
−3.859 (0.000 **)

	
−1.260 (0.208)

	
−0.671 (0.502)

	
−1.292 (0.196)

	




	
F

	
−4.242 (0.000 **)

	
−1.089 (0.276)

	
−0.352 (0.725)

	
−1.684 (0.092)

	
−0.382 (0.702)




	
Color

	
B

	
−1.719 (0.086)

	

	

	

	




	
C

	
−2.207 (0.027 *)

	
−0.522 (0.602)

	

	

	




	
D

	
−1.688 (0.091)

	
−0.513 (0.608)

	
−0.059 (0.953)

	

	




	
E

	
−2.518 (0.012 *)

	
−0.972 (0.331)

	
−0.445 (0.657)

	
−0.223 (0.824)

	




	
F

	
−1.487 (0.137)

	
−0.919 (0.358)

	
−1.527 (0.127)

	
−1.038 (0.299)

	
−2.116 (0.034 *)








* p < 0.05, ** p < 0.01.
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