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Abstract: The rapid development and increasing availability of high-resolution satellite (HRS) images
provides increased opportunities to monitor large scale land cover. However, inefficiency and
excessive independence on expert knowledge limits the usage of HRS images on a large scale. As a
knowledge organization and representation method, ontology can assist in improving the efficiency
of automatic or semi-automatic land cover information extraction, especially for HRS images. This
paper presents an ontology-based framework that was used to model the land cover extraction
knowledge and interpret HRS remote sensing images at the regional level. The land cover ontology
structure is explicitly defined, accounting for the spectral, textural, and shape features, and allowing
for the automatic interpretation of the extracted results. With the help of regional prototypes for
land cover class stored in Web Ontology Language (OWL) file, automated land cover extraction
of the study area is then attempted. Experiments are conducted using ZY-3 (Ziyuan-3) imagery,
which were acquired for the Jiangxia District, Wuhan, China, in the summers of 2012 and 2013.The
experimental method provided good land cover extraction results as the overall accuracy reached
65.07%. Especially for bare surfaces, highways, ponds, and lakes, whose producer and user accuracies
were both higher than 75%. The results highlight the capability of the ontology-based method to
automatically extract land cover using ZY-3 HRS images.
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1. Introduction

High-resolution satellite (HRS) data are widely used to monitor land cover by different application
departments [1]. For instance, the China Geographic National Conditions Monitoring (CGNCM)
mission monitors fundamental geographic information in China using HRS images, such as ZY-3
images [2]. The majority of the geographic information monitored by this mission is associated with
land cover, which supports both short- and long-term land planning and government decision-making.

The interpretation of satellite images is challenging [1]. To achieve high accuracy of image
interpretation, HRS remote sensing data are used in most applications and studies with its advantage
of high resolution [2]. Land use and land cover reflects the impact of human activities on the natural
environment and ecosystem [3]. Remote sensing and geographic information system techniques are
very useful for conducting researches like land cover change detection analysis and predicting the
future scenario [4]. As it was mentioned, the CGNCM mission which is proposed and implemented
by National Administration of Surveying, Mapping, and Geoinformation, China requires annual
land cover monitoring via HRS remote sensing data. Moreover, manual land cover delineations
are needed to validate the accuracy of the remotely sensed data. Implementing these manual land
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cover delineations, which cover the entirety of China, is time consuming and challenging, even on an
annual basis. Therefore, a fast and effective automatic or semi-automatic land cover extraction method
is needed.

Pixel-based image extraction is a commonly used extraction process for quite a long time.
However, the information contained in an image is not fully utilized and unsuitable for high-resolution
images [1,5]. Object-oriented feature extraction uses segmentation, spectral, texture, and shape
information and is widely used for image feature extraction over given periods of time [5–7].

However, object-oriented feature extraction also possesses some limitations. Geographic
object-based image analysis (GEOBIA) methods are rarely transferable because they are based on expert
knowledge and the implementation of uncontrolled processing chains [8]. Thus, land cover image
analyses require expert knowledge from remote sensing professionals, which is rarely formalized and
difficult to automate [1].

Moreover, the object-oriented method is limited by its reusability and automation, especially
when used by non-professionals or in batch processes [5,8]. Commercial software that mainly uses
object-oriented method has proven relatively inefficient for such extraction work, largely due to an
inherent trial and error process. These processes become particularly cumbersome at large scales, such
as the national scale GCNCM missions.

The application of ontology to remote sensing image extraction has been discussed in the
geographic information system (GIS) and remote sensing communities [5,9]. Ontology includes
the representation of concepts, instances, relationships and axioms, and permits the inference of
implicit knowledge [10]. Ontologies have effectively expressed different domain knowledge in the
computer science field [1].

Ontology can be used to provide expert knowledge and improve the satellite image extraction
automation process by describing image segments based on spectral, textural, and shape features [1].
Many studies proven that ontology can feasibly support the semantic representation of remote sensing
images [1,6,11–13]. Arvor et al. [8] suggested that ontologies will be beneficial in GEOBIA, especially
for data discovery, automatic image interpretation, data interoperability, workflow management, and
data publication.

However, these current studies possess limitations. For example, the feature values stored by
different ontological classes are based on an expert’s prior knowledge and experiences in a study area.
Thus, the results are highly dependent on the expert’s knowledge and prior experiences of a specific
area, which may significantly vary between experts and users. The second limitation is related to the
object diversities. These diversities include variations in the shapes and spectral characteristics of
land cover objects. Shape variations may be caused by segmentation algorithm differences or due to
the quality of the remotely sensed image. Spectral characteristic variations may be due to different
materials covered on the objects, even for the objects in the same class. In addition, current studies
generally ignore temporal land cover variations, which may result in spectral features that vary based
on the time or season [14].

This study attempts to use hierarchical ontology with formalized knowledge to extract regional
land cover data. A fundamental geographic information category (FGIC) has been proposed by the
Chinese Administration of Surveying, Mapping and Geo-information. The FGIC contains almost all of
the classes that appear on topographic maps, including land cover. Some researchers have created FGIC
ontologies based on the FGIC category. Wang and Li created an FGIC ontology, which included shape,
location, and function parameters [15]. According to the FGIC ontology, remotely-sensed geographic
information class data can be formalized based on the associated properties and some additional
remotely sensed feature properties like spectral, texture, and so on. Although numerous studies
have examined land cover using remote sensing applications, only a small portion of the associated
knowledge has been stored, reused or shared. Thus, a remotely-sensed land cover knowledge base
is needed.
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Building a knowledge base is difficult because the knowledge is often implicit and possessed by
experts [16]. Therefore, the semantic gap between experts and non-expert users must be narrowed [17].
The Prototype theory in cognitive psychology provides a potential starting point for the knowledge
base [18]. Medin and Smith [19] suggested that a concept is the abstraction of different classes, and the
prototype is the idealistic representation of this concept. In other words, the prototype is an abstraction
that contains all of the centralized feature characteristics of the concept or class. The prototype can
be used to classify other unknown object. Creating a land cover class prototype may also benefit
the remote sensing knowledge organization and image extraction processes. Land cover extraction
knowledge can be stored for each land cover class and utilized by future analyses.

The CGNCM mission uses knowledge in the automation or semi-automation extraction
processes. This knowledge significantly improves the land cover information extraction efficiency and
effectiveness. As required by the CGNCM, annual geographic conditions should be monitored during
the summer, which can served as a starting point for ontological land cover knowledge.

In this paper, we examine the ability of ontologies to facilitate land cover classification using
satellite images. We focus on the use of a land cover ontology and regional prototype, which are used
to perform the regional land cover extraction. This study introduces an ontology-based framework
and method for land cover extraction. The method uses the create land cover ontology, and creates
a regional land cover class prototype for automation image extraction. This paper is organized into
four sections. The image data and methodology are described in Section 2. Section 3 discusses the
experimental results of the proposed method. Finally, conclusions are provided in Section 4.

2. Data and Methods

2.1. Data

As the first civil high-resolution satellite in China, ZY-3 (Ziyuan-3, Resource-3) was launched
on 19 January 2012 by the Satellite Surveying and Mapping Application Center (SASMAC), National
Administration of Surveying, Mapping and Geo-information (NASG), China, with the purpose of
surveying and monitoring land resources. ZY-3 is equipped with 2.1 m panchromatic Time Delayed
and Integration-Charge Coupled Devices (TDI-CCD) and 5.8 m multispectral cameras. The latter
includes four bands in the blue, green, red, and near-infrared bandpass filters [20]. ZY-3 imagery
is widely used for land management, surveying and environmental studies in China, representing
the main data source for the CGNCM mission. The ZY-3 images used in this study are provided by
SASMAC, NASG. Orthoretification and radiation corrections have been completed for the reflectance
image, providing a quantitative result and avoiding effects related to temporal and environmental
variations [21]. Panchromatic images (2.1 m spatial resolution) are merged with multispectral images
(5.8 m spatial resolution) using the Gram–Schmidt method, resulting in a 2.1 m spatial resolution
image with four spectral bands. The acquisition times of the ZY-3 images include 20 July 2012, and
7 August 2013. In addition to the 2012 land cover map, the former image is used to analyze land cover
features, and the feature attribute data are stored as prototypes. The 2013 image land cover is then
extracted for the experiment. Similar to the requirement of CGNCM mission land cover extraction, we
study the extraction experiment in the summer season, when the feature of land cover is most obvious,
especially for vegetation.

This experiment focus on the land cover monitoring of the Jiangxia District in Wuhan, which
lies in the Eastern Jianghan Plain at the intersection of the middle reaches of the Yangtze and Han
Rivers. The summer is long and hot in Wuhan, lasting from May to August each year, with an
average temperature of 28.7 ˝C. Urban areas in the Jiangxia District have recently expanded, leading
to significant land cover variations each year. The study area includes urban and suburban area, some
of which is under construction.
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2.2. Methods

Our study first establishes an ontology based on land cover classes, properties and a hierarchal
system. The land cover ontology based on the Chinese FGIC land cover [22]. The ontology utilizes
the spectral, textural, spatial, and segmentation land cover class features from remote sensing images.
The 2012 land cover map and ZY-3 image are used to analyze the land cover features and estimate a
centralized value range for each feature. A land cover ontology prototype is then created. Finally, the
ontology and prototype are used to extract the 2013 data.

2.2.1. Land Cover Hierarchy

The land cover in the study area consists of eight classes, including building, road, bare surface,
grassland, cultivated land, forests, orchards, and water bodies. Some of these classes include subclasses,
such as high-rise and low-rise building for the building class. Based on the FGIC ontology proposed
by Wang and Li [15], the land cover classes are selected to create the land cover ontology, and their
hierarchy is established via Protégé 3.4.7., which is provided by Stanford University, California, USA.
The main relationship among these classes is based on “is-a”, which builds the hierarchical land cover
structure (Figure 1).
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Figure 1. Hierarchy of land cover ontology. According to the China Fundamental Geographic
Information Category, land cover classes are selected for the land cover ontology. Land cover classes
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An increased land cover object diversity may decrease the feature extraction accuracy. This may
occur for the objects with in the same class that are composed of different material. In this case, the
spectral and textural features of the two objects may be completely different despite belonging to
the same class, and they can be mistakenly extracted into different classes (Figure 2a). For example,
low-rise building roofs may be covered with different materials, such as steel tiles, bricks, or cement,
and may be classified into different classes. A similar scenario may occur for objects in the same class
with different shapes, which may be due to the segmentation algorithm or image quality. For example,
major roads can be segmented into different sections, including straight and fragmented portions.
These different sections exhibit similar spectral and textural characteristics, but distinct shapes, which
may cause shape feature calculation errors and affect the extraction results (Figure 2b).
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Figure 2. Diversity of land cover objects. (a) shows the spectral diversity resulted from the difference
of materials, e.g., the low- rise building; and (b) is about the shape diversity, which may be the result of
image quality or segmentation algorithm, e.g., the major road may be over segmented.

These problems are avoided by creating subclasses. For instance, low-rise buildings are classified
into three subclasses based on their material, including low-rise buildings with tile steel, brick, and
cement roofs. Major roads can be divided into straight and fragmented portions based on shape.
Subclasses are stored in the ontology and invisible to users. After extraction, subclasses are combined
based on the original classes.

2.2.2. Land Cover Properties

Many attributes usually need to be considered to identify objects in satellite images, e.g., the
spectral response, shape, textural, and spatial relationships in satellite images were examined [8]. [1]
provideds a semantic description of image objects contained in a Landsat TM image from the Brazilian
Amazon, which was used to classify the area using spectral rules defined in an ontology. [12,23]
successfully combined ontologies and the use of spectral and geometric attributes to interpret urban
objects (e.g., roads, vegetation, water, and houses).

In ontology, features about remote sensing characteristics of land cover can be considered and
represented as properties of land cover ontology, i.e., Spectral, textural, and shape attributes are used
to represent land cover features, which are organized as ontological properties.

Spectral features are computed for each band of the input image. The attribute value for a
particular pixel cluster is computed based on the input data band, where the image segmentation label
has the same value. Spectral attributes include: the mean, the average value of the pixels comprising
the region in band x; standard deviation, the standard deviation value of the pixels comprising the
region in band x; maximun value, maximum value of the pixels comprising the region in band x; and
minimun value, the minimum value of the pixels comprising the region in band x.
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Texture features are computed for each band of the input image. Texture attributes require a
two-step process. The first step applies a square kernel of pre-defined size to the input image band.
The attributes are then calculated for all pixels in the kernel window and the result is referenced to
the center kernel pixel. In our study, the kernel window size is set to 3. Next, the attribute results are
averaged across each pixel in the pixel cluster to create the attribute value for that band’s segmentation
label. There are texture attributes, including the mean value, variance, data range, and entropy. Mean
is the average value of the pixels comprising the region inside the kernel; variance is the average
variance of the pixels comprising the region inside the kernel; range means the average data range
of the pixels comprising the region inside the kernel; and entropy is the average entropy value of the
pixels comprising the region inside the kernel.

Spatial features (shapes) are computed using the polygon that defines the pixel cluster boundary.
Spatial attributes include the area, compactness, convexity, solidity, roundness, form factor, elongation and
rectangular fit, all of which reflect the shape of the object. Area is the total area of the polygon, minus
the area of the holes. Compactness means the shape measure that indicates the compactness of the
polygon; Convexity is polygons are either convex or concave. This attribute measures the convexity of
the polygon; solidity is a shape measure that compares the area of the polygon to the area of a convex
hull surrounding the polygon; roundness is a shape measure that compares the area of the polygon
to the area of a convex hull surrounding the polygon; form factor is a shape measure that compares
the area of the polygon to the square of the total perimeter; elongation means a shape measure that
indicates the ratio of the major axis of the polygon to the minor axis of the polygon. The major and
minor axes are derived from an oriented bounding box containing the polygon; rectangular fit is a
shape measure that indicates how well the shape is described by a rectangle. This attribute compares
the area of the polygon to the area of the oriented bounding box enclosing the polygon. All of the
features calculation method can referred to [24].

Remotely sensed land cover class features represent the extracted properties, which are stored in
OWL, with the help of Protégé 3.4.7.

2.2.3. Create Land Cover Class Prototype

Land cover extraction knowledge can be accumulated over time when conducting various tasks.
A suitable land cover knowledge representation and organization method is needed to efficiently
reuse this knowledge. A prototype approach, which is rooted in cognitive psychology knowledge
representation theory is used in this study. Numerous land cover examples were input for the study
area. A statistical method was then used to calculate the centralized ranges of every feature for each
class, which were used to create a prototype for each class.

The land cover vector layer can be generated based on the land cover map. The IDL is then used
to segment the ZY-3 image into objects according to the land cover vector layer. These objects belong
to corresponding land cover classes. The features of these objects are then analyzed for each class.

At the region level, the local variability of spatially-explicit land-cover/use changes displays
different types of natural resource depletion [25]. The land cover features may differ in different
regions, especially spectral features. For example, oak spectral features may vary between Northern
and Southern China in June. In contrast, land cover in the same area or similar areas may display similar
characteristic features. Therefore, it is possible to create a land cover prototype at the regional scale.

HRS images and classified maps are used to create the prototype. The entire Wuhan area exhibits
similar geographic and climatic conditions. Therefore, the land cover prototype can be established
for this area. Only the Jiangxia District is selected to create a prototype in this experiment. 2012 ZY-3
reflectance image and land cover map are used in this portion of the analysis. Therefore, 2012 can be
considered the base year for the Jiangxia District land cover monitoring. According to the prototype,
land cover extraction analyses can be conducted in the summer of the subsequent year (2013), which
meets the requirement of the CGNCM mission.
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The land cover reflectance characteristics may seasonally vary, especially for the vegetation
class [25]. Therefore, annual land cover monitoring studies should utilize images from the same season,
which will optimize the comparability between the images. For example, the CGNCM missions require
land cover monitoring during the summer of each year [2]. This study attempts to analyze the land
cover during summer 2012.

Confidence intervals are estimated using a statistical method and used to attain centralized feature
values for every class. A normal distribution is then fit to the land cover feature data, which is used to
create confidence intervals for each feature class.

The prototype of one class is the combination of all of the features within a confidence interval. For
instance, the high rise building class includes 500 objects based on the reference image and land cover
map. The mean texture value can be calculated for these 500 objects. If the object data fits the normal
distribution, then the confidence interval can be determined the mean high-rise building texture. The
confidence intervals of other features (e.g., the spectral mean, standard deviation, minimum, etc.;
textural variance, entropy, etc.; and shape area, elongation, roundness, etc.) can be calculated as well.
These confidence intervals are used to create the high-rise building prototype. This feature information
is stored as data properties in Protégé. Therefore, the prototype of this class is ready to use (Figure 3).
After the ontology is created and prototype is stored for a study area, the land cover classes can be
automatically extracted at the same time or season every year.
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Figure 3. Create prototype for land cover. With the help of referenced image and land cover map, the
confidential interval of each feature can be calculated. Then, all these data are stored in Protégé 3.4.7.

2.2.4. Land Cover Extraction

As in GEOBIA methods, the procedure for relating geographic and image objects relies on a
segmentation step and a classification step [26]. Segmentation is an important GEOBIA feature
extraction step. This study uses the ENVI EX segmentation tool for this step. The tool uses an edge
detection-based segmentation method and details of the method can be found in the ENVI user
guide [4]. Edge-based segmentation is suitable for detecting feature edges if objects of interest have
sharp edges. Scale level parameters should be effectively set to delineate features.

Since the geographic entity descriptions and corresponding representations in images are
scale-dependent, the scale must be considered when conducting geographic analyses [27,28]. Studies
have used remote sensing imagery to show that the segmentation accuracy can limit object-oriented
extraction [8]. No segmentation method is completely suitable for all land cover classes due to image
quality, pre-processing methods, and the object complexity variations [5,8].

The land cover extraction segmentation scale used in this study was provided by experts. Utilizing
a trial-and-error process, the input parameters of the segmentation algorithm can be adjusted [8]. After
the manual adjustments, the suitable segmentation scale level parameter was set to 20 for the ZY-3
2.1m fused image. The scale level value is also stored in an OWL file.
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Based on the ontology and prototype from 2012, land cover extraction tool can be created using
ENVI/IDL. An August 2013 image of the same area is used as the input. The program loads the land
cover classes and prototype from the ontology, creating a rule-based extraction module (Figure 4).
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Figure 4. Procedure of using ontology and prototype in land cover extraction. With the help of
prototype, which is created from the example data, the data ranges of features are inputted into the
extraction procedure, and then automatic land cover extraction for subsequent image can be done.

2.2.5. Accuracy Assessment

Land cover map produced in summer, 2013 of the study area is used as the ground truth data
for assessing the accuracy of the extraction results. This referenced land cover map is under the scale
of 1:25000, and is about 2 m per pixel. The average error is less than one pixel. There are also eight
classes in this land cover map, which includes building, road, bare surface, grassland, cultivated land,
forest, orchard, and water bodies. With help of ground truth data, accuracy assessment can be done
for our extraction experiment of 2013 land cover. In the accuracy assessment, first, we calculate the
confusion matrix of all classes. From confusion matrix, the user’s accuracy and producer’s accuracy
can be estimated. Then, we analyze the overall accuracy and Kappa coefficient for further analysis of
the experimental results. In our study, post-classification processing is not hired after the land cover
automatic extraction. We only take automatic extraction result into account for accuracy assessment.
Due to post-classification processing, which is often used during the practical applications, is somewhat
subjective. Uncertainty related with operators may exist in the processing results.

3. Results and Discussion

ENVI/IDL is used for land cover extraction. The segmentation scale is 20 and merge scale is 90 in
this study. These two parameters are used in the subsequent image extraction. The rule-based ENVI
EX classifier is set to 4.8, confidence threshold value to 0.40 and the default fuzzy tolerance value to
5%. S-Type was chosen as the default membership function set type.

We set the 2013 land cover map to represent the ground true, which were used to compute a
confusion matrix. The Kappa coefficient of the experiment is 0.59, and the overall accuracy is 65.07%.
The producer’s accuracy and user’s accuracy results can be seen in Table 1.
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Table 1. Accuracy assessment of land cover extraction.

Producer’s
Accuracy (Percent)

User’s Accuracy
(Percent)

Producer’s
Accuracy (Pixels)

User’s Accuracy
(Pixels)

low rise building 86.52 68.63 1,055,969/1,220,546 1,055,969/1,538,703
high rise building 36.69 65.77 142,552/388,494 142,552/216,754

bare surface 79.32 78.93 600,345/756,900 600,345/760,630
paddy field 81.18 53.27 1,494,710/1,841,225 1,494,710/2,805,795

forest 55.13 82.66 374,772/679,774 374,772/453,379
grassland 37.94 53.64 344,088/906,900 344,088/641,489
orchard 69.66 70.84 847,717/1,217,009 847,717/1,196,624

major road 65.88 64.14 275,216/417,722 275,216/429,090
secondary road 51.35 58.19 170,437/331,885 170,437/292,911

highway 73.09 76.34 101,251/138,538 101,251/132,637
pond 78.31 82.62 321,176/410,127 321,176/388,728
lake 79.81 100 66,633/83,489 66,633/66,633
path 66.77 81.26 62,265/93,256 62,265/76,627

The low rise building class exhibits the highest producer’s accuracy of 86.52%, but relatively low
user’s accuracy of 68.63% (Table 1). Per Figure 5, this discrepancy is due to the confusion of low-rise
and high rise buildings because low-rise buildings display similar features as high rise buildings. The
majority of the path is over segmented. Therefore, if low-rise buildings are partially covered in dust,
they may be incorrectly classified.
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accuracy for land cover extraction, and columns in red color represent the user’s accuracy.

The paddy field class also displayed high producer and low user accuracies of 81.18% and 53.27%,
respectively (Table 1). As illustrated in Figure 5, the paddy field class displays an acceptable producer’s
accuracy, but is still mistakenly classified into other classes, such as the orchard, forest, and low-rise
building classes. This confusion causes the low paddy field user’s accuracy.

The user accuracies of the bare surface, forest, highway, pond, lake, and path classes are all higher
than 75%, suggesting that the majority of the objects in these classes are correctly extracted. The
bare surface, pond and lake classes displayed the both producer and user accuracies larger than 75%
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(Table 1). These results can also be seen in Figure 5. The high-rise building and grassland classes were
not correctly extracted, as their producer accuracies are lower than 50%.

Details of the extraction results can be seen in the confusion matrix in Table 2 and the chord chart
in Figure 6. In the chord chart of Figure 6, different colors represent different land cover classes. The
length of the arc for each class represents the number of pixels, the unit is thousands of pixels. The link
strips between different classes mean the pixels of the objects that are incorrectly classified into the
other class. As it is shown in our results, more than half of the paddy fields are correctly extracted.
However, certain portions of the paddy field are not correct, most of which are orchard, grassland,
and forest, and it seems that the paddy field is more likely to be classified into orchard by mistake.
There are two reasons; one is that because the orchard always has low trees planted in it, and summer
is its flourishing period, especially for its leaves, and the paddy field is also covered by vegetation
in summer. However, in the 2.1 m image, the textures of these two different classes are very close,
along with similar spectral and shape, the objects of the paddy field are very easy to be interpreted as
the orchard by mistake. Meanwhile, about 1/6 of orchards are in fact paddy field. For the extracted
low-rise building objects, most of which are correct, but low-rise buildings can still be easily classified
into all kinds of other land cover classes. Comparatively, bare surface, dry land, ponds, and lakes have
good results in the extraction.

Clear changes can be observed between the 2012 and 2013 land cover images. For example, a
larger proportion of bare surface can be seen in 2012, and dirt and dust cover a large area of the
Jiangxia District (Figure 7 left). However, most of the buildings and roads are completed in 2013. Thus,
some new residential areas and road networks (including main roads, secondary roads and highways)
can be seen in Figure 7 (right). In addition, forested areas were planted after the construction was
completed. However, some areas are still under construction in the 2013 image. Detailed information
about the land cover change between 2012 and 2013 can be seen in Table 3.

The results show that ontology and prototype can be used to efficiently and effectively conduct
automatic land cover extractions. The bare surface, pond, and lake classes exhibited high accuracies.
The low-rise building, paddy field, forest, orchard, major road, secondary road, and highway classes
displayed moderate accuracies.

Though the overall accuracy of 65.07% is not very high, comparatively, the efficiency and
convenience of our proposed method is still obvious. With the help of the land cover ontology
and prototype, extraction can be quickly completed without great amount of work on parameters trial
and error test, expert knowledge preparation, not to mention the manual delineation, As mentioned
above in the 2.2.5 accuracy assessment, post-classification processing is not applied after the automatic
land cover extraction in our study, which is considered to significantly facilitate the improvement of
extraction result and is often required in practical work. In other words, when this ontology-based
extraction method is used in the real work, taking further advantage of post-classification processing,
both greater efficiency and higher accuracy can be seen in the extraction results.
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Table 2. Confusion matrix of land cover.

Low-Rise
Building

High-Rise
Building

Bare
Surface

Dry
Land

Paddy
Field Forest Grassland Orchard Major

Road
Secondary

Road Highway Pond Lake Path

low-rise
building 1,055,969 86,974 25,106 83,868 63,052 0 56,957 49,357 38,384 26,738 8898 27,893 0 15,507

high-rise
building 16,715 142,552 5970 0 0 0 2664 550 10,268 34,816 1126 1402 0 691

bare surface 25,421 6768 600,345 0 0 0 37,728 0 33,920 55,464 800 0 0 184
dry land 0 0 0 337,591 0 0 0 0 0 0 0 0 0 0

paddy field 7895 0 0 0 1,494,710 237,658 406,394 274,889 0 0 3752 42,225 0 681
forest 0 0 0 0 39,514 37,4772 8343 30,750 0 0 0 0 0 0

grassland 77,049 55,646 75,471 30,484 13,411 0 344,088 13,728 13,271 1846 1963 14,532 0 0
orchard 2494 0 0 46,076 219,525 67,344 11,508 847,717 0 0 0 229 0 1731

major road 16,548 56,146 17,421 0 0 0 12,872 0 275,216 39,783 8505 2599 0 0
secondary road 4398 33,695 32,587 0 0 0 1133 0 38,221 170,437 5288 71 0 7081

highway 766 0 0 4225 0 0 14,583 0 5527 1169 101,251 0 0 5116
pond 12,612 6713 0 4453 11,013 0 10,630 0 1789 63 3423 32,1176 16856 0
lake 0 0 0 0 0 0 0 0 0 0 0 0 66633 0
path 679 0 0 7438 0 0 0 18 1126 1569 3532 0 0 62265
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Table 3. The matrix of land cover changes between 2012 and 2013. The unit is m2.

Initial State (2012)

Low-Rise
Building

High-Rise
Building

Bare
Surface

Dry
Land

Paddy
Field Forest Grassland Orchard Major

Road
Secondary
Road Highway Pond Lake Path

Final
State
(2013)

low-rise building 3,810,250 28,401 489,732 135,472 845,799 15,592 19,078 901 134 363 14 97,099 451 4568
high-rise building 43,259 491,031 290,012 356 133,422 43,890 10,656 821 491 773 29 24,712 32 4380
bare surface 35,460 27,072 889,621 213 47,620 8876 8899 1101 8098 2501 101 104,231 5892 5411
dry land 49 23 245 1,198,031 7801 3667 9297 459 219 0 33 3871 678 54
paddy field 32 88 21 810 4,911,230 10,092 1320 710,472 41 0 9 9290 4431 8803
forest 0 97 7901 112 22,143 1,098,044 78,912 121,010 191 0 231 8451 65 763
grassland 4862 2450 17,209 121,936 53,644 121,449 1,209,092 54,912 541 7384 302 1190 99 8112
orchard 1132 551 3221 67,540 67,452 269,376 46,032 2,199,817 881 0 13 567 12 342
major road 208,754 19,786 684,218 23,100 11,846 1456 50,211 341 800,842 159,132 871 10,396 3321 6601
secondary road 148,883 34,592 468,902 450 10,002 778 4532 667 45,101 181,413 877 34,582 7643 4531
highway 3064 5152 199,802 16,900 5687 908 10,123 109 781 4676 359,901 50,391 243 3901
pond 16 887 490 17,812 1024 33 3451 0 0 252 45 978,601 32,321 51
lake 0 0 248 119 45 8 211 8 0 0 0 3451 266,532 0
path 3679 341 6824 678 3290 108 1199 890 41 6276 46 89 32 249,060

Class changes 449,190 119,440 2,168,825 385,498 1,209,775 476,233 243,921 891,691 56,519 181,357 2571 348,320 55,220 47,517
Image difference 1,188,414 433,393 –1,913,350 ´359,102 ´464,366 ´236,357 150,169 ´434,572 1,123,514 580,183 299,166 ´291,938 ´51,130 ´24,024
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4. Conclusions

Our study proposes an ontology-based image extraction method for land cover. The land cover
ontology is first established for study area, including spectral, texture, and shape properties. A
referenced land cover map and ZY-3 image are then used to create a land cover regional prototype
for the study area, which is stored in an OWL file. A land cover extraction experiment is then
conducted for the study area the year after the referenced year. Results of this study show that the
use of regional prototypes can help organize land cover extraction knowledge in various study areas,
avoiding the variance and subjectivity introduced by different remote sensing experts. Moreover, this
process benefits non-expert users conducting land cover analyses because they only need a land cover
map, or referenced classification map, and HRS image, as extraction work of the subsequent step
is automatically completed. The ontological approach reuses knowledge, simplifying temporal and
spatial analyses.

The main contribution of this study is the attempt to use ontological methods and prototypes
for land cover extraction in certain regional scales. This method has the advantage of reusability of
knowledge of land cover remotely-sensed characteristics, and it provides a more automatic, more
efficient, and less expert knowledge-dependent way for land cover monitoring.

Future studies should include additional factors, such as the NDVI and NDWI indexes or
additional band ratios, which can improve the land cover class accuracies. In addition, this study
only analyzed the summer season, so temporal resolution and variations should be addressed in
future studies. These resolutions should include seasonal, or even monthly, temporal scales. Larger
areas will also be analyzed in future studies, including province-scale land cover monitoring based
on the combination of regional prototypes. Additional land cover maps and images are required for
larger scale studies, and a more automated tool should be developed. Therefore, a province-scale
land cover ontology with a regional prototype will simplify land cover interpretation and data
extraction. In this case, the land cover monitoring task (CGNCM mission) can be more efficiently and
accurately completed.
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