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Abstract: Enriching and updating maps are among the most important tasks of any urban man-
agement organization for informed decision making. Urban cadastral map enrichment is a time-
consuming and costly process, which needs an expert’s opinion for quality control. This research
proposes a smart framework to enrich a cadastral base map using a more up-to-date map automat-
ically by machine learning algorithms. The proposed framework has three main steps, including
parcel matching, parcel change detection and base map enrichment. The matching step is performed
by checking the center point of each parcel in the other map parcels. Support vector machine and
random forest classification algorithms are used to detect the changed parcels in the base map. The
proposed models employ the genetic algorithm for feature selection and grey wolf optimization and
Harris hawks optimization for hyperparameter optimization to improve accuracy and performance.
By assessing the accuracies of the models, the random forest model with feature selection and grey
wolf optimization, with an F1-score of 0.9018, was selected for the parcel change detection method.
Finally, the detected changed parcels in the base map are deleted and relocated automatically with
corresponding parcels in the more up-to-date map by the affine transformation.

Keywords: urban cadastral map enrichment; spatial data integration; spatial data matching; change
detection in urban cadastral maps; feature selection; grey wolf optimization algorithm; Harris hawks
optimization algorithm

1. Introduction

Cities are becoming more complex day to day due to increments in population, urban-
ization and the pace of construction and change [1]. The vast extents, high densities and
fast changes in cities and urban areas make measuring, managing, monitoring, mapping
and modeling urban changes more challenging and time-consuming for organizations and
researchers [1]. The growth of urbanization causes intensive use of land. The faster growth
of the physical extent of urban areas compared to their population causes more land to
be used for urban development [2]. Hence, efficient land administration and parcel-based
land development modeling play an important role in sustainable urban growth [3,4].
Land Administration Systems (LASs) in cities are for intelligent land and urban space
management [5]. Land information is required for different LAS components, which are
land development, land use, land value and land tenure [5]. Urban cadastral maps as
a part of land information are large-scale maps that contain dimensions, shapes, spatial
relationships and different attributes of information about land parcels [6].

Enrichment of urban cadastral maps helps organizations to make accurate and timely
decisions for urban management [7]. Urban cadastral map enrichment and checking for the
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accuracy and reliability of data are important duties of urban management organizations [8].
Urban cadastral maps are enriched with the help of legal documents for geometric changes,
incorporating new information and data, or the removal of inaccurate data [8]. Enrichment
and updating of urban cadastral maps are as important as their production and pose
different challenges [9]. Map enrichment is a parcel-based time-consuming process due
to the large number of parcels and the large amount of information in urban areas and
needs visual parcel-to-parcel checking and a high level of expertise in the different steps
of enrichment, including matching, change detection and base map enrichment. Hence,
detecting changes in a map with more up-to-date maps from other sources automatically
by machine learning algorithms can reduce the time and cost of map enrichment. Machine
learning methods such as random forest are good methods with computational advantages
for large-scale urban cadastral maps and spatial data analyses [4]. Supervised machine
learning methods are some of the change detection techniques that require training data
for classification [10].

Map enrichment has been performed using different methods and data and for dif-
ferent usages. In some research, historical and analogue cadastral maps have been used
to determine ownership boundaries and in the renewal of cadastral maps [6,9,11]. Data
and map integration are other methods for map enrichment. Integration of different web
maps [12] and enriching a base map with a more up-to-date map, aerial images, orthopho-
tos and remote sensing (RS) imagery [7,13–17] are some of the spatial data fusion and
integration methods which have been previously investigated.

Artificial intelligence methods, including machine learning and deep learning, have
recently been used very much for map enrichment; updating; object, boundary and change
detection; and spatial data fusion [14,15,18–20]. In [18], a combination of data-level fu-
sion and feature-level fusion was employed for natural object detection by multi-source
geospatial data and deep learning. Deep learning methods have been implemented to
align and update cadaster maps with satellite images [19], detect visible land boundaries
automatically with aerial images and revise existing cadastral maps [20]. In [21], a compari-
son between manual approaches and machine learning algorithms for extracting visible
cadaster boundaries from satellite images in rural and urban areas was made, and the
authors showed that machine learning algorithms have lower costs, require less time and
achieve a higher accuracy than manual approaches.

Most previous research has been focused on aerial or satellite images to enrich base
maps. Most of them have been employed in small areas, or map features have been
enriched case by case, and less attention has been given to enriching base maps with
more recent maps in a vector space in vast, dense and complex urban areas. In addition,
automatic change detection and map modification with an acceptable accuracy have been
less investigated. Hence, the contribution of this research is to propose an intelligent
framework to enrich cadastral parcels in a base map of an urban area with a more up-to-
date map automatically.

The remaining parts of this paper are as follows: Section 2 discusses the methodology
of the research, the proposed methods and their evaluation. Section 3 presents the study
area, the employed data and the implementation of the proposed method. Section 4
constitutes the discussion, and Section 5 concludes the paper and recommends some
directions for future research.

2. Proposed Methodology

This research is aimed at reaching an intelligent framework for enriching land parcels
in urban base maps. Two urban maps were employed in this research: a base map
(a Cadaster Department map, a map at 1:2000 scale in the UTM (Zone 39N) projection
system, produced in 2002) that was to be enriched and a more up-to-date urban map
(a Tehran Municipality map, a map at 1:1000 scale in the UTM (Zone 39N) projection
system, produced in 2014) that was used to enrich the base map. Parcels in each map
were target features in this research, and the focus was only on enriching the geometry
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of the parcels. Due to limitations on data access, other information for each parcel, such
as registration, legal and descriptive information, was not investigated. This framework
has three main steps: matching, parcel change detection and base map enrichment. In this
research, after preprocessing the data, including format and scale homogenization and
topology checking, a matching algorithm was employed to find the corresponding parcels
for each parcel in each of the maps. Then, 38 different geometric, topologic and statistical
parameters were calculated for each parcel in each of the maps to be used in support
vector machine (SVM) and random forest (RF) machine learning algorithms for detecting
changes in the base map intelligently. There are different methods to increase the accuracy
of models, including data addition, dimension reduction, regularization, missing value
and outlier management, feature engineering, feature selection, ensemble learning, and
hyperparameter optimization. Missing value and outlier management, feature engineering,
feature selection, ensemble learning (using random forest algorithms), and hyperparameter
optimization were employed in this research in the models’ training steps. In training the
models, feature selection and hyperparameter optimization were used to increase the accu-
racy of change detection. Finally, the changed parcels that were detected in the previous
step were replaced automatically by new parcels in the more up-to-date map. In this step,
each parcel in the more up-to-date map that corresponds to a changed parcel in the base
map is located on the base map by the unchanged neighbors of the parcel.

2.1. Matching

In spatial datasets, the matching process is the identification of corresponding features
in two or more different datasets in the same spatial coverage, where the corresponding
items represent the same feature in the real world [22]. Matching is one of the main steps
in enriching and integrating heterogeneous spatial data, which is performed to add new
data, maintain similar and unchanged spatial data, remove additional data, and reduce
differences and contradictions between data and information in the datasets [23,24].

Since the data used in this research are parcels, if these parcels are used and the
intersection or sharing of borders between parcels of the first map and the second map is
examined, the neighbors of the parcels are also considered as the corresponding parcels.
This causes errors in detecting corresponding parcels. Hence, to solve this problem, ac-
cording to Figure 1, gravity centers of parcels are calculated and the matching process is
performed by these gravity centers.
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Figure 1. Parcel matching. Green parcels: base map parcels, green points: gravity centers of base
map parcels, purple parcels: second map parcels. (a) Base map parcels. (b) Calculated gravity centers
of parcels. (c) Transfer of center points to second map. (d) Detection of the corresponding parcels.



ISPRS Int. J. Geo-Inf. 2024, 13, 80 4 of 25

The gravity center is the center of mass of a parcel that may fall inside or outside the
parcel. The coordinate of the gravity center point (Cx·Cy) of a non-self-intersecting parcel is
calculated by Equations (1) and (2) [25].

Cx =
1

6A∑n−1
i=0 (xi + xi+1)(xiyi+1 − xi+1yi) (1)

Cy =
1

6A∑n−1
i=0 (yi + yi+1)(xiyi+1 − xi+1yi) (2)

where (xi, yi) is the coordinate of the i vertex of the polygon, (xn, yn) and (x0, y0) are the
same, and A is the signed area of the polygon that is calculated by the Shoelace formula
(Gauss’s area formula) by Equation (3) [25].

A =
1
2∑n−1

i=0 (xiyi+1 − xi+1yi) (3)

In this research, to identify the corresponding parcels in the base map and the second
map, the gravity centers of the parcels in the base map were calculated. Then, parcels from
the second map where these centers were located were considered as corresponding parcels
for each parcel in the base map. In order to consider all the changes for the parcels in the
base map compared to the more up-to-date map, this matching must be performed in both
maps, which means that this matching should be implemented in parcels in the second
maps too. Figure 2 illustrates the matching method in this research.
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It is necessary to implement the matching algorithm in both maps to reach all these
relations. Based on these relations, some changes in the base map can be detected. To
better train and evaluate the change detection model, training and test data should be
selected from all categories that exist in the matching process. Table 1 and Figure 3 show
the different relations in the matching process.

Table 1. Matching relations.

No. Relation Number of Relations
in Figure 3 Description

1 1:0 2 The parcel is deleted in the second map
2 0:1 4 A parcel is created in the second map
3 1:n 8→ 10,11 The parcel is split in the second map
4 n:1 5,6,7→ 9 The parcel is merged in the second map

5 1:1 1→ 3 There is a corresponding parcel in the
second map
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Because of the effect of the number of vertices of a polygon in determining the center
of gravity of that polygon, the validation of matching is performed for parcels with different
numbers of vertices. Figure 4 shows the effect of the number of vertices on determining the
center of gravity and their effect on incorrect matching.
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map parcels, red numbers: the second map parcels that corresponds to parcel number one from the
base map.
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In Figure 4, parcel number one corresponds to parcels number two, three, four and
five, and it is the union of parcels in the second map, and its center of gravity is point
number one, which is not located inside any parcels of the second map. If the matching is
not performed from the second map to the first, this feature will not be correctly matched,
or, if the parcel is not separated, the parcel will not be matched correctly.

2.2. Classification and Parcel Change Detection Modeling

The purpose of this step is to find parcels that have changed in the base map. For this
purpose, after finding the corresponding parcels and by checking the geometric, topologic
and statistical parameters, the changed parcels are identified by classification with support
vectors machine (SVM) and random forest (RF) methods. To increase accuracy and reduce
computational complexity, feature selection was used and hyperparameters were optimized
by metaheuristic algorithms.

The geometric, topologic and statistical parameters are important parameters for
features in maps. Hence, 38 different geometric, topologic and statistical parameters were
considered for comparing parcels in the two maps [26,27]. To check the correlation between
the parameters and features and prevent noise in the models, a correlation matrix was
calculated between the calculated parameters (features) and then the parameters were
selected for modeling. By checking the correlation of features, 19 dependent features
were removed from the list of features of the parcels, and a total of 19 features with low
dependencies were considered for each parcel to be used in the modeling. Table 2 shows a
list of all the geometric, topologic and statistical parameters considered and the ones that
were selected after checking the correlation of the features.

Table 2. Geometric, topologic and statistical parameters and the ones that were selected after the
correlation checking of the features.

No. Parameters Selected No. Parameters Selected

1 Area Yes 20 MBB APodY1 Yes
2 Area Geodesic No 21 MBB APodX2 No
3 Perimeter No 22 MBB APodY2 No
4 Perimeter Geodesic No 23 MBB Orientation Yes
5 Centroid X Yes 24 MBB Perimeter No
6 Centroid Y Yes 25 MBB Area Yes

7 Start X No 26 Number of Polygon
Neighbors No

8 Start Y No 27 Minimum Length No
9 Mid X Yes 28 Maximum Length No
10 Mid Y Yes 29 Average Length Yes
11 Node Count Yes 30 Sum Length No

12 Minimum Extent X No 31 Standard Division
Length No

13 Minimum Extent Y Yes 32 Variance Length Yes
14 Maximum Extent X No 33 Minimum Node No
15 Maximum Extent Y Yes 34 Maximum Node Yes
16 Polygon Main Angle Yes 35 Average Node Yes

17
Minimum Bounding

Box (MBB) Width
(Convex)

Yes 36 Sum Node Yes

18 MBB Length No 37 Standard Division Node No

19 MBB Antipodal
Pairs (APod) X1 Yes 38 Variance Node No

2.2.1. Support Vector Machine

The support vector machine (SVM) is an algorithm that searches for an optimum
hyperplane for linear separation of categories by mapping the training data in a non-linear
way to a higher dimension [28]. This algorithm uses support vectors and edges to find this
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hyperplane. The advantages of this algorithm are its ability to model linear, non-linear
and complex problems, its high accuracy, and its low probability of data overfitting. This
algorithm is suitable for classification and numerical predictions [28–30]. If the data are
located above the separating hyperplane, they are labeled 1; otherwise, they are labeled −1.
The hyperplane equation corresponds to Equation (4) [31].

yi(W · Xi + b) ≥ 1− εi, εi ≥ 0, ∀i (4)

where W is the normal vector that is perpendicular to the hyperplane, b is a deviation
number and ε (an error margin parameter) specifies the extent of violation of the determined
boundary for each data. ε is used to prevent the adverse effect of noise data on decision-
making boundaries and overfitting. Equation (5) is for optimization, and the new data are
classified by a trained SVM and the Lagrange formulation according to Equation (6) [31].

min
1
2
‖w‖2 + C

N

∑
i=1

εi

w,b,ε

(5)

d
(

XT
)
=

l

∑
i=1

yiαiXiXT + b0 (6)

In Equation (5), C is the variable that regularizes the allowable value of the model for
misclassification [31]. In Equation (6), yi is the label of the class for Xi and XT is a new data.
The Lagrangian coefficients αi and b0 are numerical parameters from the optimization in
Equation (5) [31].

2.2.2. Random Forest

There are various methods to improve performance and classification accuracy. The
ensemble learning method is one of these methods, and the desired model consists of
several classifiers. There is a high possibility of error if basic classifiers are used, but
in ensemble methods, if more than half of the categories are wrong, the final output
will contain errors [31]. Boosting and bagging are some methods of ensemble learning
methods [32]. In bagging algorithms, models are trained simultaneously, in parallel and
independently. To create each model, data are randomly selected from the main dataset,
while there will be a possibility of having some data in all or some models. Finally, the
result will be equal to the vote of the majority of the models. One of the bagging algorithms
is the random forest (RF) algorithm [31–33]. In the RF algorithm. the classifiers used in the
ensemble method are of the decision tree algorithms, and, finally, the best class is predicted
based on voting. This algorithm performs better in comparison with boosting algorithms
and has better performance in datasets with errors or outliers [31,34].

2.2.3. Genetic Algorithm

The genetic algorithm (GA) is one of the evolutionary and meta-heuristic computing
methods, which is based on Darwin’s theory of biological evolution [35]. This algorithm
has been used in feature selection for parcel change detection. At first, an initial population
that includes a set of random rules is created. Each rule in this algorithm is coded with
the help of a K-bit chromosome, where K is the number of values in that rule. Then, a
new population of meritorious rules is generated based on the theory of survival of the
fittest. New generations and children are created by genetic operators, such as selection,
intersection and mutation, from the appropriate rules. The process of producing new
populations by the populations of the previous stage continues until the termination
condition is fulfilled. This termination condition can be the fulfillment of the fitness
threshold of each of the rules in the final population, the production of a certain number of
new populations, or the creation of several populations without improving the rejection of
the rules fitness [31,36,37].
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2.2.4. Grey Wolf Optimization

Grey wolf optimization (GWO) is one of the meta-heuristic algorithms based on the
collective intelligence and social behavior of grey wolves during hunting [38]. Due to the
examination of the grey wolf algorithm with some other meta-heuristic algorithms and
the presentation of competitive results, as well as proof of the application of the grey wolf
algorithm for engineering problems with an unknown search space [38], this method was
selected as one of the optimization algorithms in this research. The hunting process in grey
wolves includes searching and identifying prey, surrounding the prey, and attacking the
prey [38]. The wolves in each pack are divided into one of four kinds: Alpha, Beta, Delta
and Omega. Optimization is performed by three wolves: Alpha, Beta and Delta. In the grey
wolf optimization algorithm, Alpha is the best solution, and Beta and Delta are the second
and third best solutions, respectively. Equations (7)–(10) present the grey wolf optimization
algorithm [38].

→
D =

∣∣∣∣→C · →Xp(t)−
→
X(t)

∣∣∣∣ (7)

→
X(t + 1) =

→
Xp(t)−

→
A ·
→
D (8)

→
A = 2

→
a ·→r1 −

→
a (9)

→
C = 2

→
r2 (10)

where t is the iteration number, A and C are the coefficient vectors, XP is the prey location
vector, X is the grey wolf location vector, and r1 and r2 are random vectors in the range from
zero to one and decrease linearly from two to zero during iterations. The new positions of
each wolf in the grey wolf algorithm are calculated based on the best positions, which are
the positions of the Alpha, Beta and Delta wolves. Equations (11)–(13) present the update
of these locations [38].

→
Dα =

∣∣∣∣→C1 ·
→
Xα −

→
X
∣∣∣∣, →Dβ =

∣∣∣∣→C2 ·
→
Xβ −

→
X
∣∣∣∣, →Dδ =

∣∣∣∣→C3 ·
→
Xδ −

→
X
∣∣∣∣ (11)

→
X1 =

→
Xα −

→
A1 · (

→
Dα),

→
X2 =

→
Xβ −

→
A2 · (

→
Dβ),

→
X3 =

→
Xδ −

→
A3 · (

→
Dδ) (12)

→
X(t + 1) =

→
X1 +

→
X2 +

→
X3

3
(13)

2.2.5. Harris Hawks Optimization

The Harris hawks optimization (HHO) algorithm is a population-based algorithm
that is inspired by the chase behavior of Harris hawks in surprising their prey [39]. This
algorithm has been used in this research due to the comparison of the Harris hawks
optimization algorithm with other nature-inspired optimization algorithms in several
engineering problems and the promising and sometimes competitive results of the Harris
hawks optimization algorithm with respect to other meta-heuristic algorithms [39]. The
Harris hawks algorithm has three main stages of exploration: transition from exploration
to exploitation and exploitation (extraction). In the exploration phase, the location vectors
of the hawks are calculated by Equations (14) and (15) [39].

X(t + 1) =
{

Xrand(t)− r1|Xrand(t)− 2r2X(t)| q ≥ 0.5
(Xrabbit(t)− Xm(t))− r3(LB + r4(UB− LB)) q < 0.5

(14)
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Xm(t) =
1
N

N

∑
i=1

Xi(t) (15)

where q ≥ 0.5 is for situations when the hawks are randomly located in trees and waiting
for the prey and q < 0.5 is for cases when the hawks’ locations are based on other hawk’s
locations. In addition, X(t + 1) is the location vector in the ith iteration, Xrabbit(t) is the
position of the prey, X(t) is the current location vector of the hawks, Xrand is the location
of a random hawk in the current population, Xm is the average location of the current
population of hawks, and r1.r2.r3.r4 as well as q are random numbers between zero and
one, which are changed and updated in each iteration. LB and UB represent the upper and
lower bounds for the variables. N is the total number of hawks, and Xi(t) is the location of
each hawk in the i iteration.

To transfer from the exploration stage to the exploitation (extraction) stage, it is
necessary to calculate the energy of the prey. This energy is calculated by Equation (16) [39].

E = 2E0(1−
t
T
) (16)

where E is the energy of the prey to escape, T is the maximum number of repetitions and
E0 is the initial energy of the prey. E0 has a value between negative one and positive one
which changes in each iteration. This energy decreases from one to negative one during
the changes.

At the exploitation stage, Harris hawks have four methods of attacking prey based on
their prey escape behavior and their pursuit method. These methods are soft besiege, hard
besiege, soft besiege with progressive rapid dives, and hard besiege with progressive rapid
dives [39]. The Equations (17) and (18) are related to soft besiege [39].

X(t + 1) = ∆X(t)− E|JXrabbit(t)− X(t)| (17)

∆X(t) = Xrabbit(t)− X(t) (18)

The values of ∆X(t) are the difference between the prey location and the current location in
repetition t, J = 2(1− r5), and r5 is a random number between zero and one. The value of
J represents the power of the prey’s random jump in all jumps. which changes randomly in
each iteration.

The location of each hawk is updated by Equation (19) in hard besiege [39].

X(t + 1) = Xrabbit(t)− E|∆X(t)| (19)

In the soft besiege with progressive rapid dives method, first, the hawks’ location and
next movements are determined by Equation (20) and a soft besiege. Then, ac-cording to
Equations (21) and (22), the hawks will dive towards the prey, and, finally, their locations
in soft besiege are updated by Equation (23) [39].

Y = Xrabbit(t)− E|JXrabbit(t)− X(t)| (20)

Z = Y + S× LF(D) (21)

LF(x) = 0.01× u× σ

|v|
1
β

, σ =

 Γ(1 + β)× sin(πβ
2 )

Γ( 1+β
2 )× β× 2(

β−1
2 )

 1
β

(22)

X(t + 1) =
{

Y i f F(Y) < F(X(t))
Z i f F(Z) < F(X(t))

(23)
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where D is the dimension of the problem, S is a random vector with size 1*D and LF is the
flight function calculated by Equation (22). U and v are random values between zero and
one, and beta has a constant value of 1.5.

In hard besiege with progressive rapid dives, the locations of hawks in hard besiege
are updated by Equation (23), with the difference that the Y and Z values are calculated by
Equations (24) and (25) [39].

Y = Xrabbit(t)− E|JXrabbit(t)− Xm(t)| (24)

Z = Y + S× LF(D) (25)

2.2.6. Validation

To validate the modeling and to calculate the accuracy of parcel change detection, the
root mean square error (RMSE), overall accuracy (accuracy), precision, recall and F1-score
were used in this research. According to Equation (26), the RMSE was used to calculate
loss functions [40]. The confusion matrix is shown in Table 3 [41].

RMSE =

√
1
n

n

∑
i=1

(ŷi − y)2 (26)

Table 3. Confusion matrix.

Detected Positive Detected Negative

Actual Positive True positive (TP) False negative (FN)
Actual Negative False positive (FP) True negative (TN)

According to the confusion matrix, accuracy, precision, recall and F1-score are calculated
by Equations (27)–(30) [42].

Precision =
TP

TP + FP
(27)

Recall =
TP

TP + FN
(28)

Accuracy =
TP + TN

TP + TN + FP + FN
(29)

F1-score = 2
Precision× Recall
Precision + Recall

(30)

Table 4 shows the confusion matrix for the parcel change detection modeling. This
matrix indicates the identification of changes in parcels correctly or incorrectly [42].

Table 4. Confusion matrix for parcel change detection modeling.

Parcels Actual Change Actual Unchanged

Change Detection Positive True positive (TP) False positive (FP)
Change Detection Negative False negative (FN) True negative (TN)

2.2.7. The Proposed Methodology

The proposed model contains SVM and RF classification integrated with the GA for
feature selection and the GWO or HHO algorithms for hyperparameter optimization in
each iteration of training the models to improve their accuracy.
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2.3. Base Map Enrichment

After detecting the changed parcels in the base map, the process of automatic en-
richment of the base map (the Cadaster Department map) was performed with the more
up-to-date map (the Tehran Municipality map), as shown in Figure 5. First, the detected
changed parcels were removed from the base map. In the second step, for each removed
parcel in the base map, the nearest neighboring parcels with the corresponding parcel in
the more up-to-date map were identified, and then, in the third step, the transformation
parameters between the neighbors of that parcel were calculated from the most up-to-date
map to the base map. Then, in the fourth step, the vertices of the desired parcel in the
updated map were transferred to the base map by the calculated transformation parameters.
Finally, in the fifth step, the base map was checked against topologic errors to evaluate
the enrichment.
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The affine transformation was used in this research to transform between the maps and
enrich the base map due to the two-dimensional maps and features [43]. Equations (31) and (32)
show the affine transformation. The coordinates of the vertices of the parcels were used in
the equations to find the parameters or the transferred coordinates.

x′ = ax− by + c (31)

y′ = bx + ay + d (32)

where x and y are the initial coordinates, y′ and x′ are the transferred coordinates. and c
and d are the transfer factors. a and b are calculated by Equations (33) and (34) [43].

a = s cos α (33)
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b = −s sin α (34)

where s is the scale factor and alpha is the rotation angle, which are calculated from
Equations (35) and (36) [43].

s =
√

a2 + b2 (35)

α = tan−1(− b
a
) (36)

3. Implementation
3.1. Study Area

The study area is the third zone of Tehran Municipality District Six. The capital of
Iran, Tehran, consists of 22 districts, 125 zones and 355 neighborhoods. District Six is one of
the oldest districts of Tehran Municipality, which is geographically located in the center of
Tehran. This district has an area of 2138 square kilometers (3.3% of the total area of Tehran),
a population of 250,000, six zones and 14 neighborhoods [44]. The third zone of Tehran
Municipality District Six is located in the middle east of this area. This zone is one of the
oldest, most highly populated zones in Tehran. Hence, this zone was selected as the study
area, which is illustrated in Figure 6.
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3.2. Data

The data employed include a parcel map of the Cadastral Department and a parcel
map of Tehran Municipality.

3.2.1. Iranian Cadaster Deaprtment Dataset

The Iranian Cadaster Department is under the auspices of the Iran Deeds and Property
Registration Organization, which prepares documents for property registration records.
One of the maps in the Cadaster Department is the base map produced in 2002 by the
National Cartography Centre of Iran (NCC) through photogrammetry, which has been
enriched and updated with new maps and other organizations’ maps. The map is at 1:2000
scale and is in accordance with the UTM (Zone 39N) projection system. The map does not
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include any registered parcels, and there is another database for the registered parcels in
the Cadaster Department. Hence, enriching the base map and relocating parcels from the
other map did not change any registered parcel.

3.2.2. Tehran Municipality Dataset

Tehran Municipality is the main organization that manages the city of Tehran and
designs new plans for urban development. Hence, it needs to have the latest updated
urban maps for effective urban management. In addition, any construction and geometric
or land use changes in buildings in Tehran need the municipality’s approval. The Tehran
Municipality map was produced in 2014 by the photogrammetric method and has been
enriched and updated since then. The map is at 1:1000 scale and is in accordance with the
UTM (Zone 39N) projection system.

3.3. Preprocessing of the Employed Data

The mapping data of different organizations can be heterogeneous and incompatible
due to differences in methods and standards of map preparation, maintenance, updating,
data preparation time, format, scale and applications [45]. Metadata play a very important
role in data management and data quality-control processes [46].

To integrate and compare the datasets, the two maps were converted to the same
format (Shapefile (Esri Format)) and the parcel topology was checked. Then, both of
the datasets were converted to 1:2000 scale. Hence, the Tehran Municipality map was
generalized from 1:1000 to 1:2000 scale by polygon simplification and the Douglas–Peucker
algorithm with 0.1 m tolerance. This method preserved the polygons’ shapes and removed
vertices with more than 0.1 m perpendicular distance to the new line added after the
vertices’ removal [47–49]. Finally, parcel geometry was checked and modified.

Figure 7 illustrates parcels in the Cadaster Department map and the Tehran Munici-
pality map in the third zone of District Six after the preprocesses. The differences in the
parcels and block numbers make it clear that some changes in the Cadaster Department
map are essential for its enrichment.
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3.4. Matching

In order to evaluate the matching, test data had to be selected from all the different
matching modes. Hence, after identifying the types of parcels in the first map based on the
number of vertices, five percent of each type were considered as test data to validate the
matching process. A total of 230 parcels were selected for the matching validation, which
was about five percent of each state randomly considered in the study area. Figure 8 shows
the selected parcels for the matching validation in the Cadaster Department (base) map.
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After the matching process, the elements of the confusion matrix were calculated by
test data, as shown in Table 5. According to the confusion matrix, the accuracy and F1-score
of matching were equal to 0.952 and 0.975, which indicates that a high matching accuracy
was achieved.

Table 5. Matching validation.

False Negative False Positive True Negative True Positive

219 0 10 1

Precision 0.956
Recall 0.995

F1-Score 0.975
Accuracy 0.952

In Table 5, confusion matrix elements have been defined as [41]:

• True Positives (TPs): correctly matched parcels;
• True Negatives (TNs): incorrectly matched parcels (the parcels were deleted in the

second map while they were detected correctly by the algorithm);
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• False Positives (FPs): incorrectly matched parcels;
• False Negatives (FNs): parcels that were not matched incorrectly (the parcels were not

deleted in the second map but were not detected incorrectly by the algorithm).

3.5. Classification and Parcel Change Detection Modeling

Table 6 presents the parameters for tuning the models.

Table 6. Tuning parameters.

No. Parameter Value

1 Maximum Number of Iterations 400
2 Number of Population 400

3 Maximum Number of GA, GWO or
HHO Executions per Iteration 1

4 Number of Folds in Cross Validation 5

5 Number of Iterations to Terminate the
Models after Unnoticeable Changes 10

6 Value of Unnoticeable Changes to
Terminate the Models 1 × 10−4

7 GA Intersection Percentage 80
8 GA Mutation Percentage 30
9 GA Elite Percentage Five of the best

10 GA Selection Method Roulette wheel
11 GA Intersection and Mutation Method Two-point Crossover

The Cadaster Department map, which was used as the base map, has 4444 parcels,
and the Tehran Municipality map, which was used as a more up-to-date and richer map,
has 4468 parcels. In order to train and test the models, 25% of the data, which is equal to
1110 parcels of the Cadaster Department map, were divided into two categories of training
and test data. A total of 70% of these data (777 parcels) were considered as training data and
30% (333 parcels) were considered as test data. After the matching, according to Table 1 and
Figures 1 and 3, some changes can be identified, including addition, deletion, integration
(merging) and separation (splitting) of the parcels. For better training and testing of the
models, parcels were selected from the integrated (merged), separated (split) and other
parcels as training and test parcels. Table 7 shows the frequency of the different situations
and the method used to select the training and test data.

Table 7. Frequencies of different matching situations and the methods used to select the number of
training and test parcels from the different situations.

Total No. of Training
Data

No. of Test
Data

No. of Training
and Test Data

Integrated (Merged) 323 100 33 133
Separated (Split) 85 25 10 35

Other Parcels 4036 652 290 942
Total 4444 777 333 1110

The training and test data were spatially distributed in the study area shown in
Figure 9.
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To evaluate the models, in each model, the test data and outputs were used to calculate
the true positives, true negatives, false positives and false negatives. Finally, precision, re-
call, accuracy and F1-scores were calculated for each method. Table 8 shows the comparison
of the models in terms of accuracy and F1-scores for the training and test data. In Table 8,
SVM-GA and RF-GA are the models with feature selection, SVM-GA-GWO and RF-GA-
GWO are the models with feature selection and grey wolf optimization, and SVM-GA-HHO
and RF-GA-HHO are the models with feature selection and Harris hawks optimization.

Table 8. Change detection modeling validation.

Model TP FN FP TN

A
cc

ur
ac

y

Pr
ec

is
io

n

R
ec

al
l

F1
-S

co
re

SVM 746 38 237 89 0.7223 0.7589 0.9515 0.8444
SVM-GA 746 20 249 77 0.7577 0.7542 0.9745 0.8503

SVM-GA-GWO 758 26 232 94 0.7676 0.7657 0.9667 0.8546
SVM-GA-HHO 747 37 206 120 0.7811 0.7838 0.9528 0.8601

RF 722 62 129 197 0.8279 0.8484 0.9209 0.8832
RF-GA 738 46 128 198 0.8432 0.8522 0.9413 0.8945

RF-GA-GWO 744 40 122 204 0.8541 0.8591 0.9490 0.9018
RF-GA-HHO 726 58 84 242 0.8721 0.8963 0.9260 0.9109

According to Table 8, the recalls of all the models are very high and close to one,
which indicates the high ability of the models to identify the changes in the parcels of
the Cadaster Department base map. The RF model has a higher accuracy and F1-score
than the SVM model in both the GWO and HHO optimization modes, which indicates
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the greater ability of the RF model to detect changes and distinguish between changed
parcels and unchanged ones compared to the SVM model. The SVM and RF models have
the lowest accuracy among the models, which shows the effect of feature selection and
hyperparameter optimization on improving accuracy of the models. Also, optimization by
the Harris hawks optimization algorithm increased the F1-scores of the models compared
to optimization by the grey wolf algorithm.

A list of features selected in each model is shown in Table 9. These features were
selected by the feature selection algorithm (GA) in each model. The “N” indicates that
the feature was not selected, and the “Y” indicates that the feature was selected in the
desired model.

Table 9. The parameters (features) selected in the models by feature selection.

No. Parameter

SV
M

SV
M

-G
A

SV
M

-G
A

-G
W

O

SV
M

-G
A

-H
H

O

R
F

R
F-

G
A

R
F-

G
A

-G
W

O

R
F-

G
A

-H
H

O

1 Area Y N N N Y N Y Y
2 Centroid X Y Y N Y Y Y Y N
3 Centroid Y Y N N N Y N N N
4 Middle X Y N Y N Y Y Y N
5 Middle Y Y Y Y Y Y N N N
6 Node Count Y Y Y Y Y Y Y Y
7 Minimum Extent Y Y Y Y Y Y Y Y Y
8 Maximum Extent Y Y N N N Y Y Y Y
9 Polygon Main Angle Y N N N Y N N N

10 MBB Width Y N Y N Y Y Y Y
11 MBB APodX1 Y Y Y Y Y N Y N
12 MBB APodY1 Y N N N Y N N N
13 MBB Orientation Y N N N Y Y Y Y
14 MBB Area Y N Y N Y N N N
15 Average Length Y N N Y Y N N Y
16 Variance Length Y Y Y N Y N Y N
17 Maximum Node Y N N N Y Y Y Y
18 Average Node Y N Y N Y N Y Y
19 Sum Node Y Y Y Y Y Y N N

According to Table 9, the features of the number of vertices (node count) of the parcels
and the minimum extent Y of the parcels were selected in all the models, which indicates the
importance of these features in detecting the changes in parcels with the research models.
In addition, the features of centroid Y of the parcels, the polygon main angle of the parcels
and MBB APodY1 were not selected in any of the models in the feature selection process,
which indicates the lack of influence of these items in detecting changes in the parcels in
the models. The selected features indicate the greater importance of geometric features
compared to topologic and statistical features in detecting the parcel changes.

According to Table 8, the RF models with feature selection and GWO or HHO have
better accuracy and F1-scores than the SVM ones. Based on the statistics of the confusion
matrix in Table 8, the RF-GA-GWO model detected the changed parcels better than the
RF-GA-HHO model. Hence, the RF-GA-GWO model was determined as the proposed
model and implemented on the whole parcels of the base map. After training the model,
other parcels that were not selected as training and test data were checked by the deter-
mined parameters and features, and the changes in the parcels were intelligently identified.
Figure 10 illustrates the changed parcels detected by RF-GA-GWO. In this model, more
than half of the parcels were detected as changed parcels, which indicates the existence of a
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number of changes in the base map and the need for its enrichment. The parcels detected
via this method were used in the next section to enrich the base map.
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3.6. Base Map Enrichment

After the intelligent detection of the parcels in the Cadaster Deparment map that were
changed according to the Tehran Municipality map and using data mining and machine
learning methods, the enrichment of the base map was performed automatically. First,
the detected changed parcels in the Cadaster Department map were removed. Then,
by the neighbors of the parcels in the Tehran Municipality map and the transformation
parameters, the corresponding parcels in the Tehran Municipality map were located in
the Cadaster Department map. The transformation and placement of the parcels from the
Tehran Municipality map to the Cadaster Department map were checked by the root mean
square error (RMSE). After placing all the changed parcels, to evaluate the data enrichment,
the topology of the parcels was checked. In cases of topologic errors, such as the overlaying
of several parcels, the incorrectly located parcels were identified and corrected. Figure 11
presents an example of the identification of the changes in the Cadaster Department map
and the location of the parcels from the Tehran Municipality map.
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According to Figure 11, in the displayed area, two changes were detected in the parcels
of the Cadaster Department map. The detected changes included the merging of two parcels
with each other and changes in the parcel geometry. The RMSEs of the merged parcels and
the geometrically modified parcels were equal to 0.00051 and 0.000113 m, respectively.

Figure 12 illustrates the intelligent detection of the separated parcels in the base map,
as well as the automatic enrichment of the base map based on the transfer and placement
of parcels from the Tehran Municipality map to the base map. The RMSE of the separated
(split) parcel was equal to 0.000035 m.
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Figure 13 shows the topologic error (gap) caused by the removal of the changed parcel
in the urban cadaster base map and its automatic enrichment. In these cases, the topologic
error was resolved by correcting the parcel manually.
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4. Discussion

The matching algorithm has an accuracy of 0.952 and an F1-score of 0.975. This
method was able to identify the corresponding parcels with high accuracy. On the other
hand, the use of the two-way matching caused more parcels to be correctly matched, and
different states, including added and split parcels, were identified correctly and with high
accuracy. Also, matching by the proposed method and identifying integrated (merged)
and separated (split) parcels played an important role in training and validation in the
modeling. Classifying the data by matching outputs caused a good selection for the training
and test data, which had a suitable and random distribution among the different states of
the parcels.

Using the feature selection and optimization of hyperparameters of the models im-
proved the detection of changed parcels in the data and its accuracy. Feature selection led
to selection of the best and most suitable features in each model. Based on the high and
almost similar recalls of all the models, their ability to detect changes is very high. The
RF models performed better than the SVM models due to the simultaneous and parallel
implementation of several basic models with each other and finally using the majority vote
to determine the result. The RF-GA-GWO and RF-GA-HHO models, with accuracies of
0.8541 and 0.8721, have the highest accuracies and ability to distinguish between changed
and unchanged parcels. These models, with F1-scores equal to 0.9018 and 0.9109, have
the highest F1-scores and ability to detect changes and the accuracy of detecting changes
among the models employed in this research. The selected features in the models showed
a greater influence of geometric features in detecting the changed parcels than topologic
and statistical features. According to the confusion matrix in Table 4, feature selection
and hyperparameter optimization effectively increased the rate of true predictions (true
positives and true negatives) and also decreased false predictions (false negatives and
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false positives) in the proposed models. The RF-GA-GWO model had higher rates of true
positives and false negatives, which increased the correct detection of the changed parcels.
In contrast, the RF-GA-HHO model had higher rates of false positives and true negatives,
which increased trust in the detected changed parcels. Hence, grey wolf optimization
improved the ability of the RF algorithm to detect the changed parcels in the base map,
while HHO improved the ability of the RF algorithm to detect the unchanged parcels in
the base map. In general, in an area with a huge number of changed parcels, as in the base
map compared to the more up-to-date map of the research study area, the RF-GA-GWO
has a better performance than the RF-GA-HHO model in detecting these changes. Hence,
the RF-GA-GWO model was selected as the proposed method in this research.

The automatic enrichment of the urban cadaster base map made it unnecessary to have
experts check all the parcels and accelerated the enrichment of the maps. In addition, the
parcels that were detected as false positives and considered as changed parcels by mistake
were relocated by the proposed method. The strength of the models lay in detecting
the changes in the parcels. In contrast, in detecting the unchanged parcels, they did not
have the same performance as in detecting the changed parcels. Therefore, our proposed
methodology more accurately covers false-positive cases in models and plays a significant
role in the intelligent and automatic enrichment of maps. Automatic enrichment modified
the shifting, rotation and scaling of the parcels in the Tehran Municipality map compared
to those of the Cadaster Department map by affine transformation to replace the changed
parcels in the base map. The existing topologic errors in the enrichment step were mostly
due to the difference in the number of vertices (node counts) of the unchanged neighbors
for each of the changed parcels in the two maps of Tehran Municipality and the Cadaster
Department, which caused the overlapping of parcels or gaps between them. If the maps
were correctly GIS readied and there were no extra vertices in the parcels, there would be
fewer topologic errors in the automatic enrichment process.

Figure 14 illustrates the intelligent and automatic framework developed in this re-
search. First, available maps and data from different organizations are collected. Then,
after preprocessing, the differences, inconsistencies and errors in the maps are resolved.
By calculating the center of gravity of each parcel in the maps and transferring them to
other maps, the corresponding parcels are identified in the other maps. If there are new
information and features for the parcels, or if there is a specific geometric shape complexity
for the parcels in the investigated area, the models are retrained by the training data. Finally,
the selected features and modeling parameters are extracted for the other data. If the study
area is similar to the previously studied area in which the model was trained, the selected
parameters and features are used in the proposed model. After modeling all the parcels and
detecting the changes in the whole area, the parcels from other maps that correspond to the
changed parcels in the base map are placed in the base map by the affine transformation
algorithm after calculating the affine parameters from unchanged neighbor parcels for each
changed parcel, then the topologic errors are removed so that the base map is intelligently
and automatically enriched.

In this research, unlike previous studies [6,9,11], changes in a base map were identified
by machine learning algorithms in an intelligent and automatic method, which increases the
speed and accuracy of the urban map enrichment process. Moreover, relocating changed
parcels automatically and updating them with the help of a more up-to-date map reduces
human errors and the time required to enrich urban maps. In previous studies [6,9,11],
enrichment has often been performed manually, visually and case by case, which is very
time-consuming compared to the proposed model. The presented framework plays a very
important role in reducing the cost and time spent by organizations in preparing urban
maps or enriching urban cadastral maps by the quick and accurate use of available maps
from other organizations. This framework solves some of the needs of organizations and
lets them make more accurate and informed decisions.



ISPRS Int. J. Geo-Inf. 2024, 13, 80 22 of 25

ISPRS Int. J. Geo-Inf. 2024, 13, x FOR PEER REVIEW 23 of 27 
 

 

after preprocessing, the differences, inconsistencies and errors in the maps are resolved. 
By calculating the center of gravity of each parcel in the maps and transferring them to 
other maps, the corresponding parcels are identified in the other maps. If there are new 
information and features for the parcels, or if there is a specific geometric shape 
complexity for the parcels in the investigated area, the models are retrained by the training 
data. Finally, the selected features and modeling parameters are extracted for the other 
data. If the study area is similar to the previously studied area in which the model was 
trained, the selected parameters and features are used in the proposed model. After 
modeling all the parcels and detecting the changes in the whole area, the parcels from 
other maps that correspond to the changed parcels in the base map are placed in the base 
map by the affine transformation algorithm after calculating the affine parameters from 
unchanged neighbor parcels for each changed parcel, then the topologic errors are 
removed so that the base map is intelligently and automatically enriched. 

 
Figure 14. The proposed framework for urban base map enrichment. 

In this research, unlike previous studies [6,9,11], changes in a base map were 
identified by machine learning algorithms in an intelligent and automatic method, which 
increases the speed and accuracy of the urban map enrichment process. Moreover, 
relocating changed parcels automatically and updating them with the help of a more up-
to-date map reduces human errors and the time required to enrich urban maps. In 
previous studies [6,9,11], enrichment has often been performed manually, visually and 
case by case, which is very time-consuming compared to the proposed model. The 
presented framework plays a very important role in reducing the cost and time spent by 
organizations in preparing urban maps or enriching urban cadastral maps by the quick 
and accurate use of available maps from other organizations. This framework solves some 
of the needs of organizations and lets them make more accurate and informed decisions. 

Since the juridical map and registered parcels are fixed properties and obtained from 
the special administrative procedures, these parcels cannot be changed and replaced by 
other parcels without legal processing. In this research, the base map from the Cadaster 
Department was produced by the NCC and had no registered parcel. This base map is 
usually used beside another dataset for registered parcels to handle new requests for 

Figure 14. The proposed framework for urban base map enrichment.

Since the juridical map and registered parcels are fixed properties and obtained from
the special administrative procedures, these parcels cannot be changed and replaced by
other parcels without legal processing. In this research, the base map from the Cadaster
Department was produced by the NCC and had no registered parcel. This base map
is usually used beside another dataset for registered parcels to handle new requests for
property registration. Hence, enriching this base map reduces the Cadastral Department
process for registration. On the other hand, other organizations, such as utilities and
infrastructure organizations, can effectively use the proposed framework to enrich their
maps for better decision making and urban management.

5. Conclusions

The preparation of accurate cadastral maps in urban areas is a time-consuming and
costly process for urban managent organizations. In addition, the enrichment and upgrad-
ing of maps by other organizations’ maps needs huge manpower, time and funding. Hence,
intelligent and automatic enrichment of an existing map by the maps of other organizations
and more up-to-date maps plays a vital role in informed urban management, enabling
timely decisions with reduced costs. Since parcels are an important part of urban maps, an
intelligent and automatic framework is essential to enrich two-dimensional maps of parcels
in urban areas with urban maps of other organizations in the metropolises and cities of a
country. This research focused on enrichment of the parcels in the Cadaster Department
map from a geometric point of view and by the most up-to-date maps available in Tehran
Municipality. After the data preprocessing, matching was performed by each parcel gravity
center point and checking the position of the points in the other map. The matching process
was implemented in both of the maps to find all types of matching and relations. To
validate the process, five percent of the base map parcels were selected randomly based on
the number of vertices of parcels. The accuracy and F1-scores were 0.952 and 0.975 for the
matching algorithm. Based on different matching relations and different changes in the
base map, 25 percent of the whole data (1110 parcels from 4444 parcels) were considered as
training and test data. The training data included 70 percent of these data, and 30 percent
of the data were considered as the test data. A total of 38 different geometric, topologic
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and statistical parameters were calculated for each parcel in both of the maps. After cor-
relation matrix calculation, 19 parameters were selected for the modeling. Classification
of the changed and unchanged parcels was implemented by SVM and RF algorithms. To
improve the performance and accuracy of the models, feature selection by the GA and
hyperparameter optimization by the GWO and HHO algorithms was performed in each
model, which improved the accuracy of the models by about five percent and the F1-scores
by about two percent. The proposed models were RF-GA-GWO and RF-GA-HHO. The
RF-GA-GWO improved the model for detecting the changed parcels in the base map, and
the RF-GA-HHO improved the model for detecting unchanged parcels in the base map.
After training and validating the models, all data of the base map were classified into
changed and unchanged parcels by the proposed models. The RF-GA-GWO model was
selected for the base map enrichment phase, with more than 50 percent changed parcels in
the modeling phase. In the base map enrichment step, the changed parcels were deleted
from the base map and replaced with the corresponding parcels from the more up-to-date
map automatically by neighbors of the changed parcels in both of the maps and affine
transformation. Each parcel was evaluated by the RMSE of affine transformation and
topology checking undertaken after the base map enrichment. Finally, an intelligent and
automatic framework was proposed for map enrichment with a more up-to-date map by
the machine learning algorithms.

Data access limitation was one of the main issues of this research. More information
about parcels, such as owner’s names and land use. in each map may help to match the
parcels better and cover other parts of map enrichment, such as semantics. Parcels with
holes or parcels with their gravity centers located outside of their corresponding parcels
in the other map may have caused errors in the matching process. There were none of
these types of parcels in the study area; however, these parcels can be detected by point-in-
polygon analysis, and the matching process can be corrected before the modeling. Since
the accuracy and selected features in both of the models were close, the ensemble methods
for integrating the models’ outputs were not very useful. Other models that cover other
parts of feature space can be integrated with these models by ensemble algorithms, such as
voting and stacking, to cover uncertainty [32].

In future research, we are going to consider other types of data in the maps to enrich
the base map. In addition to the geometric point of view, other data like descriptive
information can be considered. Another suggestion for future research is to use more
complex transformations, such as projective transformation, to evaluate the accuracy of the
enrichment phase. The outputs of the models can be integrated with each other by different
algorithms, such as stacking and voting [32].
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