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Abstract: The COVID-19 pandemic has had a profound impact on people’s lives, making accurate
prediction of epidemic trends a central focus in COVID-19 research. This study innovatively utilizes
a spatiotemporal heterogeneity analysis (GTNNWR) model to predict COVID-19 deaths, simulate
pandemic prevention scenarios, and quantitatively assess their preventive effects. The results show
that the GTNNWR model exhibits superior predictive capacity to the conventional infectious disease
dynamics model (SEIR model), which is approximately 9% higher, and reflects the spatial and
temporal heterogeneity well. In scenario simulations, this study established five scenarios for
epidemic prevention measures, and the results indicate that masks are the most influential single
preventive measure, reducing deaths by 5.38%, followed by vaccination at 3.59%, and social distancing
mandates at 2.69%. However, implementing single stringent preventive measures does not guarantee
effectiveness across all states and months, such as California in January 2025, Florida in August 2024,
and March—-April 2024 in the continental U.S. On the other hand, the combined implementation of
preventive measures proves 5 to-10-fold more effective than any single stringent measure, reducing
deaths by 27.2%. The deaths under combined implementation measures never exceed that of standard
preventive measures in any month. The research found that the combined implementation of
measures in mask wearing, vaccination, and social distancing during winter can reduce the deaths by
approximately 45%, which is approximately 1.5-3-fold higher than in the other seasons. This study
provides valuable insights for COVID-19 epidemic prevention and control in America.

Keywords: quantitative; GTNNWR; epidemic prevention measures; predictions; scenario simulations

1. Introduction

The coronavirus disease (COVID-19), caused by severe acute respiratory syndrome
coronavirus 2 (SARS-CoV-2), was first detected in December 2019 and rapidly spread,
posing a threat to global public health in a concise time [1-3]. As of 1 August 2023, there
have been over 690,000 deaths worldwide, according to the Centers for Disease Control
and Prevention [4]. The United States had the world’s most significant number of deaths
since April 2020. To effectively reduce the rate of spread of COVID-19, the U.S. government
encourages people to wear masks and get vaccinated or to take necessary isolation control
measures when appropriate, but the effectiveness of these measures varies significantly
from state to state [5-13]. With the adjustment of epidemic prevention policies in the United
States, timely and effective prediction of the scale of the COVID-19 epidemic will help
the government allocate medical resources in advance and quickly recover the economy;,
protect people’s health, reduce economic losses, and maintain social stability [14-17].
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It is crucial to anticipate the trajectory of COVID-19 fatalities across different states
in the US and offer valuable recommendations to curb the spread of the disease from a
political perspective. Since the beginning of the pandemic, researchers around the world
have been developing and implementing COVID-19 prediction models to understand
the severity of the outbreak, describe the factors related to virus infection, recovery, and
death, and design effective policies and measures to manage this unprecedented public
health crisis [18-22]. Researchers have devised several prediction models, which are mainly
geographical models and traditional epidemiological models.

Geography has an essential contribution to COVID-19 epidemic research [23], which
is reflected in four aspects—the spread of the pandemic, social management, public behav-
ior, and impacts of the pandemic. Some geographical models have been widely used in
the prediction of COVID-19, such as the GWR model [24-26], the GTWR model [27-29],
and the MGWR model [24]. In addition, geographic models have long been used to
predict infectious diseases, such as the GWR model in Schistosoma haematobium [30],
human leptospirosis [31], Dengue Fever [32], leptospirosis [33], GTWR in Porcine Repro-
ductive and Respiratory Syndrome [34], MGWR in tropical parasitic diseases [35]. Another
emerging geographical neural network weighted regression model (GNNWR model), geo-
graphically and temporally neural network weighted regression model is famous for their
high-precision regression analysis and skilled handling of large data volumes, which have
been used in the spatially non-stationary red tide [36], estimating the CO, emissions [37],
land surface temperature downscaling [38], exploring fine-scale distributions of surface
dissolved silicate in coastal seas [39], and predicted the ground NO; concentration [40].
The essence of the spread of the COVID-19 pandemic is the complex interplay of temporal
and spatial variations, marked by significant spatiotemporal heterogeneity. GNNWR and
GTNNWR, in this regard, effectively address the issue of spatiotemporal heterogeneity,
offering substantial potential for further exploration in this area.

Traditional epidemiological models, such as the SI, SIR, and SEIR models and their
variants, have been extensively studied to predict the spread of COVID-19 and evaluate
the impact of policy interventions [41-45], these models were highly accurate in predicting
the number of COVID-19 cases and deaths within one month. However, these models
rely on a large number of assumed input parameters, including probabilities of transitions
between susceptible (S), exposed (E), infected (I), and recovered (R) states. Due to the
strong sensitivity of the SEIR model to input parameters, the accuracy of predictions was
significantly reduced if there was a slight error in parameters. Some alternative models
have been proposed to remedy the problem, including various hybrid models that integrate
neural networks and SEIR modeling [46,47] and simulation systems (such as agent-based
models) [48-50]. Some studies have also used econometric models (such as linear regression
and structural equation modeling) to identify factors influencing COVID-19 spread and
related mitigation measures [51,52].

Scenario simulations, also known as scenario planning, involve generating future
scenarios through assumptions, predictions, and simulations to describe various possible
outcomes and predict the impacts that may occur under certain circumstances [53]. In
light of the development and successful containment experiences in some regions since the
global outbreak of the COVID-19 pandemic, the key to reducing the spread of the virus
and minimizing the deaths lies in identifying the transmission pathways [54], breaking
the chains of transmission, understanding the mechanisms of diffusion, and analyzing the
effectiveness of various control measures [55]. The focus of scenario simulations studied
is to use the effects of criteria such as travel restrictions [56], city lockdowns [57], and
vaccination [55] to compute the development of the epidemic. Currently, the models
used for scenario simulation in COVID-19 primarily rely on infectious disease dynamic
models [1].

In summary, accurate prediction and scenario simulation of the COVID-19 pandemic
are currently key areas of research. This is essential for precisely calculating the trend of
the epidemic and assessing the impact of policy-based preventive measures. However,
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existing studies have several limitations. Traditional infectious disease dynamic models
categorize the population into a limited number of groups, making it challenging to
encompass the entire population. The complex interactions between different groups are
difficult to simulate effectively with a few partial differential equations. Moreover, preset
parameters may change over time, but they are often not updated in real-time during actual
experiments, leading to high short-term prediction accuracy but low accuracy in long-term
predictions. Geographic models, particularly those based on GWR, GTWR, and MGWR,
are widely used in the prediction of COVID-19 and other infectious diseases. However,
these studies suffer from shortcomings such as inadequate selection of driving factors, low
computational efficiency for large datasets, and insufficient fitting and prediction accuracy.
Therefore, there is a necessity to develop new geographic modeling approaches to enhance
the accuracy of prediction and simulation.

This study had two main contributions: (1) High-precision prediction of death num-
bers by considering spatial-temporal characteristics and the driving factors of the COVID-19
epidemic: Our results showed that the GTNNWR model had approximately 9% higher pre-
diction than the SEIR model, and the prediction curve was closer to the actual.
(2) Quantitative the effects of epidemic prevention measures: Designed five scenarios
based on the intensity of three epidemic prevention measures, as input to the GTNNWR
model to calculate the number of deaths, then quantitative analyzed the effectiveness of
each epidemic prevention measure. The results showed that masks were the most single
stringent preventive measure, reducing deaths by 5.38%, followed by vaccination (3.59%)
and social distancing (2.69%). However, implementing a single stringent preventive mea-
sure is not guaranteed to be effective in all states and months—for example, January 2025
in California, August 2024 in Florida, and March-April 2024 in the continental United
States. On the other hand, combining preventive measures were shown to be 5 to 10 fold
as effective as any single strict measure, reducing the number of deaths by 27.2%, and no
combination of measures resulted in more deaths than standard precautions in any month.
The effect of Scenario 5 is particularly significant in winter, the research found that the
combination of mask wearing, vaccination, and social distancing mandate in winter could
reduce the number of deaths by approximately 45%, which is approximately 1.5-3-fold
higher than in other seasons.

2. Materials and Methods
2.1. Research Region and Data

This study chose the continental United States as a study area, and selected the monthly
COVID-19 data from April 2020 to June 2023 from 49 states. The dependent variable was
the death number. Four categories of independent variables were the epidemic prevention
factors, the natural environmental factors, the socioeconomic factors, and seroprevalence.
All variables and their descriptions are shown in Table 1.

This study focuses on epidemic prevention factors, the outdoor mask usage rate,
social distancing index, total vaccination coverage rate is commonly used internationally
to analyze the impact of policies on the COVID-19 pandemic. Social distance refers to
the spatial distances between individuals, groups, and individuals due to their degree of
closeness or distance. The control of social distance is measured by the social distancing
index (SDI), which represents the extent to which the public maintains social distance
during movement. The SDI is derived from the COVID-19 dataset of the University of
Maryland, USA, and is an integer ranging from 0 to 100. A value of 100 indicates that
all people stay home without visiting each other, while 0 shows that the public does not
maintain social distance.
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Table 1. The variables and their descriptions in research.
Variables Representations of Variables Units Abbreviations
Depe.ndent Number of deaths - -
variable

Evidemi . The outdoor mask usage rate % Masks-p

P! EII;IC prevention Social distancing index - SDI
actors Total vaccination coverage rate % Vaccinate-p
Temperature °C Temp

Natural environmental Wind speed m/s WS
factors Surface pressure Y% SP
Precipitation millimeter Prec

The poverty rate Y% Poverty-p

The proportion of elderly population % Elder-p

The unemployment rate Y% Unemp-p

Socioeconomic factors The median household income dollar m-Income

The percentage of population with a college degree % College-p

The percentage of population that did not o .
complete high school e High-p
Seroprevalence The percentage of population that had been % Sero-p

infected by COVID-19

Wearing masks has always been advocated to reduce the transmission of COVID-19.
According to existing research, consistently wearing masks can help curb the spread of
COVID-19 [6,11,50,58]. However, the extent and effectiveness of this containment have yet
to be quantified. This study conducted a targeted quantitative exploration of the correlation
between the outdoor mask usage rate and COVID-19 deaths. The mask data were collected
from the Institute for Health Metrics and Evaluation (IHME), an authoritative international
organization for COVID-19 statistics and perdition.

The COVID-19 vaccine is the effective method to mitigate the COVID-19 pandemic [59].
According to statistics from the IHME, the United States began mass vaccination in mid-
December 2020, and as of the end of June 2023, close to 75% of the population has been
fully vaccinated. However, the vaccine’s efficacy needs to be reassessed due to the impact
of COVID-19 virus mutations. The CDC’s data on vaccination are broken down into three
parts: At Least One Dose, Completed Primary Series, and Updated (Bivalent) Booster
Dose. The Total vaccination coverage rate in this research has two meanings, the period
from December 2020 through December 2022 was the Completed Primary Series and the
Updated (Bivalent) Booster Dose after 2023.

2.2. Research Methods
2.2.1. Correlation Analysis and the Multicollinearity Test

Correlation analysis aims to evaluate the relationship between independent vari-
ables and dependent variables, which is an essential step before modeling regression
relationships. It indicates no correlation between the two variables if the connection is too
small. This process is typically measured using the Pearson correlation coefficient, defined

as follows:
cov(X,Y) E[(X—px)(Y — py)]

pr— = 1
Pxy ox0y 0x0y M

where E[(X — py) (Y — py)] is the covariance of independent variables X and the dependent
variable Y, o, oy are the standard deviation of X and Y. Additionally, the multicollinear-
ity of independent variables will seriously affect the experimental results of regression
models [60], the variance inflation factor (VIF) was used to measure the severity of multi-
collinearity in the regression models. The VIF value represents the quotient of the variance
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in a model with multiple terms by the variance of a model with one term alone and is

expressed as follows:
1
VIF = —— 2
- 2)
where R; is the multi-correlation coefficient of independent variable X; with others inde-
pendent variables X;(i # j).

2.2.2. The GTNNWR Model

Du et al. proposed the geographically neural network weighted regression (GNNWR)
model [36], which combines ordinary least squares and neural networks to estimate
spatially non-stationary relationships, which solved the problem of the geographically
weighted regression (GWR) model that cannot make precise expressions of its weighting
kernels and insufficient to assess complex geographical processes. Wu et al. further ex-
tended time dimension based on the GNNWR with a spatiotemporal proximity neural
network (STPNN) to accurately generate spatiotemporal distance and accordingly pro-
posed a geographically and temporally neural network weighted regression (GTNNWR)
model [61]. The GTNNWR model is capable to effectively estimating spatiotemporally
non-stationary relationships and is defined as follows:

yi = wo(si, ti) X Bo+ Y 4, we(si ti) X Prxix+& i=1,2,---,n (©)

B is calculated by the ordinary linear regression (OLR) and substituted into the above
equation. We can obtain this formula:

Sl/ Zk OIBk Sisti) Xk = Zk Owk(su ) X IBk(OLR) 4)

Because B (s;, t;) = wi(s;, t;) x Br(OLR), the above formula is expressed in matrix
form as follows:

9(sirti) = ] Blsisti) = xI W(s, 1) (XTX) X7y ©)

where the W(s;, t;) is the spatiotemporal weight matrix, expressed as:

wo(si, fl) 0 0 0
0 w1(s;, t; 0 0
W(sj, t;) = 0 1(01 i) 0 (6)
0 0 0 wp(sit;)

The W(s;, t;) is calculated by a spatiotemporal weighted neural network (STWNN)
as follows:

77

T
W(si t) _STWNN<[d§1T,d§2T,.. s | ) 7)

T . . . -
where [d5T,d5T, ..., d3T] " are the spatiotemporal distances from sample i to training sam-

ples. To capture the non-linear effects in space-time, STPNN is used to generate spatiotem-
poral proximity pS T based on dS and dT as follows:

piT = STPNN (dSJ, df ) 8)

If the length of piSjT is 1, the pf]"T can be regarded as spatiotemporal distance dij, then
the W(s;, t;) can express as:

T
W(s;, t )STWNN<[dﬂ,d12,...,d§nT} )

mn’in

:STWNN({STPNN(dﬂ,dl) ., STPNN (5 dT)}T) 9)
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2.2.3. The SEIR Model

The traditional epidemiological model, i.e., the SEIR model, is a standard prediction
model of infectious diseases. Previous studies have shown that SEIR has a high prediction
accuracy for COVID-19. In this study, the SEIR is used as a comparison model. This model
divided the population into susceptible (S), exposed (E), infected (I), and recovered (R).
The IHME COVID-19 Forecasting Team has improved the model and has achieved high
accuracy across all states in the continental United States. Precisely, the population of each
state is tracked through the following system of differential equations:

ds _ ; S(Il + 12)“

5= BT o
P —p RS =
% =0E—-mh 12)

% =mnh—-mb (13)

%{ =m2h (14)

where & represents a mixing coefficient to account for imperfect mixing within each states,
o is the rate of infected individuals become infectious, y; is the rate of infectious people
transition out of the pre-symptomatic phase, and -, is the rate of individuals recover. This
model does not distinguish between symptomatic and asymptomatic infections but has
two infectious compartments (I; and I) to allow for interventions that would avoid focus
on those who could not be symptomatic. I; is the pre-symptomatic compartment. The state
parameters have been resolved using the method and code outlined in the paper [1].

2.2.4. Scenario Simulation Methods

This study has developed five possible scenarios of changes in epidemic preven-
tion factors to investigate the impact of different epidemic prevention policies and their
combined implementation on COVID-19 deaths. The GTNNWR model calculates the nu-
merical values of death numbers for each scenario, guiding scientific epidemic prevention.
Expressly, these five scenarios represent five different inputs of independent variables,
quantitatively reflecting the degree of epidemic prevention policies. They are categorized
based on the strictness of the prevention measures into the following: (1) a scenario with
ordinary epidemic prevention measures, (2) a scenario with strict epidemic prevention
measures, and (3) a scenario with the strictest epidemic prevention measures.

Scenario 1: The standard preventive measures. Starting from July 2023, each state’s
outdoor mask usage rate and social distancing index will be maintained at the same level
as the previous year. The Updated (Bivalent) Booster Dose will increase monthly according
to each state’s monthly average growth rate in 2022. Scenario 1 represents the experimental
conditions for prediction using the SEIR and GTNNWR models and provides a realistic
reflection of the current preventive measures.

Scenario 2: The strict preventive measures targeting outdoor mask-wearing. Starting
from July 2023, the outdoor mask usage rate in each state will increase by 10% per month
from the current level until reaching the maximum level of 95% (based on the highest
observed mask-wearing rate during the global COVID-19 pandemic, which is considered
effective in reducing transmission [62]). The social distancing index will be maintained at
the same level as the previous year, and the Updated (Bivalent) Booster Dose will increase
monthly according to each state’s monthly average growth rate in 2022.

Scenario 3: The strict preventive measures targeting social distancing mandate. Start-
ing from July 2023, the social distancing index in each state will increase by 5 per month
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from the current level until reaching the maximum level of 100, which indicates a complete
absence of outdoor activities. The outdoor mask usage rate will be maintained at the same
level as the previous year, and the Updated (Bivalent) Booster Dose will increase monthly
according to each state’s monthly average growth rate in 2022.

Scenario 4: The strict preventive measures targeting the Updated (Bivalent) Booster
Dose. Starting from July 2023, each state’s Updated (Bivalent) Booster Dose will increase
by 2% per month from the current level until it reaches the maximum rate of 99%. The
outdoor mask usage rate and social distancing index will be maintained at the same level
as the previous year.

Scenario 5: The strict preventive measures targeting combined implementation. From
July 2023, the use of outdoor masks in each state will increase by 10% per month on the
existing basis until the maximum requirement of 95%. The state social distancing index
increased by five monthly units from the current level to the maximum level of 100. Each
state’s Updated (Bivalent) Booster Dose will increase by 2% per month from the current
level until reaching the maximum rate of 99%.

2.3. Experiment Implementation
2.3.1. Experiment Design

We divided the study period into three phases, the training period is from April 2020 to
December 2022, the validation period is from January 2023 to June 2023, and the prediction
period is from July 2023 to February 2025. In the first step, we verify the estimation accuracy
of the GTNNWR and SEIR models to find a better model for simulating the COVID-19
epidemic under Scenario 1. We first used the dataset in the training period to train the
GTNNWR model and then used it to estimate the number of deaths in each month of the
validation period. The estimated value and the actual value of the validation period were
used to calculate the fitting accuracy, then the fitting effect of the two models each month,
and the total validation period to acquire the better model. This process was repeated ten
times to eliminate accidental errors.

On the other hand, this study tries to evaluate the influence of epidemic prevention
measures on the changing of epidemics in the future. We input the simulated independent
variables of the other four scenarios defined in Section 2.2.4 into the trained GTNNWR
model and calculated deaths in the prediction period. It should be explained that since
we focus on analyzing the influence of epidemic prevention measures in the future, the
other independent variables (natural environmental factors and socioeconomic factors) are
assumed to be the same as the previous year, which is considered to be suitable because
these variables indeed vary little over years. The implementation procedure is shown in
Figure 1.

Model

The tenth

iteration

All Data ’
Initialization and
Dada .. . . ey
preprocessing Training Data Validation Data ‘ Predition Data ‘
From January 2023
From April 2020 to December 2022 to June 2023 From July 2023 to February 2025
The first Input into .
iteration The Deaths Datal ‘ ’ The Deaths Data2 prediction data Snenariol
The
The second The parameter : X
Model iteration The Deaths Datal ‘ ’ The Deaths Data2 of best iteration Scenario2 predicted
Estimation deaths
~~~~~~ of each

scenario

Scenario5

The Deaths Datal ‘ ’ The Deaths Data2

Figure 1. The implementation procedure of scenario simulation.

2.3.2. Performance Evaluation

The following indices are used to evaluate model performance: the determination
coefficient (R?), the root mean square error (RMSE), the mean absolute error (MAE), the
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mean absolute percentage error (MAPE), and AICc. The formula for each indicator is as
follows [63—-65]:

n (s — 0:)2

S N ®

Ruse = /Do —97 6

Mg = Ealti =3 -

MAPE = %Zle yz;l]/z x100% (18)

AICc = nlog,(62) + nlog,(277) + n(ni;irgf()s)) (19)

where ¥ represents the average of the observed values and 62 is the mean square error of
the model.

2.3.3. Research Framework
This study included the following four aspects, as shown in Figure 2:

(1) Selection of Driving Factors: After reviewing the relevant literature, this study se-
lected four categories of driving factors as independent variables. Through Pearson
correlation testing and multicollinearity testing, variables suitable for subsequent
experiments were chosen.

(2) Comparison of Prediction: This study designed comparative experiments with the
commonly used SEIR model in COVID-19 prediction. It calculated the prediction
accuracy of the GTNNWR model and the SEIR model relative to the actual values from
January 2023 to June 2023. Comparative analyses were conducted for the 12 states
heavily affected by the pandemic and the continental United States.

(3) Scenario Simulation Design: Based on three health and epidemic prevention factors
(mask wearing, vaccination, social distancing mandate), this study designed five
scenarios. These scenarios were used as inputs for the GTNNWR model, and the
death toll under different scenarios in each state was calculated.

(4) Scenario Simulation Analysis: This step involved comparing the effectiveness of
different scenario prevention measures, comparing the effectiveness of prevention
measures in different seasons under the same scenario, and analyzing changes in
the number of deaths in worst-hit areas and the continental United States under
different scenarios.

Quantitative Study on American COVID-19 Epidemic Predictions and Scenario Simulations

Selection of Driving Factors Comparison of Prediction Scenario Simulation Design Scenario Simulation Analysis

Epidemic The effect of

Epidemic prevention factors Standard measures ‘

| | GTNNWR Comparison of ‘ prevention epidemic
| Socioeconomic factors ‘ model the worst-hit l Mask-wearing | | Vaccine | capacity in prevention in
each scenario each season
> i >
| Natural environmental factors | SEIR . . ‘ Social distancing mandate ‘
Comparison of The result of The result of
| Seroprevalence factor ‘ model the US ‘ Combined implementation ‘ worst-hit us
Pearson correlation and VIF test | 01.2023-06.2023 | ‘ 07.2023-02.2025 ‘ | Prevention suggestions

Figure 2. The research flowchart.
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3. Results and Discussion
3.1. Data Description and Analysis

Variable selection and data normalization are the keys to the GTNNWR model. This
study identified four major driving factors based on the spatiotemporal evolution of deaths
in the United States. The key variables were obtained by collinearity test and correlation
test, and results are shown in Tables 2 and 3. All factors are significantly correlated
with the dependent variables. Specifically, SDI, SP, Prec, Poverty-p, Elderly-p, Unemp-
p, and High-p were positively related to the number of deaths, Masks-p, Vaccinate-p,
Temp, WS, m-Income, College-p, Sero-p were negatively related to the number of deaths.
Multicollinearity among all factors was tested using VIF values, all VIF values were less
than 10, suggesting these 14 factors did not lead to multicollinearity. Therefore, we selected
all factors as independent variables in subsequent studies.

Table 2. Pearson correlation coefficient between each factor and the deaths of COVID-19.

Dependi:‘:epende“‘ Masks-p spI Vaccinate-p Temp ws sp Prec Poverty-p  Elderp  Unemp-p  m-Income  College-p  High-p Sero-p
04.2020-06.2023 —0.268 ** 0.316 ** —0.378 ** —0.209 ** —0.264 * 0.242** 0.201 ** 0.313 ** 0.358 * 0.326 ** —0.247 ** —0.177 ** 0.254 ** —0.439 **
** Stands for significance at the 1% level. * Stands for significance at the 5% level.
Table 3. The VIF value of multicollinearity testing of potential risks.
Depen d:“:epmdem Masks-p SDI Vaccinate-p Temp ] SP Prec Poverty-p Elder-p Unemp-p  m-Income College-p High-p Sero-p
04.2020-06.2023 8.654 4.223 6.321 9.336 6.235 5.681 2.398 2314 8.227 5.312 2.693 8.361 1.684 5.255
3.2. Comparison and Analysis of the Accuracy during the Validation Period
According to the experimental design, SEIR model experiments were conducted in
49 states, and all data from the continental United States were incorporated into the
GTNNWR model for experimentation. Through multiple rounds of ten-fold crossover
experiments, we selected the experimental results that showed the highest fitting accuracy,
the highest generalization accuracy, and the lowest error terms. This study focused on
twelve states with the highest number of deaths between the beginning of the epidemic and
June 2023, including California, Texas, Florida, New York, Illinois, Pennsylvania, Arizona,
Ohio, Georgia, Michigan, New Jersey, and Tennessee. The SEIR and GTNNWR models
were used to predict the number of deaths for each month, and the actual data for each state
were combined to calculate the relative error. The prediction results of the GTNNWR and
SEIR models for the worst-hit states and continental US each month during the validation
period are shown in Table 4.
Table 4. The predictive accuracy of the two models during the validation period for COVID-19
worst-hit states and the continental United States.
Models ~ Months ~ CA TX FL NY IL PA AZ OH GA MI NJ TN us
012023  921%  958%  911%  951%  90.7%  911%  88.6%  87.6%  86.8%  87.7%  874%  866%  91.0%
022023  85.6%  84.6%  828%  818%  76.6%  839%  922%  757%  8L0%  750%  895%  812%  915%
crwg 208 BL9%  B20%  870%  760%  895%  760%  847%  BL1%  784%  791%  $96% 853%  §72%
042023 727%  788%  835%  810%  782%  865%  839%  744%  69.0%  833%  798%  75.6%  87.4%
052023  59.6%  69.5%  832%  729%  69.6%  80.0%  77.3%  815%  77.9%  723%  757% 722%  747%
062023  68.6%  738%  744%  79.0%  792%  784%  848%  67.7%  667%  687%  80.0% 77.6%  82.6%
012023  80.30%  83.80%  63.00%  7430%  7820%  88.40%  79.70%  7830%  7290%  76.60%  8240% 78.10%  75.80%
022023  3210%  6270%  6270%  71.20%  49.20%  58.10%  79.10%  40.10% = 59.30%  49.30%  8290% 76.00%  76.10%
SHIR 032023  47.90%  65.10%  81.30%  7540%  7190%  62.80%  77.10%  75.00%  4420%  53.70%  7100% 7450%  80.60%
042023  5210%  5200%  68.70%  6410%  5690%  79.60%  76.60%  60.40%  3L.00%  72.40%  37.10% 7120%  83.00%
052023  2650%  58.70%  59.60%  53.50%  41.30%  65.90%  5210%  33.80%  3260%  50.70%  44.30% 56.70%  67.70%
062023  31.00%  59.80%  5340%  63.00%  5850%  4120%  62.10%  5830%  2350%  50.60%  20.00% 65.50%  78.70%
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The GTNNWR model outperforms the SEIR model in predicting deaths. Specifically,
the average prediction accuracy of the GTNNWR model for the continental United States
is 85.7%, while the SEIR model lags behind at 76.9%. In most of the worst-hit states, the
GTNNWR model demonstrates higher prediction accuracy than the SEIR model. Addi-
tionally, the GTNNWR model exhibits a significant advantage in long-term predictions. In
the last month of the validation period, the prediction accuracy of the SEIR model notably
declined, primarily falling within the range of 20 to 60%. In contrast, the GTNNWR model
maintains a higher prediction accuracy, ranging from 65 to 85%. The GTNNWR model
provides a more accurate prediction of future outbreaks, enabling us to implement better
control measures in advance and ensure adequate preparation of medical resources.

Figure 3 displays the variation curves of the deaths during the validation period under
the GTNNWR and SEIR models. The GTNNWR model exhibits a higher degree of accuracy
in capturing the fluctuations, reflecting the ups and downs of the curve more comprehen-
sively. In contrast, the predictions from the SEIR model show a gradual decrease over
time, which does not reflect an upward trend. This indicates that the SEIR model did not
adequately learn the sudden changes features, resulting in less accurate predictions. The
GTNNWR model provides more insightful predictions regarding sudden attacks or mitiga-
tion patterns of the epidemic and adds significant reference value, which implies that the
GTNNWR model can be a valuable tool for understanding and responding to unexpected
changes in the outbreak dynamics, aiding in better preparedness and response strategies.

Texas 1500 Florida New York
1000 1000/ 600
500 5001 300
0 0 0
1] 0z 03 04 05 06 01 02 03 04 05 06 o o0 03 05 06
Pennsylvania Arizona Ohio
900
300
600
600 200
300 100 300
0 (0] 02 03 04 05 06 0 o 02 03 04 05 6 0 o1 02 03 4 05 06
Michigan New Jersey Tennessee
600 600 600
400 400 400
200 200 200
0 0 0
(0] 02 03 04 05 06 01 113 03 04 05 6 01 02 03 04 s 06

= true value
® — gtnnwr model
4 geir model

Figure 3. The predicted and actual values of deaths from two models in the worst-hit states and
continental United States (the horizontal axis is the month, from January 2023; the vertical axis is the
number of deaths).
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Other studies indicate that the SEIR model demonstrates high short-term predictive
accuracy, reaching 90% within one month, but its accuracy drops to 55% within six months.
These conclusions are similar to our study. The speculated reason is that the SEIR model
categorizes the population into a few groups, making it challenging to effectively cover
all individuals. Additionally, the interactions between different groups are highly com-
plex, making it difficult to solve through the limited partial differential equations in the
SEIR model. Furthermore, the preset parameters also change over time, and the model
does not promptly update these parameters, resulting in significant errors when using
outdated parameters.

The above results indicate that the results obtained from the spatiotemporal weighted
neural network method, which incorporates multiple driving factors, demonstrate a qual-
itative improvement over the traditional infectious disease dynamics model. The SEIR
model’s limitation lies in dividing the population into a limited number of categories,
which only effectively covers some of the population. The complexity of interactions
among different populations makes it challenging to adequately address all aspects with
the SEIR model’s small number of partial differential equations. However, the GTNNWR
model can extract and account for the intricate non-linear relationships and spatiotemporal
heterogeneity between the number of deaths and the driving factors. Utilizing the powerful
fitting capacity of deep neural networks, the GTNNWR model delves deep into these
complex relationships and spatiotemporal characteristics, uncovering general patterns and
rules, leading to a significant improvement in the COVID-19 prediction.

3.3. Prediction and Analysis of COVID-19 during the Predicted Period

Prediction and analysis of the COVID-19 pandemic is the focus of this study. The
results show that if more stringent epidemic prevention measures are not taken during
the predicted period, 78,000 people may die in the continental United States, including
approximately 30,900 in the second half of 2023, approximately 41,000 in 2024, and approxi-
mately 6100 from January to February 2025. The distribution of deaths among states in the
United States varies significantly. Approximately 46% of the deaths during the predicted
period are concentrated in three states, California (19,000 people), Texas (9400 people), and
Florida (7900 people), the changes in the worst-hit areas are shown in Figure 4. However,
the evolving trend of the epidemic has a positive side. The number of deaths caused by
it has gradually decreased year on year, which means that the epidemic is expected to
weaken in the next two years while maintaining existing prevention and control measures.

Seasonal factors are still an important objective reason affecting the number of deaths,
with winter being the peak period, summer being the trough period, and spring and
autumn being in the middle. The average monthly death in the continental United States is
4900 in the winter, only 2800 in the summer, 3800 in the spring, and 4500 in the fall.

3.4. The COVID-19 Scenario Simulation and Analysis

The purpose of scenario simulation is to measure the impact of different preventive
measures and the joint implementation of preventive measures on COVID-19. Figure 5
plots the changing trend of the number of deaths caused by various scenarios during the
predicted period. The values of each scenario are ranked as follows:

Scenario 1 represents the most severe situation, resulting in 78,000 deaths.

Scenario 3: The second most severe scenario, with 75,900 deaths.

Scenario 4: The third scenario resulted in 75,200 deaths.

Scenario 2: This scenario leads to 73,800 deaths.

Scenario 5: The least severe scenario, with 56,800 deaths.
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Figure 4. Changes in the number of deaths in the worst-hit states and continental United States
during the prediction period (the horizontal axis is the month, from July 2023; the vertical axis is the
number of deaths).

The results indicate the effectiveness of different measures in controlling the epi-
demic: (1) Combined implementation of the three epidemic prevention measures: The
best-performing scenario reduced the deaths by approximately 27.2%, which proves 5 to
10 fold more effective than any single stringent measure. (2) The strict implementation of
masks: Among the individual health measures, mask wearing showed the most significant
effect, reducing the number of deaths by approximately 5.38%. (3) The strict implemen-
tation of vaccines: The effect is less pronounced compared to masks, but it still leads to a
reduction of approximately 3.59% in the number of deaths. (4) The strict implementation
of social distancing mandates: Among the individual health measures, this one has the
least impact, reducing the number of deaths by approximately 2.69%. (5) Maintain the
current intensity of epidemic prevention: This approach has shown to be the least effective
in curbing the number of deaths.

The effectiveness of different policies across states is reflected by the cumulative
number of deaths over the predicted period, from July 2023 to mid-February 2025 under
Scenario 1, the top five states for deaths were California (19,061), Texas (9405), Florida (7872),
New York (5730) and Pennsylvania (4349). Because Scenario 1 is a realistic reflection of a
realistic situation and has the greatest relevance, the simulation results for deaths in these
states indicate the need to focus on prevention and to devote more healthcare resources.
The top five in Scenario 2 were California (16,452), Texas (8334), Florida (7017), New York
(4925), and Pennsylvania (3765). The top five in Scenario 3 are California (18,152), Texas
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(8782), Florida (7439), New York (5238), and Pennsylvania (4038). The top five in Scenario 4
are California (16,798), Texas (8496), Florida (7131), New York (5093), and Pennsylvania
(3860). The top five in Scenario 5 were California (13,254), Texas (6403), Florida (5977), New
York (4228), and Pennsylvania (3030).
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Figure 5. Scenario simulation of the deaths in the worst-hit states and continental United States
during the perdition period (the horizontal axis is the month; the vertical axis is the number
of deaths).

However, in certain months in some states, adopting the strict preventive measures
may not guarantee lower deaths than the standard prevention measures, such as in Cali-
fornia in January 2025, Florida in August 2024, and March-April 2024 in the continental
U.S. Scenario 5, where the strict preventive measures targeting three preventive measures,
ensures deaths are lower than that of standard prevention measures. This indicates the
“herd immunity” concept often advocated in the United States may not stand up to scrutiny.
Without special measures, the deaths in some worst-hit states increase to some extent.

Season not only directly affected the number of deaths, but also affected the number
of deaths by affecting the effectiveness of epidemic prevention measures. The mitigation
effect of Scenarios 2 to 5 on the epidemic in winter is significantly higher than that in other
seasons. Based on Scenario 1, the reduction rate in winter Scenarios 2 to 5 in the continental
United States is 9.1%, 8.3%, 5.5% and 45%, 3.8%, 3.2%, 4.6% and 26% in summet, 6.6%, 4.2%,
4.5% and 30% in autumn, 8.1%, 4.7%, 3.0%, 33% in spring. The research found that the
combined implementation of measures in mask wearing, vaccination, and social distancing
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during winter can reduce the deaths by approximately 45%, which is approximately
1.5-3- fold higher than in the other seasons. In future winters, the effect of health and
epidemic prevention measures will be more significant. Policy makers should focus on
implementing more stringent prevention measures in winter when the epidemic is most
severe, and a higher reduction would mean more infections and deaths could be avoided,
as well as saving medical funds and resources.

Universal mask usage is a relatively inexpensive and low-impact intervention measure
and should be prioritized as a critical option to save lives in the United States. The efficacy of
mask wearing has been evident in various widely adopted countries and regions, such as
Singapore, the United Kingdom, South Korea, Hong Kong, Japan, and Iceland, where COVID-
19 deaths have been significantly reduced or even reduced to zero [5,50,62,66]. However,
mask usage has become a contentious issue in the United States. A survey conducted in
September 2020 revealed that only 49% of US [67] residents reported consistently wearing
masks in public places. In the states with the highest reported usage, such as Virginia,
Florida, and California, mask usage was reported at only 60% [68]. According to the results
of Scenario 2, by early 2024, masks can significantly suppress the cyclical winter peaks.
Achieving and maintaining a 95% mask usage rate in the population may seem challenging,
but if this target is reached, there will be significant breakthroughs in preventing and
controlling COVID-19. On the other hand, if the existing mask usage rate remains within
the range of 30 to 60% for an extended period, any relaxation in government control over
outdoor mask wearing would lead to a sharp decline in mask usage that month. Based on
this, this study speculates that maintaining a 95% outdoor mask-wearing rate would take a
lot of work to sustain.

Currently, the vaccines available on the market for COVID-19 are mainly based on the
inactivated SARS-CoV-2 virus, which, when injected into the human immune system, elicits
the production of corresponding antibodies, thus achieving immunity. This study validates
the effectiveness of vaccination in epidemic prevention and control. However, the debate
over vaccines has been long-standing. Since the pandemic outbreak, the SARS-CoV-2 virus
has undergone several mutations, including Alpha, Beta, Gamma, Delta, and Omicron vari-
ants. The Omicron variant, which emerged at the end of 2021, has a transmission capability
5-fold higher than the Delta variant [69]. Due to these mutations, the existing vaccines
have shown reduced protection against infection and death from these new variants [7,70],
leading to cases of reinfection among vaccinated individuals and recovered COVID-19
patients [7,71], particularly in the context of the Delta and Omicron variants [9]. High
vaccination rates in countries like Israel and the UK have seen a significant resurgence of
COVID-19 cases [9]. Some studies have also indicated the immunity conferred by vaccines
against the Delta variant decreases after receiving the second dose [71]. These findings
suggest that the current vaccine administration might not generate sufficient and adequate
antibodies to entirely prevent virus infection. To tackle these challenges, many countries
are now adopting vaccine booster shots [9], which involve using additional doses of the
vaccine to raise the levels of antibodies in the immune system, thus countering the im-
pact of rapidly mutating strains. In this study, the term “vaccine complete vaccination
rate” includes administering vaccine booster shots, aiming to investigate whether it has
an immunological effect on rapidly mutating strains. The results of Scenario 4 indicated
that accelerating vaccine administration is having a significant impact on epidemic pre-
vention and reduces deaths, even in the presence of virus mutations. Booster shots are
also considered a cost-saving strategy in the US [72], with the cost-benefit ratio being
1.95. For every USD 1 invested in booster shots, USD 2 will be saved in future treatment
costs (hospitalization expenses due to COVID-19 infection). In conclusion, vaccination not
only significantly impacts epidemic prevention but also offers cost advantages and enjoys
relatively high public acceptance. Therefore, it is worth promoting vigorously.

Maintaining social distancing is a crucial preventive measure in public health, pri-
marily aimed at warning individuals to stay away from large gatherings and reducing
close contact during indoor and outdoor interactions. By doing so, it helps to minimize the
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spread of the pandemic. In the context of COVID-19 prevention and control, maintaining
social distancing has played a significant role and has been widely adopted worldwide as
a primary measure for COVID-19 prevention. Some researchers refer to this measure as
“flattening the curve” [73], implying that by adhering to social distancing guidelines, the
exponential increase in infection and death rates can be slowed down or even reversed.
Scenario 3 explicitly explores the hypothesis of maintaining social distancing, and under
the assumption that COVID-19 will gradually subside over the next year and a half, it
further reduces the deaths. This validates the belief that maintaining social distancing can
alleviate the impact of the pandemic. However, it is worth noting that the effectiveness
of Scenario 3 is not as significant as Scenario 2 and Scenario 4 in the overall context of
the United States and most COVID-19 hotspots within the country. Additionally, in some
states and during specific months, the predicted deaths under Scenario 3 are higher than
in Scenario 1. This suggests that solely relying on maintaining social distancing without
implementing other preventive measures or continuing their growth could lead to adverse
consequences in certain states. In conclusion, maintaining social distancing has played
a vital role in mitigating the COVID-19 pandemic and has been recognized as a primary
measure for prevention and control worldwide. However, it is essential to understand
that in some situations, especially when used in isolation, its effectiveness may not be as
substantial as when combined with other preventive measures. Therefore, a comprehen-
sive and integrated approach to pandemic prevention is necessary to achieve the most
effective results.

4. Conclusions

This study focuses on the prediction and scenario simulation of the deaths caused
by the COVID-19 epidemic by taking the time and space information into account and
combining it with a variety of driving factors, discusses the changes in the number of deaths
under different prevention and control measures and their combined implementation,
improve the prediction accuracy and find suitable strategies for the prevention and control
of the epidemic. The research results reveal a 9% improvement in prediction accuracy
using the GTNNWR model compared to the SEIR model. It indicated the effectiveness
of measures such as mask-wearing, vaccination, and maintaining social distance, with
reductions in deaths of 5.38%, 3.59%, 2.69%, and 27.2%, respectively. The combined
implementation of preventive measures not only reduces deaths by more than 20% but also
ensures that the number of deaths does not exceed those standard preventive measures
in any month and state. During winter, the impact of four preventive scenarios is more
significant, leading to larger reductions in deaths (9.1%, 8.3%, 5.5%, and 45%) compared to
other seasons.

The deficiencies and prospects of this study are mainly in the large time scale leads to
loopholes, we used month as the minimum unit in this study. However, if the epidemic
suddenly broke out within one month, this study could not catch it in time, which would
have a serious loophole and an adverse impact on the prevention and control of the
epidemic. Subsequent studies can fill in the daily driving factors through interpolation and
match the independent variables with the dependent variables, to construct a prediction
model of the COVID-19 epidemic daily.
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