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Abstract: Data captured by mobile devices enable us, among other things, learn the places where
users go, identify their home and workplace, the places they usually visit (e.g., supermarket, gym,
etc.), the different paths they take to move from one place to another and even their routines. In
summary, with this information, it is possible to learn a user mobility profile. In this work, we propose
a lightweight approach for building mobility profiles from data collected with mobile devices. The
mobility profiles of a user consist of the places visited, the visit history and the travel paths. Our
approach aims to solve some of the challenges and limitations identified in the literature. Particularly,
it considers geographic information to identify certain kinds of places, such as open spaces, big places
and small places, that are hard to distinguish with existing approaches. We use different sensors and
time frequencies to collect data in order to optimize battery consumption and maximize precision.
Finally, it executes entirely on the mobile devices, avoiding the exposure of sensitive user information
and then preserving user privacy. The proposal was evaluated in the context of the real usage of the
developed prototype applications in two cities of Argentina. The results obtained with our approach
outperformed other approaches in the literature, both in precision and recall.

Keywords: user mobility profile; geographical information; mobile devices

1. Introduction

In the last few years, mobile devices have taken a very important role in our lives.
Almost everyone owns a personal mobile device that they carry with them all the time.
Particularly in Argentina, 91% of the population owned at least one mobile device in
2017 [1].

Over the years, these devices have acquired great processing capacity, allowing a
large amount of data to be processed and stored. In addition, they come equipped with
a wide variety of sensors capable of capturing and recording different types of data in a
non-intrusive way. The availability of these data opened the doors to a world of possibilities
and, in particular, made it possible to study users’ mobility [2]. By analyzing the data
generated by a mobile device, it is possible to learn different aspects of users’ mobility, such
as the places visited, the routes taken to reach them and the activity carried out in those
places. These data allow the construction of user mobility profiles [3,4], which are useful
both at the individual level, for the development of context-sensitive services [5,6] and at
the group level, in the context of smart cities and tourism [7–9].

At an individual level, a user mobility profile enables the development of applications
and services to assist users in their daily routine. User profiles have been widely used
by systems that take into account the particular characteristics of people, including their
habits and interests, to offer assistance and personalized recommendations in different
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domains [5,10,11] and for the development of multiple applications [12,13]. At a group
level, the mobility profiles of all citizens would provide valuable information about the
urban mobility of a city [14,15]. For example, we could learn about the mobility of citizens
in the city or how they use public transportation and public spaces [16].

Different authors have studied the use of data captured by mobile devices for learning
user mobility. However, after a systematic analysis of the literature, we observed that there
are problems that have not yet been addressed or that need to be studied in greater depth.
In the first place, most of the studies propose approaches that do not consider the privacy
problems involved in exposing sensitive user data [17], such as their geographical location
and the information about the places they visit. Second, existent approaches use static
parameters for the detection of stays and places. The use of static parameters implies serious
limitations to the correct identification of places with different dimensions, since parameters
that are well suited to small places (such as a house) often present problems when the user
visits larger places (such as parks, supermarkets or warehouses). Third, there is a lack of
datasets suitable for evaluating the different techniques proposed for detecting visits and
places. This is due to the difficulty of building a detailed dataset, since users consider it a
very time-consuming task to keep a daily record of all their movements. At the same time,
datasets are rarely available to the scientific community due to the previously mentioned
privacy concerns. In this sense, many authors have used geo-localized public content
extracted from social networks, especially check-ins made by users [18–20], data from
location-based services [21], trajectory datasets such as GeoLife (https://www.microsoft.
com/en-us/research/publication/geolife-gps-trajectory-dataset-user-guide/, accessed
on 1 July 2023) and tracking datasets [22]. However, these data are not representative
or useful for our purposes, since it is not possible to know how much time users spent
in each place (stays cannot be detected), in addition to the fact that users usually skip
checking in in everyday places (such as home or work). For example, the Geolife dataset
contains trajectories, i.e., routes defined by a sequence of points, but it does not contain
information about the places visited (the stays that are recognized as places). This dataset
contains trajectories from 182 different users but presents many data gaps (the focus of the
dataset is on the trajectories and not on mobility patterns of individuals). Some authors [23]
suggested that only users with more complete data should be considered. For our purposes,
to identify a user stay (i.e., areas where the user stopped for a certain amount of time), we
require that the end of a trajectory matches the beginning of the next trajectory. Only six
users of the Geolife dataset could have been considered.

In this work, we propose a lightweight approach for the construction of mobility
profiles from the data collected from sensors in the users’ mobile devices. A mobility profile
consists of the places visited by the user and the visits history, i.e., when each visit begins
and ends and the roads the user takes to get from one place to another (the travel path).
The proposed approach seeks to solve some of the problems and limitations identified
in the literature mentioned above. The approach has two main components in charge of
carrying out the most important stages in this scenario: the collection of data from the
different sensors of the device and the processing of the data collected to detect stays,
trips and places visited by the user. Then, this knowledge could be used to learn patterns
in the users´ mobility that allow predicting the next destinations they will visit. All the
components run entirely on users’ mobile devices, thus avoiding exposing any sensitive
data that could compromise their privacy. Special attention when developing our approach
was put into optimizing battery usage. Since the app is running continuously on the user’s
mobile phone (we have to gather the user’s location constantly), it is crucial to limit location
requests as much as possible and also to choose the method for identifying it (GPS or Wi-Fi).

The proposed approach was evaluated using two prototype applications named
Asistan (https://play.google.com/store/apps/details?id=ar.edu.unicen.isistan.asistan (ac-
cessed on 15 December 2023)) and APS (https://play.google.com/store/apps/details?id=
ar.edu.unicen.isistan.ayacucho (accessed on 15 December 2023)) developed for this purpose.
The experiments carried out aimed at evaluating different aspects of the proposal. First, we
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evaluated the ability of the approach to identify and discard wrong or deviated locations.
Then, we evaluated the ability of the approach to detect users’ stays and places visited. The
results obtained are promising since our proposal outperformed other approaches in the
literature.

The main contributions of this approach are:

• An adaptive battery-friendly data collection method that uses different localization
mechanisms (GPS, WiFi, GSM) with different frequencies according to the user’s
current context.

• The use of volunteers geographic information and discovered user’s personal places
to automatically adapt the parameters for the detection of stay points.

• A state machine for stay points detection capable of running in a user’s mobile device
in an online manner and able to withstand situations of uncertainty.

The rest of the article is organized as follows. In Section 2, we discuss some basic
concepts and related works. In Section 3, we present our proposal. Then, in Section 4, we
describe the experiments we carried out to evaluate our approach and the results obtained.
Finally, in Section 5, we discuss our conclusions and present some future research lines.

2. Background and Related Works

Works seeking to take advantage of the data provided by mobile devices to extract
information about the daily mobility of people and their routines, which generally involves
two main stages, are detailed in the following sections. The first stage consists of collecting
the data generated by the different sensors of the mobile devices (Section 2.1), whereas the
second stage is in charge of processing the data collected to identify the different places the
user visited and extract the history of visits and trips made (Section 2.2).

2.1. Data Collection

In the study of urban mobility, perhaps one of the most important types of data to
collect is the location of the user. However, the geographical location of people needs to be
associated with the activity carried out in such a location. Combining this information, it
is possible to learn about the user lifestyle and routines: knowing how many hours a day
they are working or resting at home, knowing if they usually go out to eat at restaurants, if
they play sports, etc.

Mobile devices come equipped with various sensors and radios that allow us to
estimate a user’s current location. Location by GSM (Global System for Mobile commu-
nications) allows locating a device from the cell towers that surround it. Mobile phones
also have a radio for connecting to cell towers to make or receive calls and messages.
Then, knowing the cell towers which are close to the device and their geographical posi-
tions, triangulation mechanisms can be used to locate the device [24]. Wi-Fi location,
called WPS (Wi-Fi Positioning System), locates the device based on the Wi-Fi access
points around it. Currently there are web services (e.g., the Google geolocation API
https://developers.google.com/maps/documentation/geolocation/intro (accessed on 15
December 2023)) that, indicating nearby WiFi access points, estimate our geographical
location from a private repository. However, it is required to have an internet connection.
GPS (Global Positioning System) location consists of locating a device at some point on
the Earth’s surface from a set of satellites around the Earth. This strategy determines
the distance between the device and a group of satellites. Inverse trilateration is used to
estimate the geographical coordinates of the receiver. Currently, almost all mobile devices
on the market have a GPS receiver for this purpose. GPS location can locate objects with pre-
cision between 3 and 50 m when there are no obstacles interfering with the communication
between the mobile device and the satellites [25].

Different strategies have been proposed in the literature to know the user’s location
precisely and reduce the negative impact on battery consumption. Table 1 shows the
values reported in [26] on the accuracy and battery consumption of each mechanism as
a summary. Clearly, there is a trade-off between the precision in localization and the

https://developers.google.com/maps/documentation/geolocation/intro
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energy consumption. To avoid privacy concerns in [27,28], the authors made use of CDRs
to infer users locations and crowd-sourced geospatial information to characterize and
explain the locations. However, the approach needs to have access to the mobile companies
data and the precision of the inferred location has lower quality when compared to GPS.
Furthermore, CDRs might not fully represent human mobility as they are only produced
when individuals engage with the mobile network. Furthermore, the precision of data
gathered from crowdsourcing fluctuates based on the extent of participation and the quality
of information provided by the users. This approach could be a good option to analyze
the mobility of a population as a group, but the individual mobility could have several
challenges, for example, how to determine the road used by the user to commute from
location A to location B.

Table 1. Mechanisms for estimating location.

Source Precision Consumption Comments

GSM 400 m 60 mW It depends on antenna density [29]
Wi-Fi 26 m 90 mW Unstable in outdoors [30]
GPS 10 m 400 mW Unstable indoors [31]

Adaptive strategies have been proposed to deal with this trade-off by establishing the
localization frequency and mechanism according to the situation. In the case of location
frequency, it can be reduced when the user location does not change (e.g., when the
user is not moving). In [32–34], the authors use the accelerometer to detect whether the
user is moving or not for this purpose. Regarding the localization mechanism, works in
the literature usually propose a combination of different mechanisms, considering their
advantages and disadvantages [32,35–37].

In [32], the authors select the mechanism of localization according to the user state.
While the user is traveling, the GPS location is used. Instead, when the user reaches the
destination, Wi-Fi location is employed. This methodology reduced battery consumption by
87% compared to using GPS alone. However, the disadvantage is that precision is lost when
the user stops in one place outdoors or with few nearby WiFi hot-spots. In [36], the authors
seek to reduce the battery consumption using WiFi location whenever possible, but when it
becomes inaccurate or unavailable, it is replaced by GPS location. Conversely, in [38], the
authors always prioritize the use of GPS location, which is only replaced by Wi-Fi when
the GPS location has signal reception problems (indoors). This strategy seeks to always
collect the most accurate data available at the cost of increasing battery consumption.

Modern mobile devices are equipped with different sensors that allow estimating the
physical activity of the user. Different sensors have been used in the literature to infer the
current activity of the user. The most commonly used sensors for this purpose are the
accelerometer and the gyroscope. These sensors measure the acceleration forces and the
speed of rotation of the device, respectively. The combination of both sensors allows us to
detect any movement or change in the device. Several works in the literature used these
sensors to determine the physical activity of the user: standing still, walking, running,
cycling, being in a vehicle [39–41]. Other sensors frequently used to identify user activity
are the magnetometer and the barometer. The magnetometer allows us to determine the
orientation of the device with respect to the Earth’s magnetic field. Some authors found the
use of this sensor useful in complement with the gyroscope and the accelerometer to infer
the user’s activity [42–44]. Other studies used specialized devices and sensors to detect
users’ locations, such as Pico Minifinders [45].

2.2. Data Processing

Data collected for a user u is generally based on a sequence of geographic positions
Mu = [(P0, T0), (P1, T1), . . . , (PN , TN)], where each geographic position Pi has the form of
(latitude, longitude) and Ti indicates the date and time the user was in Pi. The objective of
this stage is to process this data in order to identify the places the user visits (home, work,
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favorite restaurant, etc.); the user’s entrances and exits to each of these places (when each of
the visits begins and ends); and the roads the user takes to travel from one place to another
(the path traveled). To carry out this task, a two-stage process is carried out. In the first
stage, the user’s stay points are detected. A stopover or stay point consists of a geographic
area where the user stopped for a certain amount of time. When this happens, it is assumed
that the user stopped there to visit the place. Then, in the second stage, the detected stay
points are grouped to identify places that the user visited. In this way, from Mu approaches,
generate the set of places L = L0, L1, . . . , Ln where each Li is a location that the user has
visited and a sequence of visits Muv = [(l0, ti0, t f 0), (l1, ti1, t f 1), . . . , (lm, tim, t f m)] where
each visit is a triplet (l, ti, t f ) that indicates the visited place, the start time of the visit and
the end time of the visit.

When a user visits a place, staying in that place is recorded as a sequence of geographic
positions around the visited place. Formally, a stay point is a geographical area where
the user stayed for more than a certain time threshold Tmin within a limited distance
Dmax [4,46]. Thus, a stay point can be represented as a triplet (C, Ti, Tf ) where C is the
centroid of the geographic area in which the user stayed, Ti is the time in which the user
arrived at the place and Tf is the time at which the user left that place. In some approaches,
there are no preset Dmax or Tmin values, while in others the values are established as
considered convenient. For example, for Dmax some authors consider 50 m [47] while
others consider 250 m [46]. However, none of the revised works addresses the possibility
of using dynamic parameters.

Once the stay points have been detected, the different places visited by the user can be
identified. The logic in the detection of places is that if the user frequently visits a place
(e.g., the house), several stay points will be detected in the area surrounding the place. By
grouping the nearby points of stay, it is possible to identify the places visited by the user. It
should be noted that different previous works group the stay points at different levels of
granularity, organizing them into hierarchies where several small places are inside larger
ones. One of the simplest strategies is to group stay points based on the distance among
them (e.g., [23,48]). The main advantages are that it has a low computational complexity
and that it can be executed incrementally as the user visits different places. In [31], the
authors proposed a variant of the K-means algorithm to cluster stay points. Some authors
proposed to use density-based clustering algorithms (such as DBScan or DJCluster) for
the same purpose [49–51]. In [52], the authors proposed to apply graph theory for the
detection of places based on the user’s stay points.

3. Proposed Approach

In this section, we describe the approach proposed for the construction of user mobility
profiles from the data collected on their mobile devices. In Section 3.1, we present an
overview of our proposal. Then, in Section 3.2, we describe the component in charge of
data collection, and in Section 3.3, we describe the component in charge of data processing.

3.1. General Overview

Figure 1 shows a general schema of the proposed approach, which has two components
in charge of carrying out the two traditional stages for the construction of mobility profiles.
The first component is responsible for data collection. The data collected enters the second
component, where it is processed to detect user visits and to identify the different places
visited. Then, the identified places and the detected visit history constitutes the user’s
mobility profile.

The first component, responsible for data collection, collects the geographical location
of the user and also the physical activity she is carrying out. As it collects data, the
component adapts the collection frequency and the sensors or location mechanism used
(GPS or Wi-Fi). The data collected is the input for the second component, which processes
the data in order to detect user visits and to identify the different places visited. The
proposed approach adapts the values of the parameters according to the context of the user.
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For this, the component uses geographic information from external sources, which allows
it to determine when the user is visiting small places or large places (such as a park). Visits
or stays detected are used to identify the places visited by the user.

Figure 1. Overview of the proposed approach.

3.2. Data Collection

The first component of the approach is in charge of collecting data from the user’s
personal mobile device. Obtaining precise data about the geographical location of users
can lead to high battery consumption, depending on the location mechanism used and the
frequency with which the device is located. Thus, the location mechanism to be used and
the frequency with which the device is located varies according to the context and activity
that the user is performing, in order to reduce the impact on the battery.

In this context, an adaptive data collection component is proposed, which is detailed in
Figure 2. This component periodically collects data on the physical activity that the user is
performing and the geographical location from the services offered by the operating system.
The approach generalizes the information in the following way: the collected geographic
locations will be represented as a 6-tuple (time, lat, lng, alt, acc, mec), where time is the
moment in which the location was recorded, lat and lng are the geographic coordinates, alt
is the altitude, acc is the location precision and mec is the location mechanism used (e.g., GPS
or Wi-Fi). On the other hand, physical activity is represented as a 3-tuple (time, act, con f )
where time is the moment in which the activity was recorded, act is the identified activity
(still, walking, running, cycling, in vehicle and unknown) and con f is the confidence about
that activity (that is, how likely it is that the activity recorded matches the activity that the
user is actually performing).

Figure 2. Data collection component.

To address the problem of deviations or errors in the location mechanism, the collection
component has a series of filters and a buffer (labeled in Figure 2 with 1 and 2, respectively)
that analyze the sequence of collected locations in search of anomalies or situations that can
be considered as an error or a deviation. During this analysis, not only the data collected is
considered but also geographic information about the user’s environment. In this work,
OpenStreetMap (https://www.openstreetmap.org/ (accessed on 15 December 2023)) and

https://www.openstreetmap.org/
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ASTER GDEM (https://asterweb.jpl.nasa.gov/gdem.asp (accessed on 15 December 2023))
were used as sources of geographic information, but any other source of information
available could be used. Locations identified as errors or deviations are classified as
unreliable and discarded (labeled in Figure 2 with 3), as they can introduce noise to the rest
of the components.

Trusted locations (that is, those that were not previously discarded) are used together
with the user’s physical activity data to keep the user’s mobility status up to date (labeled
in Figure 2 with 4). In the proposed approach, eight possible states of mobility are defined.
Each of these states identifies a particular situation and provides useful information to
the component to determine which location mechanism to use and its frequency. The
description of the different mobility states and the location strategies used in each of them
are detailed in Section 3.2.1. The approach intelligently adapts the frequency and the
locating mechanism used according to the situation (marked as 5 in Figure 2), allowing us
to improve the precision with which the user’s location is known and to save battery life
when possible.

Finally, the trusted locations collected by this component and the user’s physical
activity data are grouped into what we will call an event (marked 6 in Figure 2). Most
approaches in the literature simply record the day, time and geographic location of the user
at that time. The proposed approach also records the user’s physical activity in the event
since it is useful to detect the user’s stay points during data processing. We currently detect
the user’s physical activity (whether the user is walking, in a car, on a bicycle, or stationary)
with different sensors and we could identify, in the future, the means of transport used.
Identifying the means of transport requires additional information; for example, to detect
if the user is using public transportation, it is necessary to combine information from
the public transport routes in the city, then search for matches with the user’s path and
eventually segment it into sections (for instance, walking for part of the journey, using
public transport for another and then walking again). Figure 2 shows an example event,
indicating the data it encapsulates. The events generated by this first component are the
input to the second component.

3.2.1. Mobility States

The data collection component keeps updated the mobility status of the user. In
this work, eight possible states of mobility were identified and defined, where each one
identifies a different situation or context that is relevant when it comes to determine which
location mechanism to use (GPS or networks) and how often to use it.

Figure 3 shows a diagram of the mobility states defined in this work and the transitions
between them. The states are separated into three large groups: Rural Zone, Moving
and Stopped.

The Rural Zone state indicates that the user is outside any urban area (city, town,
etc.). The system enters this state if it is detected that the user moved away from the urban
area (transition R1). To determine if the user is in an urban area or not, the last reliable
geographic location collected is compared with geographic information on the location of
cities, towns and other urban centers close to the user’s location. While the user is in a
rural area, the collection component reduces data collection to save battery life until the
user re-enters an urban area. Upon re-entering an urban area, the state of mobility changes
from rural area to slow movement (transition L1).

The Stopped and Moving state groups occur when the user is in an urban area. The
states of the “Stopped” group are four: “Still?”, “Still”, “Static?” and “Static”. These states
occur when the user is quiet. If a user who was initially moving stops, it changes to the state
“Still?” (D1 transition). This transition occurs only if the “standing still” physical activity is
detected with a confidence of 90% or more. While the user remains still, the approach takes
advantage of the situation and it saves battery life by reducing the frequency with which
the device is located while the user is still. This reduction in the frequency of localization
occurs gradually according to the user state. The state “Still?” is a transition state and it

https://asterweb.jpl.nasa.gov/gdem.asp
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indicates that the user apparently staying still. If the user stays in this state for a certain
time (5 min by default), it then enters the “Still” state (D2 transition). The “Still” (without
question mark) state indicates that since some time ago no movement has been recorded.
In practice, this usually happens if the user remains seated somewhere or if she leaves the
mobile device resting on some table or desk. After 5 min in the “Still” state, it goes to the
“Static?” state (transition D3). The state “Static?” is a transition state and it indicates that
the user has remained motionless for some considerable interval of time and he/she is
apparently in repose. If the user remains for 10 min in a state of apparent rest, it then enters
the “Static” state (transition D4). The “Static” (without question mark) state indicates that
the device has remained quiet for a long time and it indicates that it is probably going to
stay like this for a longer time. In practice, this usually occurs when the user leaves the
mobile device resting somewhere for a long time, such as on the night table before going to
sleep, at the work desk, etc.

Figure 3. Mobility states diagram.

We use an approach of four states to avoid losing information about the mobility.
We use the transitional states (those with a question mark) to ensure the transition before
adjusting the parameters of data collection.

If at any time there is some physical activity that indicates some type of movement,
one of the states of the “Moving” group is activated. The “Moving” states are three: Slow,
Intermediate, Fast. The Fast state indicates that the user is moving quickly, probably in a
motorized vehicle. This state occurs when a speed greater than 20 km per hour is recorded
(transitions R1, R2 and R3). The Intermediate state indicates that the user is moving slightly
faster than in a normal walk, but she is not moving in a vehicle. This state occurs when
it detects physical activity such as running or cycling, or if a speed greater than 7 km
per hour is recorded (transitions I1, I2). Finally, the Slow state indicates that the user
is moving slowly, probably walking. This state is the default state when we initiate the
process and it occurs in any situation where the user is not stopped, but the conditions for
entering the Intermediate or Fast states are not met. It is important to notice that to exit the
Intermediate or Fast states, 40 s must elapse without identifying a related activity or the
minimum speed required is reached. This way, the system only exits these states if the user
changes the means of transport, reducing the chances of erroneously entering the Slow or
Static? state (L2, L3 and D1 transitions) if the user stops momentarily at a traffic light or for
traffic reasons.



ISPRS Int. J. Geo-Inf. 2024, 13, 11 9 of 23

Table 2 summarizes the data collection policies according to the mobility states. The
first column specifies the mobility state. The second and third columns indicate the
preferred location mechanism to use while the user is in that state and how often the user
device is located using this mechanism. The fourth and fifth columns indicate the alternative
preferred location mechanism to use and its frequency. This alternative mechanism is
used when the first mechanism presents errors or deviations (detected by the filters and
buffers). In rural zones, we use the cell phone antenna to detect when the user returns to a
urban zone.

Table 2. Data collection configuration according to the Mobility state.

State 1st Mechanism Frequency 2nd Mechanism Frequency

Still? WiFi 40 seg GPS 80 seg
Still WiFi 2.5 min GPS 5 min

Static? WiFi 5 min GPS 10 min
Static WiFi 10 min GPS 20 min
Slow WiFi 40 seg GPS 80 seg

Intermediate GPS 15 seg WiFi 30 seg
Fast GPS 10 seg WiFi 20 seg

3.2.2. Proposed Filters

Many times the collected locations can be inaccurate, or even erroneous, due to GPS
interference, unstable Wi-Fi signals, outdated Wi-Fi databases, among other factors. To deal
with this, we propose a series of filters that allow us to determine if a location is trustworthy
or not. Each of these filters can analyze different aspects or situations to identify unreliable
locations that should be discarded. The number of filters to use and the logic of each one
of them can be set according to the need. In our approach, four different types of filters
were defined: precision filter, speed filter, GPS altitude filter and outdoor network filter.
When a filter identifies a location as untrusted, the location is discarded and data collection
is adapted if necessary, for example, re-requesting a new location or changing the location
mechanism used (GPS or network location).

The precision filter is based on the precision that each collected location carries with
it. This precision is a distance that indicates the expected margin of error for that location
and its calculation may vary depending on the location mechanism used (GPS or location
by Wi-Fi networks). Considering these issues, a configurable precision filter was designed
using three parameters: p, P and C. The parameters p and P represent two preference
thresholds that define three ranges of precision: [0..p); [p..P); [P..+in f ] (note that p < P).
The locations within the range [0..p) are considered reliable by this filter and evaluated
by the following filter. Those that are in the range [P..+in f ] are automatically considered
unreliable and discarded. Finally, those locations that are in the intermediate range [p..P)
are compared against the last known trusted location (UC). If the distance between the new
location and UC is less than C (representing a trusted distance threshold), then the location
is considered trusted and advances to the next filter. Otherwise the location is considered
untrustworthy and it is discarded.

In some cases, it may happen that the location is wrong despite reporting a good
precision value. For example, this can occur due to interference in GPS signals, or if
the database of the Wi-Fi hot-spot used to locate the device is outdated. We designed a
configurable speed filter using five parameters: C, VR, VI, VL, TE. As in the precision
filter, C represents a confidence threshold distance. All locations whose distance to the last
reliable location (UC) is less than C are considered reliable. In case the location is outside
the confidence threshold, the filter evaluates the reliability of the location based on the
user’s mobility state. We compute the estimated speed (VE) at which the user should
have moved to go from UC to the new location collected, according to the time elapsed
between both locations. This speed is then compared to a speed limit set according to the
registered mobility state. The parameters VR, VI and VL indicate speed limits for the state
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of mobility Fast, Intermediate or Slow, respectively. When the speed VE is greater than
the speed according to the mobility state, then the location is discarded. When a wrong
location is detected, we store this information as a known bug during the time TE. Then, if
a new location is similar to a known bug, it is discarded. TE is the time during which the
known bug locations are registered; after that time, the known bugs are deleted.

The GPS altitude filter uses the altitude reported by an external source (in this work
we use data from ASTER GDEM) and compares it with the altitude reported by the location
mechanism. When the altitude reported is not consistent with the altitude reported by
an external source, the location can be categorized as unreliable and we discard it. We
considered as consistent an altitude between elv − Ai and elev + As, where elev is the
altitude reported by ASTER. The intention of this filter is to remove the data points with
large errors. Small differences between the altitude reported by the location mechanism
and that reported by ASTER GDEM for the same latitude and longitude may correspond
to a tolerable GPS error or even not correspond to an error, for example, when the user is
located on different floors of a building.

In outdoor places, such as parks, network location is often inaccurate due to the low
presence of Wi-Fi access points and to the instability in the intensity of their signals. In
these situations, a common misconception is that the location obtained presents a bias in
the direction of nearby building areas where there is a presence of Wi-Fi hot spots. To
address this issue, we designed an outdoor network filter configurable through a single
parameter, D. When the user is in an outdoor place, such as a park, a filtering area around
the park area is set using D. To determine if the user is within a park or not, the last known
reliable location of the user is compared with the areas nearby. The areas near the park can
be obtained from any source of geographic information. In particular, in this work we use
OpenStreetMap, which allows us to consult and download this information freely. This
filter is not used if the coordinate was obtained by GPS.

3.2.3. The Buffer

This component receives all those locations that have not been discarded by the filters
and it is the one who finally determines if the location is trustworthy or not. The main
purpose of the buffer is to identify small jumps or deviations difficult to identify using
previous filters. For this, the buffer maintains a small memory where it stores at most three
locations: L1, L2 and L3, according to their order of appearance. The buffer was designed
to hold in L1 the last known reliable location. When the intermediate location L2 presents a
deviation with respect to L1 and L3, it is considered unreliable and it is discarded. These
deviations are normally identified when L1 and L3 are close to each other and far from L2.
The buffer is configurable through two parameters, C and α. The parameter C represents
a threshold filter (similar to the one used in previous filters), which allows the buffer to
distinguish between situation A (user standing still) and situations B (user moving) or C
(jump or detour).

Figure 4 shows a diagram of how the buffer uses the C parameter when a new L2
location comes up. If the distance between L1 and L2 is within the threshold of trust C, then
L2 is considered trusted and it becomes the new L1 situation (a). If the distance between
L2 and L1 exceeds the confidence threshold C, then the new location is simply queued
in the buffer as shown in situation (b/c). In this case, the buffer is waiting for a new L3
location that allows it to distinguish if L2 is a detour or if the user is moving from one place
to another.

The parameter α defines the location of a perpendicular line between L1 and L2. When
the new location L3 enters the buffer, the buffer distinguishes between situation B (user
moving) and situation C (jump or deviation) depending on which side of the perpendicular
L3. Figure 5 shows a diagram of how the buffer uses the α parameter when a new location
L3 arrives. The location of the perpendicular (marked as a dotted line in the diagram)
is defined by combining the value of α with the intermediate distance (Di) between L1
and L2. If the location is on the side of the perpendicular that belongs to L2 (blue area
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in the diagram), then the user is considered to be moving (situation b). In this case, L2
is considered valid and it becomes the new L1. Otherwise, if L3 is on the side of the
perpendicular belonging to L1 (yellow area in the diagram), then L2 is considered to be a
jump (situation C). In this case, L2 is considered unreliable and is removed from the buffer.
In both cases, L3 is processed again as if it were of a new L2, identically to the process
previously detailed in Figure 4.

Figure 4. Buffer operation when a new location L2 arrives.

Figure 5. Buffer operation when a new location L3 arrives.

3.3. Data Processing

The second component of the approach is in charge of processing the events generated
in the previous component in order to detect the user’s stays or visits and to identify the
different places visited. The different proposals in the literature for the detection of stay
points and places have some disadvantages or shortcomings. In the first place, for the
detection of a stay, it is usually established that the user must stay within a maximum
distance Dmax for more than a given minimum time Tmin. However, since users can visit
places of different sizes, there is no value of Dmax that correctly fits all of the user’s stays.
A similar problem is repeated in the algorithms used to identify the places visited by the
user from their stay points, which usually define a predetermined size for the places. In
addition, most of the approaches proposed in the literature do not identify the places as
stay points are detected, but they are executed at the end of the data collection stage, when
all the stay points detected are already possessed.

In this context, the data processing component detailed in Figure 6 is proposed.
Algorithm 1 presents a pseudo code of the work done by the “Data Processing” component,
where numbers at the left of some lines correspond to labels in Figure 6. The inputs of
this component are the events generated by the first component of the approach (labeled
with 1 in Figure 6). These events are processed by a state machine that is responsible for
identifying the user’s trips and stays. The state machine has two main states, the active
state and the passive state, and two states called transition or uncertain states, the uncertain
active state and the uncertain passive state. As long as the user remains in the active state,
she is considered to be traveling, moving from one place to another (for example, from
home to work). When going from the active state to the passive state, it is considered
that the user arrived somewhere and began the visit or stay in that place. The states of
uncertainty occur when a potential transition between the main states is suspected, but not
enough information is available yet. The initial state of the state machine is marked with a
“*” in the figure.
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Figure 6. Data Processing component.

Algorithm 1 Data Processing Component

1: procedure UPDATE_PROFILE(Event e) . (1)
2: state_machine.update(e)
3: if state_machine.stay_ended() then
4: new_stay = state_machine.get_last_stay()
5: user_mobility_profile.personal_map.update(new_stay) . (4)
6: user_mobility_profile.movement_history.register (new_stay) . (5)
7: else if state_machine.commute_ended() then
8: new_DMAX = user_mobility_profile.personal_map.getDmax(e)
9: state_machine.set_DMAX(new_DMAX) . (2)

10: new_TMIN = user_mobility_profile.personal_map.getTmin(e)
11: state_machine.set_TMIN(new_TMIN) . (2)
12: new_commute = state_machine.get_last_commute()
13: user_mobility_profile.movement_history.register(new_commute) . (5)
14: end if
15: end procedure

Initially, the proposed state machine detects points in a similar way to the definition
in the literature: the user must stay within a maximum distance Dmax for more than a
certain minimum time Tmin. But, unlike the works in the literature, the values of these two
parameters are not static; the values vary depending on the location of the user. For this, the
proposed approach has a user’s personal map, which provides information on the places
near the current location of the user. Initially, this map has information extracted from
external sources, such as OpenStreetMap (https://www.openstreetmap.org/ (accessed on
15 December 2023)). Then, as the mobility profile is built, the personal map will contain
the places visited by each user and a personalized size for each place. The state machine
uses this information to know if the user is in a large place (such as a park) and to adapt
the values of the parameters Dmax and Tmin accordingly (labeled with 2 in Figure 6).
Additionally, the proposed state machine considers not only the latitude and longitude of
the registered locations but also the precision of those locations and the physical activity of

https://www.openstreetmap.org/
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the user. This information, already available in the events generated in the first component,
allows us to enrich the state machine and to make better decisions about when to go from
the active state to the passive state and vice versa. The operation of the state machine and
the conditions to carry out the transitions between its states are detailed in Section 3.3.1.

When the state machine detects that the user finishes a stay, it proceeds to the learning
of places (labeled with 4 in Figure 6). If the geographic center of the stay does not correspond
to any place previously visited by the user, then a new place is identified in the area visited.
If, on the contrary, the area of the stay coincides with that of an already known place, then
the stay is associated with that place and the location and area of the place are updated
combining them with the area of the stay. As the areas of the places are updated, it can
happen that two nearby places begin to overlap. Then, both places are combined into a
single, larger place. This process of learning places (detailed in Section 3.3.2) is incremental,
allowing the identification of places as the user’s stays are detected. The identified locations
are used to gradually enrich and personalize the personal map. This makes it possible to
improve the detection of user stays when she returns to visit a previously visited place,
especially if it is large, since it allows adjusting the values of Dmax and Tmin according to
the size of the place.

The stays and trips or commutes detected by the state machine are stored in the user’s
movement history (labeled with 5 in Figure 6). The movement history keeps a record of
each stay or trip with relevant information, such as the start and end date of the stay or
commute, the place visited (in the case of stays) and the route traveled (in the case of trips).
The movement history and the location map make up the user’s mobility profile.

3.3.1. State Machine

The proposed state machine is in charge of processing the events generated by the first
component of the approach (Section 3.2) to detect the stays and trips made by the user. For
this, the state machine requires 4 parameters: Dmin, Dmax, Tmin, Tmax. The parameters
Dmin and Dmax establish the range of values that the state machine can use as a radius of
the geographic area where the user must remain for a certain time, which is set dynamically
between Tmin and Tmax.

Active State and Uncertain Active State

The active state occurs when it is detected that the user starts traveling from one place
to another (for example, from home to work). This state stores the trajectory traveled by
the user during the trip (that is, the list of events that make up the trip). As each new
event arrives, the state machine evaluates if the user continues traveling or if there is any
indication to suspect that she might be ending the trip. In turn, the event must not be
located inside any place already known by the map of places, as this is an indication that
the user might be entering that place. Then, if the aforementioned conditions are met,
the event is added to the trajectory collected up to that moment. Otherwise, given the
suspicion that the user could be arriving somewhere, the state machine moves the active
uncertain state.

The uncertain active state is a state of uncertainty that works as a buffer. Its operation
is shown in Figure 7. The state machine remains in this state until it collects enough
information (sufficient events) to determine whether the user initiated a stay or only
stopped momentarily to continue the trip (for example, if the user stops at a traffic light).
Every time a new event en arrives, the uncertain state adds it to the buffer and parses all
events in the buffer to identify a stay. In the literature, this process typically consists of
calculating the centroid of all locations, checking that the distance between the centroid and
the locations is less than a maximum distance value and that the time elapsed between the
first and the last location is greater than a minimum time. The proposed approach alters
this mechanism, granting more flexibility according to the size of the place that the user
is visiting. The first step (labeled with 1 in Figure 7) is to calculate the centroid from the
locations recorded in all buffered events. The frequency with which events are generated is
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not constant and the traditional centroid calculation can present discrepancies regarding the
location where the user actually stopped. To address this problem, the approach calculates
the centroid weighting each event according to the time elapsed between each pair of
events. Each event e is weighted according to the sum of the time elapsed between e and
the previous event and between e and the subsequent event. Once the centroid has been
calculated, the second step consists in estimating an area of stay that contains all the events
of the buffer. Once the area of stay is defined, the approach evaluates if all the events are
finally contained or not within that area. If it is not possible to find an area of stay that
contained all events, then it is considered that the path made up of the events in the buffer
is too long to detect a stay, and the state machine changes to the active state. If the visit
area contains all the events in the buffer, then the approach evaluates whether the elapsed
time between the first event in buffer and the new event is enough to detect a stay. At this
point, if a stay is detected, the state machine changes to the passive state, and otherwise it
remains in the uncertain active state.

Figure 7. How the uncertain active state works.

Passive State and Uncertain Passive State

The occurrence of the passive and uncertain passive states implies that the user is in
a stay, visiting some place. These states are in charge of periodically updating the area of
stay where the user is and to detect when the user starts to move to another place (i.e., she
starts a journey). The passive state starts when the user is detected to start a stay or visit
(for example, when the user arrives at home or work). This state is responsible for storing
and keeping updated the centroid and the area of stay.

With each new event e, the passive state verifies if the event is inside or outside the
area of stay. If it is inside the area of stay, the passive state updates the centroid of the visit
and the area of stay incorporating it into the calculations. If the passive state receives an
event that is outside the stay area, the state machine moves to the passive uncertain state
with e as the first buffer event. The passive uncertain state is like the active uncertain state,
a state of uncertainty that works as a buffer. The state machine remains in this state until it
accumulates enough information (sufficient events) to determine if the user initiated a trip
or if events outside the area of stay are only small deviations.
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3.3.2. Learning of Places

Each time a stay ends, the user’s personal map of places is updated. Most of the
approaches in the literature use techniques of place extraction that take as input all the
stay points detected up to the moment. However, the dependence of mobile devices on a
battery discourages the use of these type of techniques, since with each new stay detected,
the execution of these algorithms would become increasingly expensive.

Thus, the use of an incremental algorithm is proposed. Every time a stay is detected,
the proposed approach verifies if the centroid ct is located inside some place already present
in the map. If the stay does not match any place known so far, the approach creates a new
place with an area identical to the one defined by the passive state at the time of ending
the stay. On the contrary, if the stay coincides with an already known place, we proceed
to update the geographic area of that place. The process of updating a place consists of
updating the area by combining its geographic center and surface with those of the stay
area. In this process, the area of the place is weighted over the stay area based on the
number of previous stays used to calculate the current place area. In case it is located
within the area of two or more different places, the approach selects that place whose
centroid is closest to that of the stay ct.

4. Evaluation of the Approach

In this section, we describe the experiments we conducted to evaluate our proposal. In
Section 4.1, we describe the dataset used. Then, in Section 4.2, we describe the experiments
carried out and we analyzed the results obtained.

4.1. Dataset Description

Due to the difficulties in creating and disseminating datasets with information on the
urban mobility of users, there are few datasets available. Additionally, to evaluate the two
stages of our approach it is necessary to access the information collected by the mobile
devices (the geographic coordinates and the activity logs) and also users should validate
their log of trips and visits. To the best of our knowledge, currently there is no public
dataset with this information.

To evaluate our approach, we created a new private dataset with data collected by a
prototype app, called AsisTan, materializing the two components of the proposed approach:
the data collection and the data processing components. AsisTan’s access was limited to
only a group of volunteers who were willing to share their data. In 2021, the prototype was
used as the basis for developing a public service to help during the COVID-19 pandemic,
called APS app. In this case, we asked the users to share their mobility information to
improve the services offered by the app. We collected information about the mobility of
78 different volunteers (2 from Mar del Plata, 16 from Tandil and 60 from Ayacucho, all of
them cities in Argentina), some of which used the app for a few months, while others used
it for more than a year. During this time, the application not only collected data from the
mobile devices but also processed it to generate a profile of the user’s daily movements
and visited places.

4.2. Experimental Results

We divided the experiments into two phases. First, we analyzed different configura-
tions of parameters to optimize the data collection stage and the ability of the approach
to detect locations, which were validated with the users’ feedback. Second, we used the
output of the first phase to compare our approach with different state-of-the-art approaches
in their ability to detect stay points and places. In Section 4.2.1, we explain the experi-
ments carried out to test the capacity of our approach to collect correct locations, and in
Section 4.2.2, we describe the experiments to evaluate the performance of our proposal
when detecting stays and places.
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4.2.1. Experimental Configuration and Detection of Correct Locations

At this stage, we tested the ability of our approach to discard wrong locations and
to preserve the correct ones. Each raw entry in the dataset corresponds to a coordinate
captured during a stay or during a trip of a user. Since we did not have feedback about the
road followed by users during their trips, we only used the coordinates captured in the time
interval corresponding to a stay, which were manually labeled by users. In our experiments,
we considered a true positive (TP) when the predicted location is inside of the delimited
user’s area. We considered a true negative (TN) when a predicted location is outside of the
delimited user’s area. A false positive (FP) is a location classified as correct but outside of
the user’s area; in this case, we decided to weight the error taking into account the distance.
We worked with a threshold of 30 m; i.e., if the distance between the detected location and
the user area is 15 m, it is weighted as 0.5 FP (half a false positive), but if the distance is
60 m is weighted as 2 FP (two false positives). Finally, a false negative (FN) is a location
classified as incorrect while it is inside of the delimited user’s area. With this in mind, we
measured the performance of the approach with precision, recall and f0.5 − score metrics
as follows:

Precision =
TP

TP + FP
(1)

Recall =
TP

TP + FN
(2)

Fβ − score = (1 + β2)× precision× recall
(β2 × precision) + recall

(3)

Table 3 shows the different configurations tested during the experiments. We unified
the parameters Ai and As in the parameter AG and defined new parameters that are
dependent on others. For example, parameter P could be two or three times the value of
parameter p and parameter VL is computed as the value of VI divided by two or three.

Table 3. Parameters to be tuned during the experiment

Parameter Description Values

p Lower threshold of precision filter by precision (m) 30|45|60
P Upper threshold of precision filter by precision (m) 2p|3p
C Confidence threshold used in filter and buffer (m) 15|30|45

VR Threshold of high velocity for velocity filter (m/s) 30|35|40
VI Threshold of intermediate velocity for velocity filter (Km/h) 9|12|15
VL Threshold of low velocity for velocity filter (Km/h) VI/2|VI/3
TE Memory time for errors for velocity filter (min) 10|20|30
AG Altitude threshold for GPS filter by altitude (m) 125|150|175
D Filtering distance for outdoor network filter (m) 10|20|30
α Location of the perpendicular in the buffer 0.25|0.50|0.75

Since the combination of all possible configurations results in a total of 26,244 execu-
tions, we decided to split the experiment in two stages. First, we tested all the combinations
of the parameters in a subset of the dataset consisting of data collected between 8 June 2019
and 22 June 2019, the data collected between 8 January 2020 and 22 January 2020 and the
data collected between 8 March 2020 and 22 March 2020. We used different date ranges
to cover different seasons, since the users’ routines could be different in summer than in
winter. Table 4 shows the 10 best and 10 worst results of these experiments ordered by
F-measure. To validate the value of the data collection phase, we show in the last row of
the table the metrics for the raw locations.
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Table 4. Results of the parameters’ tuning experiment

Configuration Precision Recall F-Measure

45-135-30-40-15-7-10-125-20-0.75 0.983942 0.962880 0.979656
45-135-30-35-15-7-10-125-30-0.75 0.983942 0.962880 0.979656
45-135-30-40-15-7-10-125-30-0.75 0.983942 0.962880 0.979656
45-135-30-35-15-7-10-125-20-0.75 0.983942 0.962880 0.979656
45-135-30-35-15-7-10-125-10-0.75 0.983938 0.962888 0.979655
45-135-30-40-15-7-10-125-10-0.75 0.983938 0.962888 0.979655
45-135-30-35-15-7-10-150-20-0.75 0.983933 0.962880 0.979649
45-135-30-35-15-7-10-175-30-0.75 0.983933 0.962880 0.979649
45-135-30-35-15-7-10-175-20-0.75 0.983933 0.962880 0.979649
45-135-30-40-15-7-10-150-30-0.75 0.983933 0.962880 0.979649

30-60-15-30-9-3-30-150-30-0.25 0.992473 0.876917 0.966988
60-120-15-30-9-3-30-150-10-0.25 0.986899 0.894749 0.966981
60-120-15-30-9-3-30-175-10-0.25 0.986899 0.894749 0.966981
60-120-15-30-9-3-30-175-30-0.25 0.986899 0.894734 0.966977
60-120-15-30-9-3-30-150-30-0.25 0.986899 0.894734 0.966977
60-120-15-30-9-3-30-125-30-0.25 0.986895 0.894720 0.966971
60-120-15-30-9-3-30-150-20-0.25 0.986895 0.894705 0.966968
60-120-15-30-9-3-30-175-20-0.25 0.986877 0.894741 0.966963
60-120-15-30-9-3-30-125-20-0.25 0.986877 0.894741 0.966963
60-120-15-30-9-3-30-150-30-0.25 0.986874 0.894712 0.966953

In a second stage, we selected the 480 best configurations and evaluated the approach
with the whole dataset. We tested all the combinations of the parameters to select the
configuration that led to better results. Table 5 shows the top-5 and worst-5 results of this
experiment ordered by F-measure. To validate the value of the data collection phase, we
show in the last row of the table the metrics for the raw locations.

Table 5. Results of the second stage experiments (whole dataset)

Configuration Precision Recall F-Measure

45-135-30-40-15-7-20-125-30-0.75 0.989338 0.968880 0.985178
45-135-30-35-15-7-20-125-30-0.75 0.989338 0.96868 0.985175
45-135-30-40-15-7-20-125-20-0.75 0.989313 0.968954 0.985173
45-135-30-35-15-7-20-125-20-0.75 0.989313 0.968942 0.985171
45-135-30-40-15-7-20-125-30-0.5 0.989442 0.968423 0.985165
45-135-30-40-15-5-10-175-30-0.25 0.989351 0.966337 0.984661
45-135-30-35-15-5-10-125-10-0.25 0.989277 0.966590 0.984655
45-135-30-35-15-5-10-150-10-0.25 0.989256 0.966593 0.984639
45-135-30-35-15-5-10-175-10-0.25 0.989249 0.966604 0.984635
45-135-30-40-15-5-10-175-10-0.25 0.989246 0.966611 0.984635

Original data 0.357226 1.0 0.409924

In conclusion, the best configuration according to the F-measure obtained a precision
of 0.989338, a recall of 0.96888 and an F-measure of 0.985178 for the parameters p = 45,
P = 135, C = 30, VR = 40, VI = 15, VL = 7.5, TE = 20, AG = 125, D = 30 and
α = 0.75. We kept the events with this best configuration as the input for the stay and place
detection phase.

4.2.2. Stay and Place Detection

This second experiment seeks to evaluate the ability of the approach to detect user
stays and the places visited. We used the same dataset as before, since the places and stays
were labeled by users and they can be compared with the automatic detection carried out
by the approach.

As in the previous experiment, several evaluations were performed to determine the
best parameter settings for the approach. In this case, 432 different tests were carried out
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with the different parameter configurations for the detection of both stays and places. After
that, a second stage of evaluation was carried out with the best configurations obtained,
but now activating or deactivating the different parts of the approach (ablation study):
we tested without a personal map; with the traditional way to calculate the centroid; and
without performing a dynamic area calculus (using only a static parameter). In this study,
the importance of each of the components was tested, with the one that generates the
most important impact being the use of a dynamic area calculus. At last, in a third stage,
the approach was compared (with the previous configurations obtained) with different
works in the literature. The configuration that obtained the best results was min = 30 m,
Dmax = 150 m, tmin = 2 min, Tmax = 8 min, Tpen = 10 s. Table 6 shows the results of the
ablation study for stay detection and Table 7 shows the results of the ablation study for
place detection.

Table 6. Ablation study results for stay detection.

Approach Precision Recall F-Measure

Complete 0.908 0.842 0.874
Without Map 0.878 0.836 0.856

Normal Centroid 0.878 0.821 0.849
Fixed Area 0.788 0.807 0.797

Table 7. Ablation study results for place detection.

Approach Precision Recall F-Measure

Complete 0.691 0.677 0.684
Without Map 0.656 0.681 0.668

Normal Centroid 0.672 0.673 0.673
Fixed Area 0.641 0.681 0.660

As mentioned before, to test our complete approach, we performed a comparison with
related work [31,47,48,53]. In [31], as it uses GPS signal loss to detect stays and in our case
we use both GPS and Wi-Fi, we decided to combine the technique with the detection of
stay points in [48] to improve the performance of the [31] approach. As with our approach,
several experiments were carried out to find the best parameter configurations for each of
the works in the literature. Table 8 shows the best ones for the detection of places, while
Table 9 shows the best configurations for the detection of stays.

Table 8. Best configurations for works in the literature for place detection.

Related Work Parameters Precision Recall F-Measure

[48] DL = 60 m 0.7291 0.6362 0.6795
[47] DL = 60 m 0.7339 0.6254 0.6753
[31] DL = 60 m 0.7022 0.6337 0.6682
[53] DL = 37.5 m 0.7215 0.6006 0.6555

Table 9. Best configurations for works in the literature for stay detection.

Related
Work Parameters Precision Recall F-Measure

[47] Dmax = 60, Tmin = 2 min 0.8556 0.8115 0.8334
[48] Dmax = 60, Tmin = 2 min 0.8400 0.8115 0.8255
[31] Dmax = 60, Tmin = 2 min 0.8392 0.8117 0.8252
[53] Dmax = 60, Tmin = 2 min 0.7080 0.6884 0.6981

Table 10 shows the final results for the stay detection. Our approach reached the
best values for precision, recall and f-measures. We consider that the capacity of distance



ISPRS Int. J. Geo-Inf. 2024, 13, 11 19 of 23

adaptation makes the difference when compared to other approaches (time 2 min). Our
approach begins with distances of 30 m but increases its parameter as necessary.

Table 10. Stay detection results.

Approaches Precision Recall F-Measure

Our Approach 0.9080 0.8429 0.8742
[47] 0.8556 0.8115 0.8334
[48] 0.8400 0.8115 0.8255
[31] 0.8392 0.8117 0.8252
[53] 0.7080 0.6884 0.6981

Table 11 shows the results for place detection. Our approach obtained the best results
for recall and f-measure but a low precision in comparison with the other approaches. In
this case, we analyzed the results and observed that our approach lost fewer places, which
improves the recall but has a tendency to merge places that are included in larger places,
losing precision. For example, when the user visits a shop that is placed inside of a shopping
mall, our approach detects the shopping mall but not the particular shop. This behavior is
due to the usage of the area provided by external sources, in general the shopping mall area.
Formally, this is considered a precision error, because the detected area does not correspond
to the area tagged by the user and impacts the results. When we consider the big picture,
our approach detects the shopping mall and could be considered as good detection, but it
is not detecting the final places, i.e., the shop visited by the user. Working with compound
places or hierarchical structures could be a future solution to explore.

Table 11. Place detection results.

Approaches Precision Recall F-Measure

Our Approach 0.6919 0.6779 0.6848
[48] 0.7291 0.6362 0.6795
[47] 0.7339 0.06254 0.6753
[31] 0.7022 0.6337 0.6682
[53] 0.7215 0.6006 0.6555

5. Conclusions

In this work, we have presented a lightweight approach for the construction of mo-
bility profiles from the data collected from users’ mobile devices. The approach collects
information of the physical activity of the user and his/her geographical location, adapting
the frequency and the locating mechanism used in order to reduce battery consumption and
improve the accuracy of the data collected. When processing the collected data, it considers
external geographic information that allows us to identify when the user is visiting small
places or places of great dimensions and adjust the parameters Dmax and Tmin accordingly.
The proposed approach is light enough to run entirely on mobile devices, without the
need to expose sensitive data and preserve the user’s privacy. The experimental evaluation
carried out indicates that the approach outperforms other approaches of the literature both
on the detection of stays and places.

Despite these contributions, some limitations were identified. The limitations imposed
by the operating systems of modern mobile devices often interfere with the implementation
of the proposed approach, especially regarding the data collection component. Although
these systems provide services that facilitate the development of applications, they also
regulate the behavior of applications and limit their access to the various sensors. For
example, the Android operating system can delay geographic location updates beyond the
requested frequency it considers convenient. Even Wi-Fi scans are limited: apps running
first level can perform a maximum of four Wi-Fi scans every 2 min, while all background
apps combined can perform a Wi-Fi scan every 30 min. Regarding the data processing
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component, two limitations were identified that need to be addressed. In the first place,
not all the stays detected represent visits to a place, but some are casual visits, either due
to traffic lights, a traffic jam, a five-minute chat after meeting by chance with a friend on
the street, etc. Detecting these stays is not an error, since the user really was still in one
place, but it is important to be able to differentiate the casual stops while visiting a place.
Considering the casual stops as visits can lead to the detection of false places. Second,
on certain occasions the detected places can be grouped into zones, or even the same
building can be divided into sub-locations. Our approach does not address the problem
of the hierarchical organization of places, which could be useful not only to improve the
prediction of destinations but also to study the urban mobility at a semantic level (for
example, it is not the same going to a shopping mall to buy groceries or clothes as it is to
have lunch or go to the movies inside that mall).

In this work, our focus was on user profile construction on the mobile device in a non-
intrusive way, avoiding constant inquiries to the user and minimizing battery consumption.
Our goal was to detect stays and routes. However, as a future work, we would like to add to
the mobility profile the purpose underlying the visits detected, such as work, entertainment
or shopping. The proposed approach does not address the semantic tagging of places
that were visited by the user. An important part of user mobility is not only the places
visited but also what that place is and what activity the user performs there. Knowing if
the user is working, engaging in a recreational activity, shopping or exercising is crucial
both to provide better services and to estimate the quality of life of the citizens and even
to improve the prediction of destinations. Semantic tagging of places is a research line by
itself, since different users might visit the same place with different purposes (e.g., have
dinner at a restaurant or work at a restaurant). Our app allows users to label/tag the
detected places. Nevertheless, automatic detection of the reasons to visit a certain place, as
well as the prediction of the next visit, is an aspect under development for the second stage
of our approach.

Finally, this work addresses the study of urban mobility at the individual level. How-
ever, as was previously mentioned, the joint information on the mobility of all citizens
could provide information to improve decision making and improve the quality of life
of citizens.
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