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Abstract: Frame buildings as important nodes of urban space. The include high-speed railway
stations, airports, residences, and office buildings, which carry various activities and functions. Due to
illumination irrationality and mutual occlusion between complex objects, low illumination situations
frequently develop in these architectural environments. In this case, the location information of
the target is difficult to determine. At the same time, the change in the indoor electromagnetic
environment also affects the location information of the target. Therefore, this paper adopts the
vision method to achieve target localization in low-illumination environments by feature matching of
images collected in the offline state. However, the acquired images have serious quality degradation
problems in low-illumination conditions, such as low brightness, low contrast, color distortion,
and noise interference. These problems mean that the local features in the collected images are
missing, meaning that they fail to achieve a match with the offline database images; as a result,
the location information of the target cannot be determined. Therefore, a Visual Localization with
Multiple-Similarity Fusions (VLMSF) is proposed based on the Nonlinear Enhancement And Local
Mean Filtering (NEALMF) preprocessing enhancement. The NEALMF method solves the problem of
missing local features by improving the quality of the acquired images, thus improving the robustness
of the visual positioning system. The VLMSF method solves the problem of low matching accuracy in
similarity retrieval methods by effectively extracting and matching feature information. Experiments
show that the average localization error of the VLMSF method is only 8 cm, which is 33.33% lower
than that of the Kears-based VGG-16 similarity retrieval method. Meanwhile, the localization error is
reduced by 75.76% compared with the Perceptual hash (Phash) retrieval method. The results show
that the method proposed in this paper greatly alleviates the influence of low illumination on visual
methods, thus helping city managers accurately grasp the location information of targets under
complex illumination conditions.

Keywords: low-illumination; frame building spaces; location information; visual positioning; image
degradation suppression; multiple-similarity fusions

1. Introduction

With the rapid development of urbanization and the continuous advancement of tech-
nology, the demand for location services is increasing. In the outdoor environment, satellite
navigation systems such as GPS [1] and Beidou [2] can relatively accurately determine
the location information of the target. However, the transmission quality of the satellite
signal is poor in the frame building space, thus making it impossible to determine the
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location information of the target. In contrast, vision-based methods [3] have been widely
used in indoor positioning and navigation because of their rich visual image information,
convenient access, and wide range of applications.

Visual positioning determines the position information of the target by extracting the
feature information of the target image and matching the extracted feature information
with the image collected in the offline state. As a result, the precision of image matching
determines whether target location information can be accurately determined in visual
positioning. However, images captured in the frame building space with insufficient
illumination feature problems such as low contrast, low brightness, color distortion, and
noise interference. Because of these problems, the feature extraction method is unable
to extract enough feature points, which results in low matching accuracy between the
target image and the offline database image, and hence leading to visual positioning failure.
Therefore, it is of great research value to obtain the location information of the target
through visual methods in the frame building space under low-illumination conditions.

In order to improve the robustness of visual localization systems in low-illumination
environments, researchers continue to study and improve image enhancement methods
based on distributed mapping, model optimization, and deep learning, so as to improve the
quality of the collected low-illumination images, thus solving the problem that visual posi-
tioning cannot be achieved because of missing feature points. Histogram equalization [4]
and the approach based on an S-shaped curve [5] are two typical works of methods based
on distribution mapping. However, the method based on distributed mapping lacks the
recognition and utilization of semantic information, which makes the enhanced image still
have color distortion. The image enhancement method based on Retinex [6] is the most
widely used method based on model optimization. However, the enhanced image still
has missing edge details and color distortion, thereby reducing the accuracy of feature
extraction and matching. In the methods based on deep learning, references [7,8] propose
the Low-light Image Enhancement (LIME) algorithm and the Bio-Inspired Multi-Exposure
Fusion (BIMEF) algorithm, respectively. Though these two algorithms greatly enhance the
local features of low-illumination images, there are still artifacts in the enhanced images,
thus reducing the accuracy of feature extraction.

The above image enhancement method improves the visual effect of low-illumination
images to a certain extent and highlights the overall contour and local details of the image.
However, the image enhanced using the above method still has quality degradation issues
such as noise interference and color distortion. These issues reduce the precision of feature
point extraction and matching, thus making it difficult to meet the objectives of visual
positioning. Therefore, a Visual Localization with Multiple-Similarity Fusions (VLMSE)
is proposed based on the Nonlinear Enhancement And Local Mean Filtering (NEALMF)
preprocessing enhancement.

For how to determine the location information of the target in the frame building
space under low-illumination conditions, the main contributions of this paper are shown
in Figure 1:

As shown in Figure 1, the location information of the target is determined in two stages:
offline and online. In the offline stage, the monocular vision camera (DJI Pocket 2 in DJI
equipment) is used to collect images and the location information of the corresponding im-
ages is recorded, thus forming the low-illumination image database. The low-illumination
image database includes two types of images: global low-brightness images and local
low-brightness images. Then, NEALMEF is used to preprocess the collected images, thus
obtaining the degradation-suppressed image database. The feature description algorithm is
then used to classify the global and local features of the degraded suppression image, thus
generating the corresponding feature descriptors. Finally, the feature descriptors of the
degraded suppression images are stored in pairs with the coordinates of the corresponding
images, thus constructing the offline feature library. In the online phase, the user first uses
the smartphone to take images in the selected frame building space. The captured images
are then preprocessed using NEALMEF to obtain the corresponding degradation-suppressed
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images. Then, the feature extraction algorithm is used to extract features from the degraded
suppression image, thus forming feature descriptors. Finally, VLMSEF is used to compare
the generated feature descriptors with the image feature descriptors in the offline feature
database, so as to obtain the most similar database image. The location information of this
database image is the location information of the image taken by the user.

Image degradation suppression algorithm NEALMF

Offline b

- Grayscale )

normalization

AN

Grayscale
Nonlinear
transformation
Gaussian filter

EAINDA

8l | enhanced image

Optimal Gaussian

\
Point-by-point <l P Multiple
TGNLM  Experiments A % experiments
Degradahon ]
suppression image Coevom Determine the
neighborhood window optimal filtering

coefficient Do

Generate |
feature -+—
descriptors

|:| Mean deviation angle
0.7+ [C_]Mean positioning error
D Mean position estimation time

0.3

g0 Accurate estimate

Z 01 H_H based on VIBK

I

I ”
1 €
e

=
18
13
13
I
18 0.4
1%

s
1§
I3
-]

z
g
|2
1
| Vgg-16 Histogram  Yin  Liu~ Wang Manzo  Ours

Analysis of various similarity positioning methods VLMSF positioning method Features Extraction NEALMF preprocessing
Figure 1. Determine the location information of the target.

The main contributions of this paper can be summarized in two points:

(1) Aiming at the problem that localization accuracy is reduced or even unable to be
located due to the local feature loss of images, the NEALMF image degradation
suppression method is proposed, thus providing sufficient feature points for feature
matching in visual localization by enhancing image quality.

(2) To address the problem of poor localization accuracy caused by existing similarity
retrieval methods, the VLMSF method is constructed, thereby accurately determining
the location information of the target by improving the accuracy of feature matching.

The key points of the subsequent paper are outlined as follows. Section 2 covers
the related works. Section 3 shows the simulation and analysis of the proposed image
degradation suppression method (NEALME). Section 4 presents the proposed visual lo-
calization method (VLMSF). Section 5 displays the simulation and analysis of the visual
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localization method (VLMSF). Section 6 discusses the application scope of the proposed
method. Section 7 summarizes the proposed method.

2. Related Works

This section is divided into two parts, as follows: (1) existing image enhancement
methods are discussed, which solve the problem of missing feature points by improving
image quality, and (2) mainstream similarity calculation methods are discussed, which
achieve the problem of accurate target localization by improving the matching accuracy
of images.

2.1. Image Enhancement

Whether the location information of the target can be accurately determined depends
on the quality of the visual data obtained in the frame building space. However, images
acquired under low illumination conditions suffer from quality degradation, such as low
brightness and low contrast, which obscure the local feature information in the images,
thus preventing computer vision systems from recognizing and extracting them. As such,
improving the quality of the acquired image before positioning is a challenging task. Li [9]
and Ahn [10] improved the multi-scale Retinex algorithm [11] to enhance the brightness and
contrast of low-illumination images. However, the enhanced image still has color distortion
and halo phenomena, which reduce the accuracy of feature matching. Al-Aminen [12]
enhanced low-illumination images by improving the LIP algorithm [13], thus highlighting
the local features of the images and improving the brightness of the images. However, the
local brightness of the enhanced image is excessively enhanced, which reduces the accuracy
of feature matching. Dong [14] and Tsai [15] proposed the dark channel dehazing algorithm
and the adaptive power-law transform algorithm, respectively. These two algorithms solve
the problem of missing local features in low-illumination images. However, there is still
noise interference in the enhanced image, which reduces the accuracy of feature matching.
Considering these problems, this paper proposes NEALMF in order to solve the difficult
problem of feature point extraction in visual localization.

2.2. Visual Localization Based on Image Retrieval

At present, the mainstream visual localization methods are divided into direct 2D-3D
matching methods [16,17], image retrieval methods [18], and learning-based regression
methods [19]. However, the direct 2D-3D matching method is susceptible to changes in
light and angle, while the learning-based regression method requires a large amount of data
and extensive computation. When compared to these two visual localization approaches,
the image retrieval method offers better scalability, faster speed, and is more resistant to
environmental changes. As a result, image retrieval methods are commonly used for visual
localization in complex settings. In visual localization methods based on image retrieval,
the localization of targets is ultimately translated into the matching of target images, while
image retrieval is the key technology for image matching. Therefore, the accuracy of visual
positioning depends on the accuracy of image retrieval. The visual localization method
based on image retrieval extracts features from the database images. Therefore, the lo-
calization performance is closely related to the feature extraction, feature selection, and
similarity metric of the matched images. Among them, feature extraction and selection are
the most important factors in characterizing the semantic content of images. These features
can be divided into global features and local features. The former describes the features of
the whole image, such as color, texture, and shape. The latter describes the features of the
local part of the image, such as edges, corners, and lines. When using the above low-level
features for image retrieval, however, the retrieval accuracy is poor. In addition, these
low-level features cannot adequately describe the rich semantic information in the images,
thus increasing the error rate of image retrieval. On the other hand, the deep learning-based
image retrieval method extracts the image’s high-level semantic information through the
neural network algorithm, which can obtain more accurate retrieval precision. As a result,
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when using image retrieval based on deep learning to complete visual positioning, the posi-
tioning accuracy is higher. However, the accuracy of visual localization methods based on
image retrieval is dependent on the extracted image characteristics and the image similarity
calculation approach. Therefore, selecting the appropriate similarity for image retrieval is a
key step in visual localization. The existing image similarity calculation formulas include
histogram distance, perceptual hash algorithm, average hash algorithm, difference hash al-
gorithm, and so on. However, the accuracy of image retrieval based on the above similarity
is poor, which leads to poor localization accuracy. Alternative similarity methods include
perceptual hash (Phash) similarity-based localization methods [20], grayscale histogram
similarity-based localization methods, and image similarity-based K-Nearest-Neighbors
(KNN) algorithms [21]. Due to the poor accuracy of the existing similarity retrieval meth-
ods, it is impossible to achieve accurate visual positioning. Therefore, this paper proposes
a Visual Localization with Multiple-Similarity Fusions (VLMSF) method based on image
retrieval. This method combines the low-level features of the image with the high-level
features to improve the accuracy of feature matching, thus precisely estimating the position
information of the target.

3. Framework of the Proposed Method NEALMF

This section describes the image degradation suppression method NEALMEF in detail
and simulates and analyzes the method.

Aiming at the problem that the degradation of low-illumination image quality leads to
the difficulty of extracting visual positioning feature points, the NEALMF method proposed
in this paper is divided into three parts: (1) by proposing the Enhanced An Integrated
Neighborhood Dependent Approach (EAINDA) method and an Improved Non-Local Mean
filter INLM), the problem of serious loss of feature points is solved; (2) considering the
problem of blurred image texture and edge details, the UnSharp Masking (USM) algorithm
is used to obtain higher-quality visual data. The specific content of the image degradation
suppression algorithm NEALMEF is as follows.

3.1. Low-Illumination Image Enhancement Based on the EAINDA

For the problems of missing local features and color distortion in low-illumination
images, this paper proposes the EAINDA method based on AINDANE [22], thus enhancing
the local feature information in images and solving the color distortion problem. The
specific steps of the EAINDA method are as follows:

First, a color image L; in the RGB color space is converted to a grayscale image H.
At the same time, Equation (1) is used to normalize the gray image H to obtain N and
Equation (2) is used to transform the normalized image, thus obtaining the brightness-
enhanced image N, .

H(y) — Min

Na (W) = 51— @

where y represents any pixel in the image. N;(y) represents the pixel value after normal-

ization and H(y) represents the pixel value before normalization. Max and Min are the
maximum and minimum values of gray in image H, respectively.

(N92% + (1 - N,)) x 0.5+ N2
2 7

Neg = 2)
After the processing of Equation (2), the brightness of the dark region in the image N
is improved to a certain extent, and the brightness of the bright region is kept unchanged.
Second, 2D discrete convolution on the grayscale image H(x, y) is performed by using
the Gaussian function G(x, y), which is expressed is:

—242)

G(x,y):Kxe( z 3)
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where K is determined by Equation (4):
IIK X e(#)dxdy =1, 4)
C is the scale of the Gaussian function. The convolution can be expressed as:
F(x y) = H(x,y)* G(x,y), ®)

where (x, y) represents the coordinates of any pixel. Through two-dimensional Gaussian

convolution of the gray picture H(x, y), the blurred image F(x, y) is produced. The convolu-

tion nuclei C of G(x, y) are 5, 20, and 240, respectively. After Equation (5) transforms the gray

image H(x, y), three blurred images F(x, y) with different convolutions can be generated.
The contrast enhancement coefficient I is obtained by using Equation (6).

I(x,) = 255 % Nog(x,y)' ¥, ©)

where (x, y) represents the coordinates of any pixel in the image. The index
i(x,y) = F(x,y)/ H(x,y).

In order to obtain the best image enhancement effect, multiple convolution results
from three different scales are used for contrast enhancement. The final output is a linear
combination of contrast enhancement results based on multiple scales, which can be
expressed by Equation (7):

I(x,y) = Y, Wi x Ii(x,y), @)

where i = 1, 2, and 3 represent different scales and W; is the weighting factor for each
contrast enhancement result [;(x, y). Studies have shown that when W; =1/3 (i=1, 2, 3), it
can be widely used in low-illumination image enhancement, and the operation is simple.

Then, based on the enhanced gray image I(x, y), the enhanced color image C;(x, y) is
obtained through the linear color restoration process of Equation (8).

Hj(x,y)
H(x, y)’

Ci(x,y) = I(x,y) x (8)
where, j =7, g, and b represent the r, g, and b color channels, respectively. Meanwhile, Cr,
Cg, and Cb are the enhanced RGB values of the enhanced color image.

Finally, the color image C;(x, y) is corrected by Equation (9) in order to obtain a more
“real” color image Z(x, y).

Zi(x,y) =6 Ci(x, y) + v Cilx, v), €)

where, i = r and b represent the r and b color channels, respectively. § and 7 are the
correction coefficients of channel R. At the same time, é and <y are also the correction
coefficients of the B channel. Furthermore, Equation (9) needs to satisfy the conditions of
Equations (10) and (11) [23].

M N M N
Zx:l Zy:l Zi(x’ ]/) = Zx:l y=1 Cg(x’ ]/)/ (10)
maxZ;(x, y) = maxCq(x, y), (11)
(xy) (xy)

Equation (9) is substituted into Equations (10) and (11), respectively, thereby obtaining
Equations (12) and (13).

Y L Gy v L L Gl = S0 L Geloy), (1)
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) max{Ciz(x, y)} 4+ max{Ci(x, y)} = maxCq(x, y), (13)
(xy) (xy) (xy)

For the convenience of calculation, Equations (12) and (13) are rewritten into matrix
form, as shown in Equation (14):

LECG(xy) TEG(x y)] H _ {ZZCg(x, y)} (14)
maxC?(x, y) maxCi(x, y)| |v maxCq(x, y) |’

where (x, y) represents the coordinates of image pixels. The correction coefficients 6 and vy
of the channel can be obtained by using Equation (14). The color correction coefficients &
and 7y are used to correct the color of R channel and B channel pixel by pixel, respectively.
At the same time, channel G remains unchanged. The enhanced R, B, and G channels are
merged to obtain the corrected image Z(x, v).

3.2. Experiment and Result Analysis of the EAINDA Method

In order to scientifically evaluate the image enhancement effect of the AINDANE and
EAINDA algorithms, information entropy and color deviation are introduced as evaluation
indexes. Five images are selected from different low-illumination datasets and the selected
images are processed by AINDANE and EAINDA. The image enhancement effect of the
two algorithms is shown in Table 1, and the comparison result of the evaluation index is
shown in Figure 2.

Table 1. Image enhancement effects of two algorithms.

Different
Image Datasets

Actual Image SICE LIME LOL MEF

Original images

AINDANE

EAINDA

From Table 1, when compared with AINDANE-enhanced images, EAINDA-enhanced
images have moderate brightness, more detailed information, and more “normal” colors.

From Figure 2, when compared with the AINDANE algorithm, the images processed
by the EAINDA algorithm have higher average information entropy, thus they contain
more detailed information. At the same time, the color bias value is smaller, indicating that
the color is closer to the “real” image. Therefore, the EAINDA method solves the problem
of image detail information loss and color distortion to a certain extent.
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Figure 2. Evaluation index of the image processed by the two algorithms: (a) Information entropy of
images in different datasets; (b) Color deviation values of images in different datasets.

3.3. Low-Illumination Image Denoising Based on INLM

When enhancing the quality of low-illumination images, EAINDA also enhances
noise interference, thereby increasing the probability of mismatching and reducing the
positioning accuracy of the target. Therefore, it is necessary to denoise the EAINDA-
enhanced image. At present, Non-Local Mean filtering (NLM) [24] and 3D Block Matching
filtering (BM3D) [25] are mainly adopted for image denoising. The former is denoised
by calculating similarity weight in pixel neighborhood space. However, the noise in the
image interferes with the accuracy of the similarity weight, thus resulting in detail blur
and artifacts in the de-noised image. The image processed by the latter can easily cause it
to lose edge texture information. In order to balance the relationship between denoising
effect and detail loss, the Improved Non-Local Mean filtering (INLM) quadratic denoising
method is proposed based on the NLM algorithm, which is composed of the Improved
Gaussian Low-Pass Filter (IGLPF) and the Ti Gao Non-Local Mean filtering (TGNLM). The
details of the INLM algorithm are as follows:

3.3.1. Primary Denoising Based on IGLPF

Under low illumination conditions, the acquired image contains Gaussian and Poisson
noise. In the image frequency domain, noise belongs to the high frequency range. Therefore,
the frequency-domain low-pass filter can reduce the influence of noise. Frequency domain
low-pass filters are divided into ideal low-pass filters, Butterworth low-pass filters, and
Gaussian low-pass filters. The image processed by the first two low-pass filters has the
phenomenon of detail blurring and “ringing”. The latter has a better denoising effect, but
its denoising effect is limited by the filtering parameter Dy. Therefore, this paper proposes
the IGLPF method based on the Gaussian low-pass filter. The details of the IGLPF are as
follows:

The function of Gaussian Low-Pass Filter (GLPF) is:

H(u,v) _ e—Dz(u, v)/ZDgl (15)

where D) is the cut-off frequency. The larger the Dy, the better the denoising effect, but the
less detailed the information. D(u,v) is the distance to the center of the frequency rectangle.

When the Dy value is lower, the valid information in the image is removed as noise.
In order to construct the IGLPF method suitable for processing low illumination images,
this paper approximates the optimal filtering parameter D through several experiments.
The specific experimental steps are as follows: first, 20 images are randomly selected
from different low-illumination datasets for the experiment, and the selected images are
enhanced by using EAINDA. Then, Dy is valued at intervals of 5 in the range of 10-100,
thus forming the corresponding Gaussian low-pass filter. Finally, these filters are used to
process the EAINDA-enhanced image.



ISPRS Int. ]. Geo-Inf. 2023, 12, 300

9of22

0.0663

Information entropy ( bit)

0.0651

0.0649

In the primary denoising stage, information entropy and Peak Signal-to-Noise Ratio
(PSNR) are introduced as the evaluation indexes of denoising. For Gaussian low-pass filters
composed of different filtering parameters D, the corresponding information entropy and
PSNR of the denoised images are shown in Figure 3a,b, respectively.

0.0661

0.0659

0.0657

0.0655

0.0653

Information entropy mean value Pre-denoisi u After d

PSNR (dB)

10
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(@) (b)

Figure 3. Evaluation indexes corresponding to different Dy: (a) Mean value of information entropy;
(b) Mean value of PSNR.

When Dy is 60, the average information entropy of the image is the highest and the
PSNR value is also large, which means that the image contains the most information and
the noise interference is smaller. In the primary denoising, this paper selects Dy = 60 to
construct the IGLPF method.

3.3.2. Secondary Denoising Based on TGNLM

As can be seen from Figure 3b, residual noise still exists in the image after IGPLF
processing. In order to further remove the residual noise in the image and maintain the
integrity of the structural information, this paper constructs TGNLM on the basis of NLM
in the secondary denoising stage. The details of TGNLM are as follows:

Let the IGLPF denoised image be v and the TGNLM denoised image be u.

v={v(x)|x €I}, (16)

I denotes the coordinate domain of the image v. For one of the pixels x, the weighted
average of the remaining pixels in the image is calculated using NLM, and then the
estimated value of that pixel point is calculated.

u(®) = ¥, co W y) x oly), 17)
where weight W(x, y) in the formula is obtained by the similarity between the pixel x and

the pixel y, and the conditions 0 < W(x, y) < 1and }_W(x,y) = 1 are satisfied.
y

2
exp (_N(x)hrzw)lz,a)
W(x’y) = Z(x)

(18)

The similarity between pixel x and pixel y is determined by the similarity of their
gray value vectors N(x) and N(y). N(x), N(y) denote the neighborhood matrices with
pixel x and y as centers, respectively. The similarity between the two is measured by the
Gaussian-weighted Euclidean distance || N(x) — N(y) ||3 ,. @ > 0 is the standard deviation
of the Gaussian kernel. ’
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The smaller the Euclidean distance, the more similar the gray value vectors of the
neighborhood, and the greater the weight obtained by the corresponding pixels in the
weighted average. The weight is defined as follows:

IN(x) = N()Il2

Z(x) = Zy exp < ” 2"1), (19)

where Z(x) is the sum of all weights and a normalized factor. / is the coefficient that controls
the denoising degree. The h is larger, and the denoising degree is higher, but the image is
more blurred. The experiment to determine the smoothing coefficient / is as follows.

In order to balance the relationship between the de-noising effect and detail infor-
mation, this paper approximates the optimal smoothing parameter by point-by-point
experiment. The specific steps are as follows: first, four images are randomly selected
among the actual images. Then, & is valued at intervals of 1 in the interval of 2-8, thus
forming the corresponding NLM method. Finally, these NLM methods are used to process
the IGLPF denoised image. In order to objectively evaluate the denoising effect of NLM
methods composed of different ;, Signal-to-Noise Ratio (SNR) and information entropy are
introduced as evaluation indexes. The results of the two evaluation indicators are shown in
Figure 4a,b, respectively:

60 0.0664
mSample1 ®Sample2 Sample 3 Sample 4 Mean value 0.0662 | Mean value of information entropy
50 =
) 0.066
_. 40 2 0.0658 |
g E
2 £ 0.0656 -
~ 30 a
% § 0.0654
20 E 0.0652
=
E 0.065 |
10
0.0648
0 : : : * * * 0.0646
2 3 4 5 6 7 8 2 3 4 5 6 7 8
(a) (b)

Figure 4. Evaluation indexes corresponding to different h: (a) SNR statistical results; (b) Mean value
of Information entropy.

When i =3, 4, 5, or 8, the SNR of the image is larger, and the noise is smaller. When
h = 3, the information entropy of the image is higher, second only to the information entropy
when & = 2. The larger the &, the more blurred the image. Therefore, I = 3 is selected to
form the TGNLM method in the secondary denoising stage. Combining the analysis results
of Figures 3 and 4, the parameters of the INLM denoising algorithm are Dy = 60 and & = 3.

3.3.3. Evaluation of Denoising Effect Based on INLM

In order to scientifically evaluate the denoising effect of INLM, SNR and Structural
Similarity Image Measurement (SSIM) are introduced as evaluation indexes. The steps
are as follows: first, five images are randomly selected from different low-illumination
datasets, and the selected images are enhanced by using EAINDA. Then, INLM is used to
denoise the enhanced image. For EAINDA-enhanced images, the evaluation metrics after
denoising are shown in Figure 5.

After INLM processing, the image SNR increases, and the average SNR increases by
15.94%. Meanwhile, the SSIM value of the denoised image is close to 1. Therefore, the INLM
method still retains the structural information of the original image after denoising, which
makes up for the shortcomings of the existing denoising algorithms to a certain extent.
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Figure 5. Comparison results of each evaluation index: (a) Average SNR of images in different
datasets; (b) SSIM of images from different datasets.

3.4. Sharpness Enhancement Based on Unsharp Mask

The clarity of the image depends on the amount of high-frequency information. How-
ever, the small amount of edge detail will be treated as noise and removed in the process of
denoising, thus resulting in a blurred image. Therefore, this paper uses the USM algorithm
to sharpen the denoised image, so as to further improve the clarity and visual effect of the
image. The specific steps of the USM algorithm are as follows:

First, low-pass filtering is used to process the INLM denoised image. Then, the
difference between the processed image and the INLM denoised image is calculated point
by point. Finally, the result of the difference calculation is multiplied by a correction factor
k and added to the image denoised by INLM, thus obtaining the NEALMF degradation
suppression image. The mathematical expression of USM is shown in Equation (20).

g(xy) = f(xy) +k{f(x,y)—Li (x,y)} (20)

where g(x,y) represents the sharpened image, f(x,y) represents the INLM-denoised, L; is
the low-pass filter, and k is the gain coefficient.

In order to compare the sharpness of the images after USM sharpening, variance is
introduced as an objective evaluation index. First, five images are randomly selected from
different low-illumination datasets, and EAINDA is used to enhance the selected images.
Then, the EAINDA-enhanced image is denoised using INLM. Finally, the USM is used to
sharpen the INLM denoised image. After USM sharpening, the clarity of INLM denoised
images is shown in Table 2.

Table 2. Variance of INLM-denoised images before and after sharpening.

Different Actual SICE LIME LOL MEF  Mean Value
Image Datasets Image
Before 41.72 48.44 59.16 4217 62.37 50.77
After 50.63 58.28 73.33 50.98 73.75 61.39

As can be seen from Table 2, the variance of the sharpened image becomes larger, and
the average variance value increases by 20.92%. Therefore, USM improves the clarity of the
denoised image to a certain extent.

3.5. Experiment and Result Analysis of NEALMF Method

In visual positioning, whether the location information of the target can be accurately
determined depends on the accuracy of image matching. However, the accuracy of feature
matching depends on the number of feature points carrying image information. Therefore,
the accuracy of the target location depends on the number of feature points in the image.
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In order to verify the scientificity and effectiveness of NEALME, SIFT, and ORB local
feature points are introduced as objective evaluation indicators. First, five images are
randomly selected from different low-illumination datasets. Then, the seven methods
shown in Table 3 are used to enhance the selected images. After processing by different
algorithms, the visualization effect of low-illumination images is shown in Table 3, and the
evaluation index of image enhancement effects is shown in Figure 6.

Table 3. Low-illumination images processed by different algorithms.

Different
Image Datasets

Actual Image SICE LIME LOL MEF

Original Images

AINDANE

Al-Ameen

Li

Dong

Tsai

NEALMF

'

p—
i 2l

|
1

l!_;!:j_lyl

From a subjective point of view, when compared with the other six algorithms, the
low-illumination images processed by the NEALMF algorithm have moderate brightness,
richer local details, and more “real” colors.

From an objective point of view, when compared with the images enhanced by the
other six algorithms, the NEALMF-enhanced image has the largest number of feature
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points extracted. Compared with low-illumination images, the average number of SIFT
feature points in NEALMF-enhanced images increased by 4.62 times, and the average
number of ORB feature points increased by 66.96%.

Experiments show that the NEALMF method improves the quality of low-illumination
images through four aspects: local feature enhancement, color correction, denoising, and
sharpening, thus providing better visual data for visual positioning.
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Figure 6. Mean value of the number of local feature points: (a) Number of SIFT feature points before
and after image enhancement in different datasets; (b) Number of ORB feature points before and
after image enhancement in different datasets.

4. Framework of the Proposed Positioning Method VLMSF

In this section, the details of the proposed visual localization method VLMSF are
highlighted, including the basic principles of the VLMSF method, the construction of the
offline database, and the similarity construction of the VLMSF method. Among them, the
specific process of VLMSF method is shown in Algorithm 1:

Algorithm 1 VLMSF

Input: unpositioned image I, offline feature database image I, fusion threshold R, final
similarity threshold Ry,;

Output: geographical position of the image to be positioned (x, y);

Begin:

1. I; is preprocessed by the NEALMEF to obtain I;;

2. The similarity R of I; and I; by the FTOS method;

3. If Rc > Ry, or Rc > R, then obtain rough images I (s = 1,2,3...);

4, If S =1, then obtain the most similar image Is;

5. Else S > 1, obtain the most similar image I; to I; by using the VIBK;

6. End If

7. The location information (x,y) of I; is the coordinate information carried by Is;
End

4.1. Visual Localization Based on Multi-Similarity Fusions

Aiming at the problem of poor positioning accuracy caused by existing similarity
retrieval methods, a Visual Localization with Multiple-Similarity Fusions (VLMSF) method
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is proposed in this paper based on image retrieval. The method is divided into two parts:
Fusions Of Three Similarities (FOTS) image retrieval and Vgg-16 Image retrieval Based on
Kears (VIBK). The specific steps of the VLMSF positioning method are shown in Figure 7:

Rough estimation based on FTOS

——— — — — —— — —— — — — —— — —— — ———— o wm wm Offline Features Database Monocular camera

I 1 I
orB ! ! ORB
I e : ! similarity
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| ) MR v | 1o 2o [
I 2 0.94804 094904 oo 'experimentsl Sln‘lllal‘lty
Y 0.61127 0.68512 I 1
I 10.49606 0.49534 1 1 5
y I I I I : : Histogram
| i imilarity ! |
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____________________________________ ! the highest similarity
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Figure 7. Determine the location information of the target using VLMSE.

As can be seen from Figure 7, the target image needs to be preprocessed with NEALMF
before positioning in order to obtain the corresponding degradation suppression image.
Second, the FTOS method is used to select rough images with high similarity to degradation
suppression images from database images. Then, VIBK is used to extract the last layer of
semantic features of the rough images and the degraded suppressed image, respectively,
in order to generate the corresponding h5 feature vector. Finally, the cosine similarity is
used to calculate the similarity between each rough image and the h5 corresponding to the
degradation suppression image, and the K-means clustering method is used to sort the
obtained similarity, thus obtaining the rough image corresponding to the highest similarity.
The location information carried by this rough image is the location information of the
target image, thus enabling precise positioning of the target.

4.2. Construction of the Offline Feature Database

In order to facilitate the collection of images for positioning experiments, this paper
chooses the second floor of the office building as the experimental site. As shown in Figure §,
the intersection of the two rectangular coordinate systems in the middle of Figure A is
taken as the coordinate origin in the world coordinate system. Among them, the horizontal
direction represents the x-axis of the world coordinate system, and the vertical direction
represents the y-axis of the world coordinate system. There are two categories of image
acquisition for monocular cameras: video stream acquisition and fixed point acquisition.
Though the former offers the advantage of simple sampling, image redundancy or image
loss might occur in some regions because of the uneven motion of the vision sensor.
In order to improve the quality of the collected image, this paper uses the fixed-point
method to collect the image. First, a collection point is taken at an interval of 1.3 m on
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the x axis and 1.5 m on the y axis, thus completing the collection of images on the whole
experimental site. Then, images are taken at each acquisition point with the y-axis direction
at 0 degrees, starting clockwise at 30-degree intervals, and a total of 12 images are taken at
each acquisition point. At the same time, the position information of each acquisition point
is recorded, thus constructing the low-illumination database.

Py
‘I/ 330° 0° 30° 2 Corridor plan of the second floor
300° 60° |
::monw [TTIILTIT
1240° 120° \

I 210°180°150° ! —>

\

e i e
-26-13 0131526 3.03.9
Fixed-point image acquisition

JINTVIN

i |
dLrﬂl N i) I
M'! iﬂ'.'u.

”5'«

Degradahon

?5* BN
suppression image database /

Figure 8. Construction of the offline feature database.

In order to improve the image quality of visual data, it is necessary to preprocess
the low illumination image database in order to form the offline feature database. The
specific steps are as follows: first, NEALMEF is used to process the images in the low
illumination database in order to obtain the degradation suppression image database. Then,
the feature extraction algorithm is used to classify the global and local features in the
degradation suppression image database in order to generate feature descriptors. Finally,
the feature descriptor of the degradation suppression image is stored in pairs with the
location information of the corresponding image, thereby constructing the offline feature
database, as shown in Figure 8.

4.3. Similarity Calculation Based on the VLMSF

The VLMSF method, constructed by multi-similarity fusion, is divided into two parts:
FTOS similarity for rough estimation and cosine similarity for accurate estimation. FTOS
consists of ORB similarity, Perceptual Hash (Phash) similarity, and histogram similarity.
The steps to implement FOTS similarity are as follows:

(1) For the two selected images, if the maximum similarity calculated by the three simi-
larity algorithms is greater than or equal to the fusion threshold, the maximum value
is the similarity R, after the fusion algorithm. Otherwise, the minimum value of
similarity calculated by the three algorithms is taken as the subsequent similarity R,
of the fusion algorithm.

(2) Define the final threshold as Ry,. If R, reaches the final threshold, the two images are
considered to be very similar.

In order to improve the accuracy of rough estimation, appropriate R, and Ry, should
be set for rough screening of database images. In this paper, multiple experiments are
used to approximate the optimal thresholds R, and Ry,. The specific steps are as follows:
first, 20 images are randomly selected from the degradation suppression database. Second,
20 images of the same angle are taken at the same position as the selected image. Then,
NEALMEF is used to preprocess the collected images to obtain the corresponding degrada-
tion suppression images, thus designing 20 sets of threshold determination experiments.
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Finally, the evaluation indexes of 20 groups of experiments are counted, including the
values of the three similarities, the minimum value, the maximum value, the average
value, and the mean of the sum of the maximum value and the average value, in order
to determine R, and Ry,. The statistical results of each evaluation index and their average
values are shown in Figure 9.
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Figure 9. Determination of similarity thresholds R, and Ry,: (a) Statistical results of each evaluation
index; (b) Mean value of each evaluation index.

In order to screen out images with high similarity and to ensure that the number of
rough estimated images is at least 1, this paper selects the average value as the basis for
the selection of the fusion threshold, and the mean of the sum of the maximum value and
the average value as the basis for the final threshold selection. According to Figure 9, the
fusion threshold R, is 0.68, and the final threshold Ry, is 0.82.

In the accurate estimation, VIBK uses the cosine similarity algorithm to calculate the
cosine value of the angle between the two h5 vectors in the inner product space in order to
obtain the similarity between the two images. The closer the cosine is to 1, the more similar
the two images are. Given vectors a(x1, X, - -, xn) and b(y1, y2,- - -, Yn), the angle cosine of

the vector is:
X1Yy1+x2y1+ -+ XnYn

cos(a,b) = ,
( )-WM+n+~+me+m+m+w)

(21)

4.4. Location Estimation Based on the VLMSF

In order to accurately estimate the location information of the target and reduce the
estimation time, the VLMSF method divides the location estimation of the target into two
parts: coarse and precise estimation. The details are as follows:

First, the monocular camera collects images by the fixed-point method and uses
NEALMEF to preprocess the collected images, thus obtaining the corresponding degradation
suppression images. Then, the FTOS method is used to roughly screen the database images
with high similarity to the degradation suppression images. Finally, the VIBK method
is used to extract the last layer of convolutional features from rough images and the
degradation suppression image, respectively, thus forming the corresponding h5 feature
vector. The database image corresponding to the vector is the location information of the
target image.

5. Simulation and Analysis of the Proposed Method VLMSF

In this section, the main content includes two parts: (1) localization results of the pro-
posed method VLMSF for different types of low-illumination images, and (2) localization
results of different visual methods.

5.1. Visual Positioning Effects of Different Types for Low-Illumination Images

In engineering applications, the loss of feature points mostly reflects the impact of
changing illumination intensity on the image. Under indoor low-illumination conditions,
different illumination intensities cause the loss of image feature points in two main cate-
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gories: global feature point loss and local feature point loss. The former is the image with
low overall luminance, which makes the global detail information in the image obscured,
thus making it difficult to be effectively identified and extracted by computer vision tech-
nology, as shown in Figure 10a. The latter is the image with low local luminance, which
makes the local feature information in the image obscured, thereby resulting in the loss of
local detail information in the image, as shown in Figure 10b.

(a) (b)

Figure 10. Two types of low-illumination images in indoor environments: (a) Global low-luminance
images; (b) Local-low luminance images.

To scientifically assess the suggested VLMSF method in this paper, the gathered
low-illumination images are separated into two types for localization testing: global low
luminance and local low luminance. The details are as follows: first, 32 images with low
global luminance and 32 images with low local luminance are selected as the target images
for localization experiments. The images selected for the localization experiments are shown
in Figure 11. Among them, Figure 11a,b represent images with low global luminance, and
Figure 11¢,d represent images with low local luminance. Next, the NEALMF method is used
to enhance the two types of low-illumination images, thereby obtaining the corresponding
degradation-suppressed images. Then, the VLMSF localization method is used to match
the degradation suppression image with the image in the offline database in order to select
the database image that is most similar to the target image. The location information of this
database image is the location information of the target image.

For the two types of low-illumination images, the results of the positioning experiment
are shown in Tables 4 and 5.

As can be seen from the experimental results in Tables 4 and 5, the positioning error of
the proposed method VLMSF in this paper is at most 2.6 m and at least 1.5 m for two types
of low-illumination images.

For both types of low-illumination images, among the 32 sets of localization experi-
ments with global low-luminance images, only one set of localization experiments showed
errors in the localization results. Similarly, among the 32 sets of localization experiments
with low local-luminance images, only one set showed errors in the localization results. As
a result, the localization accuracy of the proposed VLMSF method in this paper is 96.88%
for both types of low-illumination images.

The following conclusions can be drawn from the above analysis results: for different
brightness conditions in indoor low-illumination environments, the proposed localization
method VLMSF can significantly improve the localization accuracy of the target.
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Figure 11. Two types of positioning experiment images: (a,b) Global low-luminance images;

(c,d) Local low-luminance images.

Table 4. Location error statistics of the proposed method VLMSF in this paper.

. . Correct Location Estimated Location
Location Information X gt
Information Information
Global (3.90, 6.00) (1.30, 6.00)
low-luminance images
Local (30.00, 24.00) (31.50, 2.40)

low-luminance images

Table 5. Statistical results of positioning experiments.

Types Global Local
of Low-Illumination Images Low-Luminance Images Low-Luminance Images
Positioning accuracy /% 96.88% 96.88%
Total positioning error/m 2.60 1.50

Average positioning error/m 0.08 0.05
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5.2. Simulation and Result Analysis of Different Vision Methods

At the selected experimental site, a monocular camera is used to take 180 target images
at any position. Then, 180 sets of positioning experiments are performed using the VLMSF
method. The specific steps are as follows: first, NEALMEF is used to preprocess the target
image, thus obtaining the corresponding degradation suppression image. Then, VLMSF
is used to match the degradation suppression image with the image in the offline feature
database, thereby selecting the most similar database image. The location information
corresponding to this database image is the location information of the target image.

In the localization experiments, the actual positions of the target images and the
positions estimated by VLMSF are shown in Table 6. In 180 sets of experiments, the VLMSF
method accurately estimated 176 positions with an accuracy of 97.78%.

Table 6. Statistics of positioning deviation of test images.

No. Actual Position  Calculated Results  Location Error/m Deviation Angle/°
1 (3.9,6.0) (1.3, 6.0) 2.60 0
2 (3.9, 1.5) (—2.6,3.0) 6.67 12.99
3 (30, 24.0) (31.5,24.0) 1.50 0
4 (10.5, 25.5) (10.5, 21.0) 4.50 0

In order to verify the effectiveness and scientificity of VLMSE, the Kears-based VGG-16
similarity retrieval method, the image retrieval method based on color image histogram [26],
Phash [27], Liu [28], Wang [29], Manzo [30], and VLMSF are used to experiment on
180 target images. Before determining the location information of the target image, this
paper uses NEALMF to preprocess the target image in order to obtain better visual data.
The average running time of each phase of the method in NEALMF is shown in Table 7.
The location estimation results of the seven algorithms are shown in Table 8.

Table 7. Average running time of each phase method in the NEALMF.

Each Phase ]
Method in the NEALMF EAINDA INLM USM Total Time
Average 14.00 86.00 4,00 104.00

preprocessing time/ms

Table 8. Performance comparison of each similarity positioning method.

Method Vgg-16 Histogram Phash Liu Wang Manzo Ours
Total deviation angle/° 72.03 84.56 62.08 84.52 77.00 83.82 12.99
Total positioning error/m 20.82 2431 60.06 35.94 39.67 54.26 15.27
Average deviation angle/° 0.40 0.47 0.34 0.47 0.43 0.47 0.07
Average positioning error/m 0.12 0.14 0.33 0.20 0.22 0.30 0.08
Average position 119.40 139.60 144.60 180.00 192.60 116.08 112.50

estimation time/ms

Compared to other methods, the VLMSF method reduces the average positioning
error by a maximum of 75.76% and a minimum of 33.33%. In terms of average position
estimation time, the method proposed in this paper achieved a maximum reduction of
41.59% and a minimum reduction of 3.08%.

The comparison results for each similarity method are shown in Figure 12.

As can be seen from Figure 12, the average positioning error of the proposed method is
only 0.08 m. That is about 8 cm, and the average position estimation time is only 112.50 ms.
Compared with the other six methods, the proposed method improves the accuracy of
position estimation and shortens the time of position estimation.
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Figure 12. Comparison of similarity position estimation methods, they are listed as: (a) Average
positioning error of different methods; (b) Average position estimation time of different methods.

6. Discussion

In this paper, we select the frame building space under morning and evening illumi-
nation conditions as the experimental scene. Due to insufficient illumination, the images
taken in these scenes have serious quality degradation problems, such as low brightness,
low contrast, color distortion, and noise interference. These problems make it difficult to
match the target image with the image in the offline feature database, so the location infor-
mation of the target cannot be determined. Therefore, this paper proposes a VLMSF target
localization method based on the NEALMEF preprocessing enhancement. This method
reduces the influence of low illumination on the visual positioning system by improving
the image quality in order to accurately determine the location information of the target.
When we take images in low-illumination environments with uneven illumination, such as
closed and semi-closed environments with point light sources, we find that the acquired
images have more background noise. At this time, the image processed by the denoising
algorithm in NEALMEF still has a small amount of residual noise. How to more accurately
and comprehensively remove the noise contained in the uneven illumination image is one
of our subsequent research directions.

7. Conclusions

The method in this paper aims to address how to use visual methods to accurately
detect the target’s location information in the frame building space under low-illumination
conditions. Images obtained in this environment have serious quality degradation prob-
lems, such as local feature loss and noise interference, which result in vision methods
failing to determine the location of the target. Therefore, this paper designs a VLMSF visual
positioning method based on NEALMEF preprocessing enhancement. It mainly carried out
the following work:

Firstly, a NEALMF quality degradation suppression method is proposed, which solves
the problem of difficult feature point extraction by improving the quality of the image.
Then, the VLMSF localization method is constructed, which improves the accuracy of
feature matching by combining the underlying features of the image with the high-level
features, thus accurately estimating the location information of the target.

Experiments show that compared with low-illumination images, the number of image
feature points processed by the NEALMF algorithm increases by at least 66.96% and at
most 4.62 times. Therefore, NEALMF largely solves the problem of the difficult extraction
of feature points in visual localization. In the location estimation stage, compared with
other similarity methods, the positioning error of the proposed method is only 8 cm, and
the positioning time is 112.5 ms. Therefore, the VLMSF visual localization method based on
NEALMEF preprocessing enhancement can accurately estimate the location of the target and
shorten the time of location estimation. After comprehensive analysis, the VLMSF target
location method based on NEALMF preprocessing enhancement can solve the influence
of low illumination on visual methods to a certain extent, so as to accurately obtain the
location information of the target.
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