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Abstract: Recently, open-domain question-answering systems have achieved tremendous progress
because of developments in large language models (LLMs), and have successfully been applied to
question-answering (QA) systems, or Chatbots. However, there has been little progress in open-
domain question answering in the geographic domain. Existing open-domain question-answering
research in the geographic domain relies heavily on rule-based semantic parsing approaches using few
data. To develop intelligent GeoQA agents, it is crucial to build QA systems upon datasets that reflect
the real users’ needs regarding the geographic domain. Existing studies have analyzed geographic
questions using the geographic question corpora Microsoft MAchine Reading Comprehension (MS
MARCO), comprising real-world user queries from Bing in terms of structural similarity, which does
not discover the users’ interests. Therefore, we aimed to analyze location-related questions in MS
MARCO based on semantic similarity, group similar questions into a cluster, and utilize the results
to discover the users’ interests in the geographic domain. Using a sentence-embedding-based topic
modeling approach to cluster semantically similar questions, we successfully obtained topic models
that could gather semantically similar documents into a single cluster. Furthermore, we successfully
discovered latent topics within a large collection of questions to guide practical GeoQA systems on

relevant questions.

Keywords: GeoQA; GeoQA dataset; KBQA; semantic parsing; topic modeling

1. Introduction

In today’s information era, more users have access to the Internet every day. The
increased pursuit of knowledge by humans requires machines to act intelligently [1]. Many
researchers have studied open-domain question-answering (QA) for building computer
systems that automatically answer questions in natural language. These open-domain QA
systems, which address questions about nearly anything, relying on general ontologies
and world knowledge, are widely used on a daily basis. For example, many commercial
language understanding or voice control systems, such as Apple’s Siri, Google’s Assistant,
and Xiaomi’s Xiaoai, have been widely adopted by the general public [2].

Depending on the source of information, open-domain QA can be segmented into
open-domain question answering from text (TextQA), knowledge-base question answer-
ing (KBQA), and question answering from tables. Substantial progress has been made
in TextQA because of recent developments in machine reading comprehension and text
retrieval. Furthermore, recent advances in pre-trained language models have led to sub-
stantial improvements in KBQA models. In short, recent progress in natural language
processing (NLP) has considerably advanced open-domain QA. Figure 1a,b show examples
of open-domain QA systems answering specific questions. Figure 1a shows the example of
TextQA, and Figure 1b shows the example of KBQA.
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Figure 1. Open-domain QA examples. The questions in (a,b) are about general knowledge, and
(c,d) are about geographic domains. (a) Example of TextQA regarding general knowledge; (b)
example of KBQA regarding general knowledge. (c,d) Simple questions that Google QA fails
regarding geographic domains: (c) distance between adjacent countries (answer should be 0 or
adjacent); (d) question about cardinal direction. This case study demonstrates that even Google QA
fails at simple geographic questions that require simple geographic domain knowledge.

Although recent progress in NLP has significantly improved the performance of open-
domain QA systems, there has been little research on open-domain QA systems specific to
geographic questions. Even commercial QA products such as Google QA systems struggle
to answer many simple geographic questions. Figure 1c,d show failure cases of Google QA
systems adopted from [2]. Although these questions are easily answered by simple path
traversals in geo-knowledge graphs (Geo-KG) if appropriate information exists, Google
QA systems fail to answer these questions.

Researchers have studied the field of Geographic QA (GeoQA) to mitigate these
problems. GeoQA can be segmented into Factoid GeoQA [2] and Geo-analytic QA [3,4],
depending on the type of question. Factoid GeoQA answers questions based on geographic
facts, whereas Geo-analytic QA focuses on questions with complex spatial analytical intents.
In [5-7], the researchers focused on building rule-based GeoQA pipelines to solve questions
in GeoQuestions201 [5], whereas geo-analytical questions using GeoAnQu were analyzed
in [3,8].

Some research has been conducted on building the GeoQA dataset. In [5], a bench-
mark set of 201 geospatial questions were created from natural language questions and
corresponding SPARQL/GeoSPARQL queries. However, these questions were developed
by third-year undergraduate students without proper standards. The GeoAnQu dataset
in [4] was generated from 100 scientific articles collected in the context of a master’s thesis
at Utrecht University and textbooks on GIScience and GIS. GeoAnQu comprises 429 geo-
analytic questions in the natural language without corresponding SPARQL/GeoSPARQL
queries. The MS MARCO dataset [9] is a large-scale machine reading comprehension
dataset. The dataset comprising diverse questions was generated from Bing’s search log
sampling queries. Among the 1,010,916 questions, approximately 62,400 were location-
relevant questions. Thus, [4,5] are small-scale datasets generated without proper standards,
and [9] is a large-scale dataset generated from real-world queries.

However, there has been little research on the nature of questions in the geographic
domain needed to build intelligent QA agents. Thus, the datasets in [4,5] contribute to
building QA agents that fail to consider user interests and requirements.
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Some studies have analyzed place-related questions that people ask and clustered
similar questions on the basis of their own standard. A semantic encoding-based approach
was proposed in [10] to investigate the structural patterns of real-world place-related
questions on MS MARCO [9], which gathered data from real-world queries on search
engines. In [4], a semantic encoding-based approach as in [10] was proposed to analyze
the patterns in GeoQuestions201, GeoAnQu, and MS MARCO. Although [10] analyzed a
large-scale GeoQA dataset that could represent real users’ interests and clustered similar
questions, their methods were based on semantic encodings, which have limitations in
representing similarities to those questions and therefore not commonly used techniques in
topic modeling or Natural Language Processing (NLP). Furthermore, they did not present
the latent topics of the clusters. Table 1 demonstrates the semantic encoding schema
from [4], and Table 2 illustrates the results of applying semantic encoding schema to some
questions in MS MARCO from [4]. As can be seen from Table 2, semantic encodings are not
able to capture the words that are not detected as a predefined semantic encoding (e.g., the
verb “located” is missing in the semantic encoding “10”). Furthermore, it could not capture
the semantics of the sentence because any arbitrary words that are classified using the same
code (e.g., not only could “ores” be represented as “0”, but every word that is classified as
an object will also be encoded as “0”) will be represented using the same code. That is, the
semantic encoding-based approach could not fully capture the structure or semantic in a
sentence, and could only roughly capture the structure of a sentence. Therefore, it could
only roughly estimate the similarity of syntactic structure, and it could not assess the degree
of semantic similarity. These problems will be addressed by adopting the embedding-based
topic modeling approach.

Table 1. Semantic representation encoding from [4]. Examples of each encoding are as follows:
(1) place names (e.g., MIT); (2) place types (e.g., university); (3) activities (e.g., to study); (4) situations
(e.g., to live); (5) qualitative spatial relationships (e.g., near); and (6) qualities (e.g., beautiful).

Semantic Type Part-of-Speech Code Semantic Type Part-of-Speech Code

where WH-word 1 Place name Noun n
what WH-word 2 Place type Noun t
which WH-word 3 Object Noun 0
when WH-word 4 Quality Adjective q
how WH-word 5 Activity Verb

whom WH-word 6 Situation, and event Verb S

whose WH-word 7 Spatial relationship Preposition r
why WH-word 8

Topic modeling is frequently used to discover latent semantic structures, referred
to as topics, in a large collection of documents by clustering similar documents into a
group. Latent Dirichlet allocation (LDA) and probabilistic latent semantic analysis are
widely used topic-modeling techniques. Because these methods rely on the bag-of-words
(BoW) representation of documents, which ignores the ordering and semantics of words,
distributed representations of words and documents have recently gained popularity in
topic modeling [11-14]. In particular, [11,12] proved that sentence embeddings in topic
modeling produce more meaningful and coherent topics than topic models based on BoW
or distributed word representations.
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Table 2. Examples of encoding patterns adopted from [4]. Natural language can be translated into
semantic encodings. For example, “Where are ores located” could be translated into “10” (where: 1;
ores: 0). This semantic encoding does not capture the verb “located”. This illustrates that the semantic
encoding-based approach is not able to capture the structure of the whole sentence. Furthermore,
the pattern “10” will not be changed if “ores” are changed into any other arbitrary words. That is, it
could not capture the semantics of the sentence. These problems will be addressed by adopting the
embedding-based topic modeling approach.

Pattern Example
2tnn What is the county for Grand Forks North Dakota
In Where are the Boise Mountains
1nn Where is Barton County Kansas
lo Where are ores located
2tn What is county for Seattle

Therefore, we aim to group semantically similar questions into a cluster that has
similar latent topics using an embedding-based topic modeling approach and utilize the
topic modeling results to determine the users’ interest in the geographic domain. To the
best of our knowledge, this is the first study to analyze geographic questions based on
semantic similarity and determine the latent topics inside numerous geographic questions.
The contributions of this study are as follows:

e  We analyzed place-related questions based on semantic similarity. To the best of our
knowledge, unlike existing works that have clustered structurally similar questions,
this is the first study analyzing geographic questions based on semantic similarity.

e Because of the power of semantic similarity, we separated the geographic questions by
clustering semantically similar questions.

e  We demonstrated latent topics within an extensive collection of geographic questions.
These results propose the direction of questions that GeoQA systems should handle to
satisfy user needs.

Our paper is organized as follows. Section 2 describes previous works related to
the GeoQA dataset and topic modeling. Then, in Section 3, we demonstrate the pipeline
of topic modeling and provide a detailed description for each stage of topic modeling.
In Section 4, we provide a description of the dataset to be analyzed, the setup of topic
modeling, and how to evaluate the results of topic modeling. Section 5 provides the results
in terms of a quantitative and qualitative evaluation. Section 6 presents a discussion of
some of the results regarding model choices and their impact. Finally, in Section 7, we
demonstrate the findings of our work, how these results could be utilized, the limitations
of our study, and possible directions of future research.

2. Related Works

In this section, we discuss related work, starting with a brief overview of GeoQA
(Section 2.1), the GeoQA dataset (Section 2.2), the analysis of GeoQA dataset (Section 2.3),
and topic modeling (Section 2.4). Specifically, Sections 2.1 and 2.2 provide an introduction
to GeoQA and the GeoQA dataset. Section 2.3 demonstrates related research and our
research in terms of analyzing geographic questions and finding latent topics inside them.
Section 2.4 describes related studies with respect to topic modeling, which we used to
analyze geographic questions and find latent topics within them.

Note that our research is primarily focused on analyzing the GeoQA dataset. Existing
studies on analyzing the GeoQA dataset have utilized semantic encoding, which is not
commonly used in the NLP field. The reason for this is that semantic encoding treats all
words within a specific code as the same. That is, it may not distinguish different words
with different meanings.
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In order to represent documents, BoW representations have traditionally been used,
and more recently, contextualized representations have been used. Both models are able to
distinguish different words as different representations. However, BOW representations
are not able to deliver contextual information, while contextualized representations are.
Therefore, in terms of document representations, the semantic encoding-based approach
has a severe limitation and thus is not widely used in NLP.

Therefore, it should be noted that although the contribution of our research is primarily
in the area of GeoQA, the algorithms we used to improve upon existing GeoQA research
came from the field of NLP. In other words, we used recently proposed algorithms in NLP
to contribute to the field of GeoQA. Table 3 demonstrates the overview of related works.

Table 3. Overview of related works. Our study contributes to the area of GeoQA, particularly in
analyzing the GeoQA dataset by utilizing topic modeling methods with contextualized document
embeddings recently proposed in the area of NLP.

Area Sub-Topic Description Reference

GeoQA GeoQA systems rule-based approach 5,71
GeoQA dataset small-scale/questions only [3]
small-scale/question and query pairs [5]
Large-scale/questions only [9]

Analyzing GeoQA dataset utilized semantic encodings (not commonly used) [10]

NLP sentence embedding BoW document representation (traditional approach) [15]

contextualized document embedding (based on PLMs) [16,17]
Topic modeling topic modeling with BoW representations [18]
topic modeling with contextualized document embeddings [11]

2.1. Brief Overview of GeoQA

GeoQA is a sub-domain of QA that aims to answer geographic or place-related questions.
GeoQA research can be divided into two categories: Factoid GeoQA and Geo-analytic QA.

Factoid GeoQA answers questions based on geographic facts. In [5], the authors imple-
mented the first QA engine that could answer questions with a geospatial dimension. They
proposed a template-based query translator that could translate a natural language follow-
ing predefined templates into SPARQL/GeoSPARQL queries. Deep neural networks were
used to improve the methods in [6,7] for named entity recognition, dependency parsing,
constituency parsing, and BERT representations for contextualized word representations.
Thus, they improved the accuracy of query generation results. However, that research also
relied on a rule-based approach for translating natural language into SPARQL / GeoSPARQL
queries. All these studies were conducted using GeoQuestions201, as discussed later.

Geo-analytic QA refers to answering geographic questions that require complicated
geoprocessing workflows. Although some works [3,8] have studied Geo-analytic QA, no
work has fully implemented the entire QA pipeline for Geo-analytic QA. In [3], the authors
focused on why core concepts are essential for handling Geo-analytic QA, while in [8],
language questions were translated into concept transformations. However, they failed
to convert concept transformations into query languages such as SPARQL/GeoSPARQL.
Although they translated natural language into intermediate structures, these can only be
regarded as a partial implementation of Geo-analytic QA.

2.2. GeoQA Dataset

There are several datasets available for geographic questions. Nguyen et al. [9] in-
troduced a large-scale machine-reading comprehension dataset named MS MARCO. The
dataset comprises 1,010,916 anonymized questions sampled from Bing’s search query logs,
each with a human-generated answer and 182,669 completely human-rewritten-generated
answers. These datasets contained 6.17% location-related queries, i.e., approximately
62,000 queries. Although MS MARCO was originally introduced for real-world machine
reading comprehension, to the best of our knowledge, it is the first and only large-scale
geographic question corpus that has been studied.
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GeoQuestions201 [5] comprises data sources, ontologies, natural language questions,
and SPARQL/GeoSPARQL queries. These questions were answered by third-year students
of the 2017-2018 Artificial Intelligence course in the authors” departments. The students
were asked to target three data sources (DBpedia, OpenStreetMap, and General Adminis-
trative Divisions dataset) by imagining scenarios in which geospatial information would be
required and could provide intelligent assistance and propose questions with a geospatial
dimension that they considered “simple”.

GeoAnQu [4] contains 429 geo-analytic questions compiled from scientific articles col-
lected in the context of a master’s thesis at Utrecht University using Scopus and textbooks on
GlIScience and GIS. For scientific articles, the articles explicitly stated the questions in some
cases, but in most cases, the authors manually formulated the question based on reading the
article. For textbooks, they reformulated questions when they were not yet explicit.

GeoQuestions201 and GeoAnQu are small dataset made up of subjective, uncommon
questions among public users, respectively. Therefore, there is no guarantee that the
questions in [4,5] could represent a “natural” distribution of the information needs that
users may want to satisfy using an intelligent assistant. As QA’s fundamental role is to
answer users’ queries, a practical QA engine must be improved to satisfy the user’s request.
In conclusion, the MS MARCO dataset would be a good fit for GeoQA tasks, as it comprises
questions that were sourced from a real-world question-answering engine.

2.3. Analyzing the GeoQA Dataset

Several studies have analyzed GeoQA datasets. Hamzei et al. [10] analyzed MS
MARCO in terms of its syntactic structure. Words or spans were encoded as semantic
encodings such as place names, place types, activities, situations, qualitative spatial rela-
tionships, WH words, and other generic objects. They calculated the Jaro similarity [19]
and applied the k-means clustering algorithm [20] to the encoded sentences. They also
analyzed frequent patterns. However, because semantic encoding-based methods are
based on syntactic structure, there is no guarantee of finding semantically similar clusters.
Furthermore, they did not provide any latent topics of clusters.

In [4], MS MARCO, GeoQuestions201, and GeoAnQu were compared by adopting
similar pipelines based on semantic encoding. They compared each dataset in terms of
encoded patterns, such as n-gram patterns, encoded as predefined semantic encodings. They
also analyzed and compared each dataset based on the frequency of specific words such as
how, what, and when. However, because these works are based on word frequency or Jaro
similarity in encoded patterns, there is no guarantee that these clusters share semantically
similar topics. Furthermore, this work did not present any latent topic of the cluster.

2.4. Topic Modeling

The ability to organize, search, and summarize a large volume of text is a ubiquitous
problem in NLP. Topic modeling is often used when a large collection of texts cannot be
reasonably read and sorted by a person. Given a corpus comprising many texts, referred
to as documents, a topic model will uncover latent semantic structures or topics in the
documents. Topics can then be used to find high-level summaries of a large collection of
documents, search for documents of interest, and group similar documents [13].

Conventional models, such as LDA [18] and non-negative matrix factorization (NMF) [21],
describe a document as a bag of words, and model each document as a mixture of latent
topics [11]. However, because BoW representations disregard the syntactic and semantic
relationships among the words in a document, there are two main linguistic avenues to
coherent text [12].

Recently, pre-trained language models have successfully been used to tackle a broad
set of NLP tasks such as natural language inference, QA, and sentiment classification.
Bianchi et al. [12] demonstrated that combining these contextualized representations, that
is, BERT, with topic models produced more meaningful and coherent topics than traditional
BoW topic models. Grootendorst [11] introduced BERTopic, which also uses pre-trained



ISPRS Int. ]. Geo-Inf. 2023, 12, 52

7 of 25

language models. It extends the clustering embedding approach described in [13,14] by
incorporating a class-based variant of TF-IDF to create topic representations.

3. Topic Modeling Based on BERTopic

BERTopic generates topic representations in three steps: First, each document is
converted into its embedding representation using a pre-trained language model. Then, the
dimensionality of the resulting embeddings is reduced to optimize the clustering process
and group similar embeddings into a cluster. Finally, topic representations are extracted
from the document clusters using a custom class-based variation of TF-IDF [11].

We followed the BERTopic pipeline. However, BERTopic was applied on news arti-
cles, which are far different from questions in MS MARCO. Therefore, for each step, we
included additional algorithms and a hyperparameter search to find appropriate settings
for analyzing place-related questions in MS MARCO. Figure 2 shows the workflow of our
approach and presents the difference between BERTopic and our approach.

Pipeline Embedding » Dimensionality ) Toplc
Documents Reduction Clustering T A

= sentence-t5-large

= sentence-t5-x|
= K-means

Ours = sentence-t5-xxI| .
= all-MiniLM-L6-v2 HDBSCAN
= all-mpnet-base-v2 UMAP C-TF-IDF
= all-MiniLM-L6-v2
BERTopic = all-mpnet-base-v2 HDBSCAN

Figure 2. Workflow of our approach. Our approach shares the same pipeline with BERTopic.
However, our approach has more options for choosing the models.

Note that the word “document” refers to the question in MS MARCO. We will inter-
changeably use the word “document” and “question”, depending on the context. However,
“document” and “question” are the same in our experiments.

3.1. Sentence Embeddings

In BERTopic, the authors assumed that documents containing the same topic were
semantically similar. BERTopic used the Sentence-BERT (SBERT) [16] framework to perform
the embedding step. As a baseline model [11], all-MiniLM-L6-v2 (MiniLM) and all-mpnet-
base-v2 (MP-NET) SBERT models were used.

As mentioned in [11], any other embedding can be used if the language model is fine-
tuned for semantic similarity; thus, the quality of clustering in BERTopic is enhanced as new
and improved language models are developed. We explored better sentence embedding
models when applying BERTopic to place-related questions.

Sentence-T5 (ST5) [17] first explored sentence embeddings from text-to-text transform-
ers (T5) [22] and demonstrated that with proper fine-tuning strategies, ST5 outperformed
SBERT /SRoBERTa and SimCSE [23] in SentEval and SentGLUE transfer tasks, including
semantic textual similarity.

Therefore, in addition to all-MiniLM-L6-v2 (MiniLM) and all-mpnet-base-v2 (MP-NET)
SBERT models, which are baselines for BERTopic, we further utilized the sentence-t5-large,
sentence-t5-xl, and sentence-t5-xx1 ST5 models. In addition to sentence-t5-large, we used
the sentence embeddings of ST5 Enc 3B and 11B because [17] demonstrated that scaling
up the model size greatly improves sentence embedding quality. In conclusion, we used
sentence-t5-large, sentence-t5-x1, and sentence-t5-xxl in addition to BERTopic’s baseline
MinilLM, MP-NET.
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3.2. Clustering

In BERTopic, before clustering similar documents based on sentence embeddings,
the dimension of embeddings is reduced. To reduce the dimensionality of document
embeddings, instead of traditional PCA [24] or t-SNE [25], they used UMAP [26], which
has been shown to preserve more local and global features of high-dimensional data in
lower projected dimensions [26].

To cluster the reduced embeddings, they used HDBSCAN [27] models, which uses
a soft-clustering approach, allowing noise to be modeled as outliers. This prevents unre-
lated documents from being assigned to any cluster and is expected to improve the topic
representation. Moreover, [28] demonstrated that reducing high-dimensional embeddings
with UMAP can improve the performance of well-known clustering algorithms, such as
k-means and HDBSCAN, in terms of clustering accuracy and time.

Note that our purpose is to identify the users’ interest in the geographic domain; it
could be problematic if too many documents are classified as outliers, since outliers could
be regarded as a single cluster. To prevent the generation of outliers, in addition to the
baseline of BERTopic (HDBSCAN), we include k-means as the clustering method, which is
popular among hard-clustering approaches.

3.3. Topic Representation

For topic representation, we followed the method used in [11]. After clustering, we represent
each topic using class-based TF-IDFs, which are variants of the classical TF-IDF proposed in [11].
The classic TF-IDF represents the importance of a word in a document as follows:

Wi s = tfia * log(;\;t), 1)

where W, ¢ is the weight of term f in document d, N is the number of documents in the
collection, tf; 4 is the frequency of term t in document d, and df; is the frequency of term ¢ in
the collection. Under certain assumptions, summing up TF-IDF for all possible words and
documents could be interpreted as mutual information between the probability distribution
over documents and probability distribution over terms [29].

To generalize TF-IDF from a document to a cluster of documents, [11] treats all docu-
ments in a cluster as a single document by concatenating the documents. Subsequently,
TF-IDF is adjusted to account for this representation by translating documents into clus-
ters [11]. These could generate representations of topics that we call class-based TF-IDF,
in short, c-TF-IDF. To reduce the number of topics into specified values, [11] merged each
cluster by iteratively merging the c-TF-IDF representations of the least common topic with
its most similar one. The equations for the c-TF-IDF are as follows:

Wie = tfic xlog (1 + A) , 2)
tfi

where c is a collection of documents concatenated into a single document for each cluster,

Wi, refers to the term frequency of term ¢t in class ¢, A is the average number of words per

class, and tf; is the frequency of term f across all classes. To output only positive values, 1

is added to the division within the logarithm [11].

4. Experimental Setup
4.1. Dataset

MS MARCO was introduced in [9] to handle the problems of the existing dataset.
Existing datasets are not sufficiently large to train deep neural networks, or even if there
are large-scale machine-reading comprehension datasets, they are often synthetic. Further-
more, a common characteristic shared by many of these datasets is that the questions are
generally generated by crowd workers based on the provided text spans or documents. In
contrast, in MS MARCO, the questions correspond to actual search queries that users have
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submitted to Bing, and therefore may be more representative of a “natural” distribution of
the information needs that users may want to satisfy using, say, an intelligent assistant [9].
For this reason, we selected MS MARCO as our geographic question dataset.

Table 4 shows the distribution of questions based on an answer-type question classifier
and the proportion of questions that explicitly contain words like “what” and “where”,
adopted from [10]. Nearly 6.17% of the questions were related to location. For our
experiments, we only used location-type questions in the training set. We retrieved
50,893 questions from the training set and performed exploratory data analysis.

Table 4. Distribution of questions based on the answer-type question classifier and the proportion of
the questions that exactly contain the specific word in MS MARCO. This table is adopted from [9].

Question Segment Percentage of Question
Question contains
YesNo 7.46%
What 34.96%
How 16.80%
Where 3.46%
When 2.71%
Why 1.67%
Who 3.33%
Which 1.79%
Other 27.83%
Question classification

Description 53.12%
Numeric 26.12%
Entity 8.81%
Location 6.17%
Person 5.78%

We analyzed the same question containments as in [9]. In Table 5, 55.63% of our
questions contain “where”, and 34.35% of our questions contain “what”. In Table 4,
although only 3.46% of the original MS MARCO contains the “where” segment, 55.63% of
location-related questions contain the “where” segment.

Table 5. The proportion of the questions that exactly contain the specific word in location-related
questions in MS MARCO.

Question Contains Percentage of Question
What 34.35%
How 0.09%
Where 55.63%
When 0.01%
Why 0.03%
Who 0.04%
Which 3.11%

We also analyzed the length of the questions. Figure 3 shows a histogram of question
length, and Table 6 shows the statistics of question length. Most of the length lies between 4
and 8 words, and the average question length is 6.08 words. We retained questions shorter
than 20 words, resulting in 50,859 questions.
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Figure 3. Histogram of document lengths. The X-axis represents the question (document) length,
which is the number of words in each question. The Y-axis represents the number of questions with
the specific value of question length. Most of the questions have a length between 4 and 8 words.

Table 6. Statistics of question length. The question length refers to the number of words in each
question. The maximum question length is 57 words, and the minimum question length is 2 words.
The average length of questions is 6.08 words.

Question Length Statistics Value
max length 57
min length 2
avg length 6.08
length std 1.99
length median 6
25th percentile 5
75th percentile 7
4.2. Models

We adopted the same pipeline as BERTopic to analyze the questions. Because most of
our questions contain less than 10 words, the default hyperparameters used by BERTopic [11]
could be inappropriate. Therefore, we conducted experiments to tune hyperparameters
for BERTopic before analyzing the questions. Specifically, we tested variations in sentence
embedding models, target dimensions for UMAP dimensionality reduction, and clustering
methods. The experimental setup is presented in Table 7.

Table 7. Experimental setup for BERTopic.

Type of Model Hyperparameters

[“all-MiniLM-L6-v2”, “all-mpnet-base-v2”, “sentence-t5-xx1”,

embedding model “sentence-t5-x1”, “sentence-t5-large”]
UMAP dimension [5,10,15]
clustering model [“k-means”, “HDBSCAN"]

For sentence embeddings, we used the base model, all-MiniLM-L6-v2, and all-mpnet-
base-v2, as in [11]. Because these models are tuned for all-round models for many use-cases,
we additionally tested models that had been specifically fine-tuned for sentence-similarity
tasks, sentence-t5-xx1, sentence-t5-xl, and sentence-t5-large, depending on their model sizes.
A detailed description of the embedding models is provided in Table 8.

For the clustering method, we used HDBSCAN, which is the base model in [11].
Because HDBSCAN is a soft-clustering algorithm that can produce outliers, we also added
k-means, which is a widely used hard-clustering algorithm. If there were too many outliers,
analyzing the results of the topic model would be difficult. Because HDBSCAN is robust to
parameter selection [24], we did not tune any of the parameters in HDBSCAN.
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Table 8. Detailed description of the sentence embedding models.

All-MiniLM-L6-v2 All-Mpnet-Base-v2 Sentence-t5-large Sentence-t5-x1 Sentence-t5-11b

base model

max sequence length

dimensions
size
pooling

MiniLM-L6-H384-

uncased
256 384 256 256 256

mpnet-base t5-large t5-3b t5-11b

384 768 768 768 768
80 MB 420 MB 640 MB 2370 MB 9230 MB
Mean Pooling Mean Pooling Mean Pooling Mean Pooling Mean Pooling

NPMI(w) =

4.3. Evaluation

We evaluated the topic model quantitatively and qualitatively. In terms of quantitative
measures, we adopted a widely used metric for assessing the quality of topic model, topic
coherence [11-14], and for qualitative measures, we manually inspected the randomly
sampled questions inside each cluster.

In terms of quantitative evaluation, for each topic, we evaluated topic coherence using
normalized pointwise mutual information [30]. This coherence measure has been shown to
emulate human judgment with reasonable performance [31]. The topic coherence ranges
from (—1, 1), where 1 indicates a perfect association. The idea behind topic coherence is
that a coherent topic will display words that tend to occur in the same documents. In other
words, the most likely words in a coherent topic should have high mutual information.
Document models with higher topic coherence are more interpretable topic models [32].
The equation for the normalized pointwise mutual information is as follows:

p(wi, w;)
1

Ly oy, w) = YN ff*l—log”(wf)”(”’f) 3)
N(N — 1) &j=2 &=t /X5 T N(N = 1) &4j=2 4i=1 Zlog p(w;, w;)’

where w is the list of top-N words for a topic. For a model generating K topics, the overall
NPMI score is an average across all topics. We set f (w;, wj) as NPMI and N as 20.

In terms of qualitative evaluation, we evaluated the quality of results in two regards:
topic representativeness and geographic relatedness. In order to assess both aspects, we
randomly sampled 10 questions in each topic and manually labeled whether the question
satisfied the criteria (we only sampled 10 questions to ease the burden of manual annotation,
and they were labeled by two of the authors). Specifically, we investigated whether the
top 10 words in terms of c-TF-IDF value well represented the question inside each cluster
(i.e., we labeled c-TF-IDF words if the words could be considered a latent topic for specific
documents). Furthermore, for each cluster, we evaluated the percentage of geographic
questions (i.e., we labeled the question as a geographic question; if it is either a factoid
geographic question or a geo-analytic question in [2]). To analyze geographic questions
and identify the users’ interest lying within the questions, we assumed that geographic
questions should be separated first from non-geographic ones. Furthermore, because topics
can be used to find high-level summaries of a large collection of documents, search for
documents of interest, and group similar documents, it would be crucial to obtain topics
that are relevant to the documents in each cluster.

In conclusion, it would be useful if topic models could (1) classify semantically similar
questions into a single cluster (topic coherence), (2) output topic representations that give
high-level summaries inside each cluster (topic representativeness), and (3) well separate
the geographic questions from non-geographic ones (geographic relatedness).
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5. Results
5.1. Model Selection for BERTopic

We conducted experiments to systematically determine the hyperparameters for the
BERTopic pipelines. As shown in Table 7, we conducted various experiments on variants
of embedding models, different target embedding dimensions by UMAP, and clustering
methods. All experimental results are presented in Table A1l. We evaluated the performance
of topic models using topic coherence, topic representativeness, and geographic relatedness.

5.1.1. Sentence Embedding Model Selection

First, we demonstrate our results using sentence-embedding models. Table 9 sum-
marizes the results. Ranging from 5 to 15, UMAP dimensions in steps of 5 (three runs for
UMAP configurations) and two clustering methods (two runs for cluster configurations)
results in six configurations. All results were averaged across three runs for each configura-
tion. Therefore, each case in Table 9 was an average of topic coherence score for 18 separate
runs (3 types of UMAP dimension configuration x 2 clustering methods x 3 runs for each
step). We bolded the top nine (30%) scores for the 30 cases (ranging from topic size 50 to
200 with step size 30. For each number of topics, there are five sentence embedding models.
Thus, 5 sentence embedding models x 6 configurations of number of topics = 30 cases).
Sentence-t5-xxl has three cases left over. Furthermore, sentence-t5-xxl has the top perfor-
mance among the 30 cases. We can think of this as a bigger model that is able to model
sentence similarity better than smaller models. Therefore, we selected sentence-t5-xxl as
our embedding model and the number of topics as 50, as these conditions showed the best
performance among the 30 cases.

Table 9. Experimental results on sentence embeddings. Ranging from topic size 50 to 200 with
step size 30. For each number of topics, we have 5 sentence embedding models. Thus, 5 sentence
embedding models x 6 configurations of number of topics results in 30 cases. For each case (entry
in the table), we averaged the score of 18 separate runs (3 types of run for the UMAP dimension,
2 types of clustering method, and 3 runs for each configuration). Therefore, each entry represents the
topic coherence value averaged on 18 runs. Sentence-t5-xxl with number of topics 50 shows the best
topic coherence.

Number of Topics Sentence-t5-Large Sentence-t5-x1 Sentence-t5-xx1 All-MiniLM-L6-v2 All-Mpnet-Base-v2
200 —0.1398 —0.1413 —0.1316 —0.1864 —0.1412
170 —0.1340 —0.1358 —0.1265 —0.1865 —0.1383
140 —0.1233 —0.1296 —0.1172 —0.1837 —0.1318
110 —0.1054 —-0.1137 —0.1018 —0.1740 —0.1163
80 —0.0754 —0.0846 —0.0679 —0.1485 —0.0890
50 —0.0432 —0.0498 —0.0336 —-0.1072 —0.0593

5.1.2. Clustering Model Selection

Table 10 presents the detailed results for sentence-t5-xxI with 50 topics. In all cases,
k-means clustering showed better performance than HDBSCAN. Furthermore, over 50%
of the documents were classified as outliers when applying HDBSCAN. We selected the
final model that showed the highest coherence score. That is, we chose the UMAP target
dimension as 15 and clustering methods as k-means.

In conclusion, our final model uses sentence-t5-xx1 as an embedding model, 50 for the
number of topics, 15 for the UMAP dimension, and k-means for clustering methods.
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Table 10. Experimental results of clustering model selection. All the results were obtained with

sentence-t5-xxl as the sentence embedding model and 50 as the number of topics.

UMAP Dim Clustering Method Outliers Coherence
5 k-means 0 —0.0186
5 HDBSCAN 27,425 —0.0445
10 k-means 0 —0.0187
10 HDBSCAN 28,678 —0.0424
15 k-means 0 —0.0182
15 HDBSCAN 27,655 —0.0440

5.1.3. Results of Clustering Sentence Embeddings

In this section, we present the results of topic modeling. Topic modeling groups
semantically similar documents into clusters. Figure 4a shows the results of topic modeling.
We segmented 50,859 documents into 50 topics and labeled them in descending order of the
number of documents. Figure 4b shows a histogram of the number of documents per topic.
The number of documents per topic was distributed in a bell-shaped manner. Because the
distribution is not skewed, our documents are not assigned to a few topics, but rather to
diverse topics.

num_docs

|||H.
02 24262813032 34 36 38 40 42 44 45 48

4 6 810121416182022

1500

(a) (b)

Figure 4. Results of topic modeling: (a) distribution over number of documents per topic;
(b) histogram of number of documents per topic. As can be seen from (a), we named each topic in
descending order of number of documents. That is, topic 0 has the highest number of documents.
Detailed description of each topic is provided in Table A2.

5.2. Analyzing Location-Relevant Questions in MS MARCO

In Section 5.1, we evaluated the quality of topic models in terms of topic coherence.
This section analyzes the representativeness of topic representation, geographic relatedness
of questions in MS MARCO, and users’ interest implicit in the large collection of questions.

5.2.1. Analyzing High-Level Summaries in a Large Collection of Questions

Topic modeling can provide high-level summaries in a large collection of documents
using topic representation. Therefore, we examined whether our topic representations pro-
vided high-level summaries for each topic following the methods mentioned in Section 4.3.

Table 11 shows the top 10 words in terms of ¢-TF-IDF scores, and examples labeled
with the top 10 words for topic 4. Topic 4 could be represented as the top 10 words with
the highest c-TF-IDF values. For example, the most representative word in topic 4 is “ca”
(which stands for California). Next, we can see “California” as the top 2 representative
words. Other words, such as “county” and “san” follow. For the Oth document (the index
will start from 0, not 1), “what county is the city of la Puente, ca”, we labeled it as 0, 1,
because the terms “ca” and “california” well represent the underlying topic. Following
the mentioned labeling criteria, we manually labeled 10 questions per topic, the results of
which are shown in Figure 5.
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Table 11. Manual annotation example for topic 4 regarding c-TE-IDF representativeness. We labeled
each document (column Documents) with the index of relevant c-TF-IDF words (column ¢-TF-IDF
index). Column c-TF-IDF info does not have any relation with documents column. For simplicity, we
only put them together with the documents. That is, the Oth element in c-TF-IDF info is independent
from the Oth element in Documents.

Documents c-TF-IDF Index c-TF-IDF Info
what county is the city of la puente, ca 0,1 (0, “ca’, 0.1687)
what area is covered by inland empire in ca 0,1 (1, “‘california’, 0.0905)
which county is belmont ca 0,1 (2, ‘county’, 0.0397)
salinas ca is what county 0,1 (3, “san’, 0.0347)
what is manhattan beach los angeles 7 (4, ‘what’, 0.0289)
where is sebastopol california 0,1 (5, “is’, 0.0265)
what county does orangevale ca belongs to? 0,1 (6, “in’, 0.024)
what county is lodi, ca in? 0,1 (7, ‘beach’, 0.0223)
where do i apply for unemployment in san bernardino 3 (8, “valley’, 0.0193)
what county is south gate, ca in? 0,1 (9, ‘santa’, 0.0182)
C-TF-IDF representativeness histogram

CTF-IDF representativeness(ratio)

Figure 5. Histogram of c-TF-IDF representativeness ratio. The X-axis represents the c-TF-IDF
representativeness as a ratio, and the y-axis represents how many topics have specific values of
c-TF-IDF representativeness. For example, if c-TF-IDF representativeness is 90%, it means that
approximately 90% of questions in a cluster could be explained by words with top 10 ¢-TF-IDF value.

It should be noted that the word “california” and “ca” are in the topic representations
for same topic. We could see the other region name and its abbreviation grouped into
a single cluster in Table A2 as well. We did not do any processing for the word “ca” or
“california.” However, contextualized embeddings have the ability to identify semantic
information (i.e., words with similar meaning will occur in similar context). Therefore, a
sentence with words “ca” and “california” are grouped into a single cluster.

Figure 5 shows the results of the manual annotation represented by the histogram.
Most of the questions in each topic can be represented by c¢-TF-IDF. If we count the number
of topics that exceeds 80% in the c-TF-IDF representativeness ratio, we obtain 42 out of
50 topics. Therefore, we could obtain high-level summaries in a large collection of questions
using topic representations and c¢-TF-IDF scores. Because eight topics have less than 80% in
the c-TF-IDF representativeness ratio, and most of them are in the range of 0-30%, there is
room for improvement in terms of the representativeness of c-TF-IDF topic representation.

Table 12 shows the documents in the examples of topics and the corresponding
sampled documents with 100% representativeness. In topic 2, “where” well represents
the high-level summaries of the document collection. In topic 3, “body” demonstrates the
high-level summaries of those clusters. That is, high-level summaries are obtained from
the topic representations. Furthermore, by interpreting topic representations, we doubt
whether topic 3 is really related to geographic topics. These findings guide us to the next
section, which analyzes the geographic relatedness of topics.
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Table 12. Manual annotation example for topics 2, 3 regarding c-TF-IDF representativeness. All the
documents in topic 2 could be well represented by the Oth topic word “where”, and all the documents
in topic 3 could be well represented by the word “body.” For example, the 1st and 2nd documents in
topic 2, “where is salalah” and “where is balkin”, could be explained by the word “where”. For topic
3, “where are the vocal cords in the body” and “where is testosterone produced in males” could be
well represented by the word “body”. By inspecting the topic words in topic 2 (e.g., where located,
location, india, province) and topic 3 (body, located, blood, pain, brain), we can speculate that topic 2
is related to geographic location and topic 3 is related to location with respect to our body.

Documents c-TF-IDF Index c-TF-IDF Info
Topic 2
where is the karate seika tandem located 0 (0, “‘where’, 0.0385)
where is salalah 0 (1, “is’, 0.0321)
where is balkin? 0 (2, located’, 0.0215)
where is the paper behind the bar 0 (3, “location’, 0.015)
where are the palisades 0 (4, ‘mnow’, 0.0149)
where is opry big circle 0 (5, “india’, 0.0139)
where is paloma 0 (6, ‘the’, 0.013)
where do C(});beleizik(;rgie}:;lglce law as a 0 (7, ‘province’, 0.0113)
where is sappi saiccor 0 (8, “of”, 0.0089)
where is harvey weinstein in january 0 (9, “at’, 0.0086)
Topic 3
where are the vocal cords in the body 1 (0, “your’, 0.0526)
where is testosterone produced in males 1 (1, ‘body’, 0.0432)
where does the systemic circulation begin 1 (2, ‘the’, 0.0394)
where is prostrate gland located 1 (3, “located’, 0.0379)
where is quadratus lumborum 1 (4, “are’, 0.0325)
where is oocyte fertilized 1 (5, ‘does’, 0.0285)
where does fertilization occur in the , ,
1 (6, ‘where’, 0.0268)
nephron?
where does the majgrity of the human 1 (7, blood’, 0.026)
eyes focusing occur
where is your circumflex artery located 1 (8, “pain’, 0.0237)
where is the cervix in early pregnancy 1 (9, ‘brain’, 0.0211)

5.2.2. Analyzing Geographic Relatedness of the Questions

Although we only used location-relevant questions in MS MARCO, there could have
been questions that were not related to location. The reason for this is that the classification
in Table 4 was performed automatically by a machine learning-based classifier, resulting
in some prediction error. Furthermore, some questions could be relevant to locations, but
not geographically.

Therefore, we investigated whether these questions were related to the geographic
domain. We labeled the geographic relatedness of the sampled documents in Section 5.2.1.
Table 13 shows examples of manual labeling. For example, the question “where is paloma”
is a geographic question, but “where are the vocal cords in the body” is not.

Figure 6 shows the results of the manual annotations and shows the ratio of geographic
questions per topic. A total of 36 out of 50 clusters exceeded 80% in the ratio of geographic
questions. However, for 8 out of 50 clusters, less than 20% were geographic questions. Most
of the topics were distributed near either 100% or 0%. In other words, our topic model
separated the topics with geographic questions from those with nongeographic questions.
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counts

Table 13. Manual annotation examples for topic 2 regarding geographic relatedness. For each
document, we manually annotated that the documents are related to the geographic domain or not.
For example, “where is the karate seika tandem located” is a geographic question, because it is a
factoid geographic question in [2] that asks the location of a geographic entity. However, “where is
the paper behind the bar” could be considered to be visual question answering. The 9th document,
“where is harvey weinstein in january”, asks a specific person’s location at a specific moment. We
labeled it as a non-geographic question because it is neither a factoid geographic question nor a
geo-analytic question as defined in [2].

Documents Geographic Relatedness

where is the karate seika tandem located
where is salalah
where is balkin?
where is the paper behind the bar

where are the palisades

where is opry big circle
where is paloma

where do cory felkins practice law as a public defender
where is sappi saiccor
where is harvey weinstein in january

X O X OO0 0 X O 0O O

Geographic questions percetage histogram

L.

20 L =)
geographic questions ratio(%)

Figure 6. Histogram of geographic question ratio. The X-axis represents the geographic questions
ratio ranging from 0% to 100% (by step size of 10%). The Y-axis represents the number of topics
(counts) with specific geographic questions ratio. Over 25 topics possess 100% geographic relatedness.

Table 14 presents examples of geographic and non-geographic topics. Topic 3 contains
questions about location, but not geographic location, because there are topic words like
“body”, “blood”, and “pain”. In topic 4, most of the questions were relevant to geographic
locations in California. Furthermore, topic 4 may be a geographic topic, because it contains
words like “CA”, “California”, and “county”. Therefore, using topic representations, we
could filter out geographic topics from non-geographic ones.

5.2.3. Analyzing Geographic Questions

This section analyzes geographic questions based on the results in Sections 5.2.1
and 5.2.2. Table 15 summarizes the results in Sections 5.2.1 and 5.2.2. The top 10 words for
each topic are all in Table A2. Geographic topics refer to a topic in which more than 80%
of questions are related to the geographic domain (as in Section 5.2.2), and representative
topics refer to topics in which more than 80% of questions could be represented by topic
words (as in Section 5.2.1). We found that 36 out of 50 were topics that were geographic
and representative. These clusters were further analyzed.
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Table 14. Manual annotation example for topics 3, 4 regarding c-TF-IDF representativeness and

geographic relatedness.

Documents Geographic Relatedness c-TF-IDF Index c-TF-IDF Info
Topic 3
where are the vocal cords in the body X 1 (0, “your’, 0.0526)
where is testosterone produced in males X 1 (1, ‘body’, 0.0432)
where does the systemic circulation begin X 1 (2, the’, 0.0394)
where is prostrate gland located X 1 (3, “located’, 0.0379)
where is quadratus lumborum X 1 (4, “are’, 0.0325)
where is oocyte fertilized X 1 (5, ‘does’, 0.0285)
where does fertilization occur in the nephron? X 1 (6, “‘where’, 0.0268)
where does th? majority of the human eyes « 1 (7, blood’, 0.026)
ocusing occur
where is your circumflex artery located X 1 (8, “pain’, 0.0237)
where is the cervix in early pregnancy X 1 (9, ‘brain’, 0.0211)
Topic 4
what county is the city of la puente, ca o 0 (‘ca’, 0.1687)
what area is covered by inland empire in ca o 0 (‘california’, 0.0905)
which county is belmont ca o 0 (‘county’, 0.0397)
salinas ca is what county [¢) 0 (‘san’, 0.0347)
what is manhattan beach los angeles ) 7 (“what’, 0.0289)
where is sebastopol california o 1 (“is’, 0.0265)
what county does orangevale ca belongs to? o 0 (“in’, 0.024)
what county is lodi, ca in? 0 0 (‘beach’, 0.0223)
where do i appl}tf) for un.ernployment in san « 3 (valley’, 0.0193)
ernardino
what county is south gate, ca in? o 0 (‘santa’, 0.0182)

Table 15. Topic segmentation based on results in Sections 5.2.1 and 5.2.2.

Geographic Topic Non-Geographic Topic
representative topic 36 6
non-representative topic 0 8

Figure 7 visualizes a hierarchical structure of topics using Ward'’s linkage function
to perform the hierarchical clustering based on the cosine distance matrix between topic
embeddings. This clustering is for visualization purposes; therefore, topics that are not
related could be clustered. The clusters with topics 46, 48, 47, 42, 49 show that people are
curious about zip or area codes (46) and time zones (42). The clusters with topics 13, 27 are
inquiries about where to find something or where some creature lives (13). In addition, we
were able to figure out locations where something is made or can be bought (27). The cluster
with topics 1, 21 is related to locations where a movie is filmed (21) and where someone
was born or buried. In addition, people are curious about the county information regarding
specific regions such as California and Michigan. We found a pattern whereby people
frequently use the abbreviation of the state’s name, such as “CA” for “California” and
“MI” for “Michigan”. As noted earlier, because of the power of contextualized document
embeddings, we were able to successfully group sentences with region name and its
abbreviation (“California” and “CA”, “Michigan” and “MI”, and so on).

Thus, we successfully identified latent topics by inspecting geographic topics with
representative topic representations. That is, we were able to determine the users’ interests
and requirements regarding GeoQA. These would be important findings as they could
guide the current GeoQA systems in aspects requiring improvement.
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Hierarchical Clustering

[46]0:code_1:area_2:zip_3:telephone_4:phone -
[48]0:parish_1:la_2:louisiana_3:orleans_4:what -
[47]0:alabama_1:al_2:county_3:huntsville_4:what -
[42]0:zone_1:time_2:planting_3:what_4:hardiness -
[49]0:wv_1:county_2:morgantown_3:what_4:in -
[43]0:wi_1:wisconsin_2:county_3:what_4:in -
[38]0:mi_1:michigan_2:county_3:township_4:what -

[29]0:pa_1:pennsylvania_2:county_3:township_4:what H
[22]0:ny_1:york_2:new_3:county_4:nyc IJ"
[40]0:nj_1:jersey_2:county_3:new_4:what
[32]0:va_1:md_2:virginia_3:maryland_4:county
[4]0:ca_1:california_2:county_3:san_4:what
[25]0:wa_1:oregon_2:washington_3:lake_4:county !

[23]0:ma_1:ct_2:maine_3:nh_4:county
[19]0:chio_1:0h_2:county_3:what_4:in
[41]0:colorado_1:utah_2:co_3:montana_4:mt
[30]0:mo_1:0k_2:ks_3:missouri_4:oklahoma

[2410:ga_1:georgia_2:ms_3:ar_4:arkansas ll

[16]0:il_1:indiana_2:illinois_3:iowa_4:county r
[37]0:mn_1:idaho_2:sd_3:minnesota_4:county
[28]0:nc_1:sc_2:carolina_3:county_4:north
[35]0:tn_1:ky_2:tennessee_3:kentucky_4:county
[9]0:tx_1:texas_2:county_3:what_4:is

[17]0:fl_1:florida_2:beach_3:county_4:what }
[39]0:hotel_1:vegas_2:las_3:disney_4:casino
[14]0:italy_1:france_2:spain_3:germany_4:located
[0]0:island_1:islands_2:mexico_3:located_4:continent |_|_ o

[8]0:ocean_1:the_2:occur_3:alaska_4:earth
[34]0:canada_1:ontario_2:bc_3:province_4:falls
[26]0:ireland_1:london_2:bridge_3:scotland_4:station
[20]0:stadium_1:play_2:restaurant_3:theater_4:the
[36]0:university_1:park_2:college_3:fort_4:dc
[21]0:filmed_1:was 2:movie_3:show_4:take
[1]0:born_1:was_2:did_3:buried_4:from
[13]0:live_1:do_2:found_3:are_4:does

[27]10:made_1:buy_2:can_3:manufactured_4:are -
'
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Figure 7. Latent topics of geographic questions in MS MARCO. Hierarchical clustering in this figure
is only for visualization purposes. We discovered the users’ interest regarding geographic domains
by investigating the latent topics. For example, people are interested in time zones (topic 42), zip or
area codes (topic 47), and where something is made or can be bought (topic 27).

6. Discussion

In this section, we provide a discussion regarding our choice of models and their
impact on our results. Specifically, we discuss sentence embedding, clustering, and c-TF-
IDF representations.

Our results show that Sentence T5 consistently outperformed SBERT in terms of topic
coherence. The reason for this is the quality of sentence embedding, as it was previously
shown in [17] that Sentence T5 consistently outperformed SBERT in various downstream
tasks. Furthermore, the best performing model was the biggest model (i.e., sentence-t5-xxI).
This result is also coherent with existing studies reporting that models with larger size
with appropriate fine-tuning consistently outperform smaller ones (sentence-t5-large vs.
sentence-t5-x1).

For clustering algorithms, k-means clustering consistently outperformed HDBSCAN.
This was coherent with existing studies [28] reporting that for a dataset with more than 2k
samples, k-means clustering consistently outperforms HDBSCAN. Before applying cluster-
ing algorithms, we adopted dimensionality reduction, UMAP. As clustering algorithms
tend to suffer from the curse of dimensionality [28] (i.e., high-dimensional data (in our
case 384 for all-MinilL.M-L6-v2 and 768 for other models) often require an exponentially
growing number of observed samples to obtain a reliable result), this is essential to improve
the clustering accuracy and time. As can be seen from Table A2, the choice of UMAP
embedding dimension (among 5, 10, 15) has little impact on the performance.
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Our results demonstrate that c-TF-IDF representations well represent the topics. How-
ever, we did not remove the stop words while building the topic representations. With
proper postprocessing, such as stop word removal, we could enhance the quality of topic
representations. Furthermore, we did not study the relationships between each topic. That
is, if we had investigated the topic representations in terms of topic similarity with pairs
of clusters, we could have obtained more comprehensive high-level summaries in a large
collection of geographic questions. We leave this to future work.

7. Conclusions

This study analyzed geographic questions based on their semantic similarity and
identified the geographic topics of interest. Existing studies have analyzed geographic
questions in terms of syntactic structures, which have limitations in terms of representing
semantic information and do not identify latent topics. To the best of our knowledge,
this is the first study to analyze geographic questions in terms of semantic similarity and
demonstrate the corresponding latent topics.

The BERTopic pipeline was adopted to cluster similar questions and discover latent
topics. Following the BERTopic pipeline, we performed various experiments with different
hyperparameters to select the appropriate models. Thus, we successfully selected topic
models with high topic coherence to find the semantic structure of numerous documents.

A manual inspection showed the effectiveness of the embedding-based topic mod-
eling approach and discovered the latent geographic topics that are of interest. First, we
determined that topic representations generated by embedding-based topic modeling offer
high-level summaries of numerous documents. Second, because of the coherent collection
of documents inside each cluster and high-level summaries provided by topic representa-
tion, we effectively separated geographic and non-geographic clusters. Third, by inspecting
geographic questions with higher topic representativeness, we demonstrated latent topics
within several geographic questions. These findings show geographic topics that people of
interest therefore propose regarding the direction of questions that GeoQA systems should
handle to satisfy user needs.

Although this research proposes a direction that GeoQA systems would follow, there is
a limitation in that we analyzed the MS MARCO dataset. Although MS MARCO gathered
questions from real users’ queries, this dataset was generated a few years ago and is
outdated. Furthermore, all queries from MS MARCO were collected from Bing and could
be biased in terms of user distribution, such as nationality. Therefore, future studies should
analyze recent questions asked by users of a representative search engine.
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Appendix A

Table Al. Experimental results.

Number of UMAP Target Clustering Sentence-t5- Sentence-t5-x1 Sentence-t5- All-MiniLM- All-Mpnet-
Topics Dimension Method Large xx1 Lé6-v2 Base-v2
200 5 k-means —0.1330056 —0.1345761 —0.1277029 —0.1848673 —0.141093
HDBSCAN —0.1433254 —0.1457019 —0.1346459 —0.1899744 —0.1390007
10 k-means —0.1328044 —0.1358003 —0.1305998 —0.1800947 —0.1396308
HDBSCAN —0.149201 —0.148722 —0.1338223 —0.1908829 —0.1452692
15 k-means —0.1283197 —0.1351717 —0.1301532 —0.1792993 —0.1375294
HDBSCAN —0.1518844 —0.1475704 —0.1325517 —0.1931541 —0.1445527
170 5 k-means —0.1221535 —0.1264646 —0.1216601 —0.1841559 —0.1344245
HDBSCAN —0.1390226 —0.1412985 —0.132338 —0.1895984 —0.1388525
10 k-means —0.1217009 —0.1269646 —0.124053 —0.1792774 —0.1361282
HDBSCAN —0.1481609 —0.1462774 —0.1295757 —0.1936876 —0.1430434
15 k-means —0.1207681 —0.1281991 —0.1241469 —0.1777497 —0.1319709
HDBSCAN —0.1520077 —0.1453113 —0.1272713 —0.1942368 —0.1453793
140 5 k-means —0.1111789 —0.12412 —0.105158 —0.1754365 —0.1221885
HDBSCAN —0.1317304 —0.1395091 —0.1243175 —0.1905828 —0.136829
10 k-means —0.104936 —0.1124119 —0.1093309 —0.1714171 —0.1231637
HDBSCAN —0.142058 —0.1415791 —0.1254096 —0.1956751 —0.1415105
15 k-means —0.1061068 —0.1156702 —0.1107736 —0.1715579 —0.1247703
HDBSCAN —0.1435889 —0.1441576 —0.1283509 —0.1974347 —0.1421
110 5 k-means —0.0800038 —0.1030744 —0.0867998 —0.1577837 —0.1051492
HDBSCAN —0.1210283 —0.1262859 —0.1139022 —0.1823657 —0.1216611
10 k-means —0.0843599 —0.0969733 —0.0892971 —0.1597336 —0.1040341
HDBSCAN —0.1327209 —0.1293402 —0.1138686 —0.1905848 —0.1320657
15 k-means —0.0808714 —0.0945484 —0.0900181 —0.158812 —0.1012225
HDBSCAN —0.1331814 —0.1317335 —0.1166595 —0.1947135 —0.1333675
80 5 k-means —0.0504757 —0.069031 —0.0505063 —0.1174056 —0.0673501
HDBSCAN —0.0838284 —0.1015199 —0.0846814 —0.1693818 —0.1017107
10 k-means —0.0524889 —0.0695422 —0.0538084 —0.1131622 —0.0668695
HDBSCAN —0.1008166 —0.1001257 —0.0837272 —0.1868712 —0.120024
15 k-means —0.0513399 —0.0606748 —0.047895 —0.1148984 —0.0653315
HDBSCAN —0.113378 —0.1067271 —0.0866257 —0.1893554 —0.112851
50 5 k-means —0.0192551 —0.0414722 —0.0185964 —0.0460959 —0.0261569
HDBSCAN —0.0494421 —0.0649573 —0.0444795 —0.130683 —0.0750043
10 k-means —0.0173773 —0.0305339 —0.0186774 —0.0456125 —0.0312847
HDBSCAN —0.0657178 —0.0594805 —0.0424092 —0.1537143 —0.0828262
15 k-means —0.0196226 —0.0298843 —0.0182411 —0.0434182 —0.0251376

HDBSCAN —0.0636553 —0.0641457 —0.0439653 —0.1626524 —0.0823663
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