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#### Abstract

The discovery of spatio-temporal co-occurrence patterns (STCPs) among multiple types of crimes whose events frequently co-occur in neighboring space and time is crucial to the joint prevention of crimes. However, the crime event occurrence time is often uncertain due to a lack of witnesses. This occurrence time uncertainty further results in the uncertainty of the spatio-temporal neighborhood relationships and STCPs. Existing methods have mostly modeled the uncertainty of events under the independent and identically distributed assumption and utilized one-sided distance information to measure the distance between uncertain events. As a result, STCPs detected from a dataset with occurrence time uncertainty (USTCPs) are likely to be erroneously assessed. Therefore, this paper proposes a probabilistic-distance-based USTCP discovery method. First, the temporal probability density functions of crime events with uncertain occurrence times are estimated by considering the temporal dependence. Second, the spatio-temporal neighborhood relationships are constructed based on the spatial Euclidean distance and the proposed temporal probabilistic distance. Finally, the prevalent USTCPs are identified. Experimental comparisons performed on twelve types of crimes from X City Public Security Bureau in China demonstrate that the proposed method can more objectively express the occurrence time of crimes and more reliably identify USTCPs.
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## 1. Introduction

Crimes are a major issue in modern society. To take effective measures to reduce crime, it is crucial to deeply understand its occurrence mechanisms. Currently, most studies attempt to explore the relationship between crime occurrence and the physical environment [1,2]. These studies are primarily aimed at facilitating the prevention of a single type of crime. In criminology, the boost theory suggests that crimes exhibit spatio-temporal interaction [3]. Under this theory, different types of crimes may occur together in spatiotemporal neighborhoods. Such patterns are identified as spatio-temporal co-occurrence patterns (STCPs) [4]. Discovering the STCPs of crimes can reveal the spatio-temporal associations underlying the occurrence of different types of crimes, which can help the police develop effective joint prevention and control measures for multiple types of crimes to reduce economic loss and guarantee public safety.

Police crime records detail the victim's personal information, crime type, and address and time of crime occurrence. With the development of geocoding technologies, crime locations can be mapped with a considerable degree of precision [5]. However, it is difficult for the victims and police to obtain the exact occurrence time of some crime events due to a lack of witnesses [6]. The occurrence time of a crime event is often recorded as an interval, i.e., [start time, end time], which indicates the range of possible times that the crime event could have occurred. For instance, say that someone left home at 10:00 a.m. on 1 January 2022 and found that something had been stolen when they returned home at

2:00 p.m. on the same day. Then, the occurrence time of this burglary event is recorded as [1 January 2022 10:00, 1 January 2022 14:00]. The occurrence time uncertainty of crime events will cause uncertainty in the spatio-temporal neighborhood relationship between crime events and further cause the STCPs to be uncertain. In this study, the STCPs detected from a spatio-temporal dataset with occurrence time uncertainty are referred to as uncertain STCPs (USTCPs).

Recent studies have developed two types of methods to mine USTCPs: the expected-distance-based and the possible-world-based methods. The former first utilizes probability distribution functions to independently model the uncertainty of the possible occurrence locations for each event. The expected distance is then defined (i.e., the expected value of possible Euclidean distances between uncertain events) to describe the spatio-temporal neighborhood relationship. Finally, the prevalence of candidate USTCPs can be measured, as in a deterministic dataset [7]. The latter models an uncertain dataset as a set of deterministic datasets, i.e., possible worlds, by combining the discrete possible occurrence locations of events. The existential probability of each possible world is the product of the occurrence probabilities of the events in it. The prevalence of a candidate USTCP is evaluated by integrating the existential probability and the frequency with which all included features (i.e., categories) occur together in each possible world [8,9]. Previous studies have modeled uncertain datasets assuming that geographic events are mutually independent, which is contrary to the fact that geographic observations are spatially and temporally dependent $[10,11]$. Additionally, the numerical distance, i.e., a distance value aggregating the part of the possible distances between uncertain events, cannot reflect the full spatiotemporal relationship. The inherent limitations of existing methods make the reliability of the detected USTCPs questionable. Therefore, this paper proposes a probabilistic-distancebased approach to discover USTCPs among crimes with uncertain occurrence times. This method first characterizes the temporal probability distribution of crime event occurrence using a kernel density estimation function that considers the dependence among events. Based on this, we adopt a probabilistic distance to accurately describe the spatio-temporal relationship between events. In this manner, USTCPs with high prevalence are discovered. The proposed method is expected to more reliably discover the USTCPs among multiple crimes with uncertain occurrence times. To verify this, an empirical study on the crime dataset in $X$ city, China, is conducted.

The remainder of this paper is organized as follows. Section 2 reviews and critically analyzes the related work on uncertain co-occurrence pattern discovery. Section 3 presents the proposed approach for detecting USTCPs based on probabilistic distance. In Section 4, the results of the USTCPs are analyzed using a real urban crime dataset. Finally, the conclusions and future work are provided in Section 5.

## 2. Related Work

Co-occurrence patterns refer to subsets of features (i.e., categories) whose events frequently occur together and can be divided into three categories according to the type of target dataset: association rules discovered from transaction datasets [12], spatial cooccurrence patterns discovered from spatial datasets [13,14], and STCPs discovered from spatio-temporal datasets [15]. In recent years, extensive studies have been conducted on deterministic and uncertain datasets. Herein, the co-occurrence patterns detected in uncertain datasets are referred to as uncertain co-occurrence patterns. Unlike near-repeat patterns [3] and spatio-temporal hotspot patterns [16], which identify the correlation between crime events with a single type (i.e., auto-correlation), co-occurrence patterns can reveal additional knowledge regarding the associations among different types of crime events (i.e., cross-correlation).

The process for discovering co-occurrence patterns in a deterministic dataset mainly consists of two steps. First, the co-occurrence instances (i.e., pairs of events) satisfying the neighborhood relationship for each candidate co-occurrence pattern are identified. Second, the prevalence of the candidate co-occurrence patterns (i.e., the frequency of different fea-
tures co-occurring) is measured, and patterns with sufficiently high prevalence are detected. For the transaction dataset, events in the same transaction are considered neighbors, and then, support and confidence are defined to measure the prevalence of association rules [12]. To overcome the limitation that there is no natural notion of transactions in geographic space, a transaction-based model is developed for detecting spatial co-occurrence patterns. This model constructs spatial transactions via space partitioning [17], which often loses the spatial neighborhood relationship at the transaction boundary. Therefore, a transaction-free model is further proposed $[13,18]$. This model identifies a group of events as a co-occurrence instance if the spatial distance between them is less than a specified distance threshold. The prevalence of each candidate spatial co-occurrence pattern is evaluated using a participation index (i.e., the minimum participation ratio of the included features). The participation ratio of a feature is the ratio of the number of events in a feature that satisfy the neighborhood relationship with events of other features in that pattern to the total number of that feature's events in the dataset. By integrating the time dimension in the transaction-free model, two types of methods are developed to discover STCPs: the divide-and-conquer method and the coupling method. The former first divides spatio-temporal events into different time slots via time partitioning and then executes a spatial co-occurrence pattern mining algorithm in each time slot. The spatial co-occurrence patterns that frequently occur in several time slots are identified as STCPs [19,20]. However, the time dimension partitioning scheme is likely to break up the temporal neighborhood relationship between events in adjacent time slots [21]. The latter method handles the time dimension as an alternative spatial dimension and constructs the spatio-temporal neighborhood relationship among events based on spatial and temporal distances. Furthermore, the subsets of features whose events frequently co-occur in spatial and temporal neighborhoods are identified as STCPs [22,23].

Regarding uncertain datasets, existing studies have focused on discovering co-occurrence patterns from uncertain datasets with two types of uncertainties: existential uncertainty and attribute-level uncertainty [24]. If it is unknown whether an event is present in or absent from a transaction or location, it is considered to have existential uncertainty. If the location of an event is imprecise, we can consider that the event has an attribute-level uncertainty. Following the process of discovering co-occurrence patterns in a deterministic dataset, two types of methods are proposed to discover uncertain co-occurrence patterns: the expected-distancebased and the possible-world-based methods. These are reviewed in detail below.

### 2.1. Discovery of Uncertain Co-Occurrence Patterns Based on the Expected Distance

The expected-distance-based methods are generally used to mine uncertain co-occurrence patterns from a spatial dataset containing attribute-level uncertainty. First, each uncertain geographic event is assigned a probability distribution function, representing the probability that the event appears in a possible location. The occurrence probability of an event is described by a probability mass function in the discrete domain and as a probability density function in the continuous domain. Subsequently, an expected distance function is exploited to measure the spatial distance between pairs of events. Specifically, for a deterministic event and an uncertain event, mathematically, the expected distance is an integral involving the Euclidean distance between two events and the probability distribution function [25]. For two uncertain events, the respective center point (i.e., the mean) can be acquired from the probability distribution function. Then, two expected distances can be obtained by separately calculating the determined center point and another uncertain event. The spatial distance of the two uncertain events is defined as the maximum value of the two obtained asymmetric expected distance values [26]. The expected-distance-based methods identify the co-occurrence instances of candidate patterns based on the numerical distance. Then, the participation index defined in the deterministic dataset is used to evaluate the prevalence of the uncertain co-occurrence patterns [7].

Most studies often used the predefined probability distribution function to independently characterize the probability distribution function for each uncertain event. For example, Ngai et al. first generated a series of random values representing the probability mass
values for all possible positions of each uncertain spatial event and then normalized the value based on the fact that the sum of the occurrence probabilities in all possible positions is one [27]. Lu et al. utilized the normal distribution function to describe the uncertainty of each uncertain event's location in the spatial continuous domain [7]. In addition, other common probability density functions, such as the uniform and binomial distribution functions, are also used to model the occurrence location uncertainty [28].

Such strategies can also be applied to handle the occurrence time uncertainty of crime. Intuitively, the occurrence probability over the time interval of each event is described as an elementary probability distribution function. Alternatively, for each crime event, finite time stamps can be constructed by dividing the occurrence time interval and generating a probability mass value for each discrete point. Related research has shown that the expected distance is sensitive to the form and parameters of the probability distribution function [28]. However, in practice, it is difficult to determine suitable functional forms and parameters without sufficient prior knowledge.

### 2.2. Discovery of Uncertain Co-Occurrence Patterns Based on the Possible World

The possible-world-based methods can be used to handle both existential and attributelevel uncertainties and to mine uncertain co-occurrence patterns in transaction and spatial datasets. Regarding an uncertain dataset containing existential uncertainty, each event has two possible discrete states: existence or non-existence. Each state is associated with a probability. Possible-world-based methods first model the uncertain dataset as several deterministic datasets. Each deterministic dataset is called a possible world, which is a combination of the possible state of each event in the dataset. The existential probability of a possible world is calculated under the assumption that events are independent and is expressed as the product of the state probabilities of the events in it [29]. For each possible world, the deterministic mining methods can be reused to evaluate the prevalence of candidate co-occurrence patterns. On this basis, existing studies have proposed two indexes to measure the prevalence of uncertain co-occurrence patterns: expected prevalence and probabilistic prevalence. The uncertain co-occurrence patterns are considered valid when the expected or probabilistic prevalence is greater than a predefined threshold. The expected prevalence is essentially a weighted prevalence, which is the accumulation of the product of each possible world's existential probability and the candidate pattern's prevalence [30]. To reveal more information about uncertain co-occurrence patterns, the prevalence of patterns is further defined in a probabilistic manner [8]. The probabilistic prevalence is the sum of the existential probabilities of the possible worlds where the candidate pattern is prevalent [31].

Compared with studies involving existential uncertainty, the state set of each spatial event containing attribute-level uncertainty is the discrete locations where it may appear. In addition, a new interest measure is proposed to assess the prevalence of uncertain cooccurrence patterns. Specifically, for each possible world, the participation ratio of different features included in the candidate pattern is first calculated. Subsequently, the expected participation ratio of each feature is calculated, which is expressed as the accumulation of the product of the possible world's existential probability and the corresponding participation ratio. Finally, the minimum expected participation ratio of all features in that pattern is defined as the participation index to evaluate the prevalence of patterns [9]. Possible-world-based methods have also been applied in the field of criminology to address the uncertainty of the occurrence time of crimes. For example, several studies simply adopted a single value in the occurrence time interval, such as the start time, end time, average time, or randomly taken time, to model a single possible world of the crime dataset [32,33]. To more accurately estimate the occurrence time of crimes, four extension methods have been developed [33]: aoristic, aoristic ${ }_{\text {ext }}$, retrospective temporal approximation, and extended retrospective temporal approximation methods. These methods assign a probability value to each possible world represented by a time slot in which a crime event may occur.

### 2.3. Critical Analysis of Existing Studies

The occurrence time uncertainty of crime in this study is attributed to attribute-level uncertainty. The two types of existing methods can be migrated to handle the occurrence time uncertainty and detect the USTCPs of crimes. However, through a full review of relevant studies, we found that the existing studies have the following limitations.
(i) The existing methods mostly ignore the spatial and temporal dependence of geographic observations in modeling attribute-level uncertainty. As a result, the uncertainties of events cannot be objectively interpreted. For example, the dataset displayed in Figure 1 contains two types of crimes. The expected-distance-based methods may use a uniform distribution function to describe the uncertainty of each event's occurrence time. In this manner, the probability of any event, such as $B .1$ or B.2, occurring at any timestamp in the corresponding time interval [start time, end time] is uniform. However, considering the temporal dependence between the events of crime $B$, the temporal probability distributions of events B. 1 and B. 2 are different. B. 1 and B. 2 have a greater occurrence probability around the start and end times, respectively, compared with other possible locations. Additionally, because events in different transactions are mutually independent, for the problem of discovering uncertain co-occurrence patterns from an uncertain transaction dataset, the possible-world-based methods can express the existential probability of possible worlds in the form of probability multiplication and can perform well [29,34]. However, in terms of uncertain spatio-temporal datasets, the existential probability of possible worlds may deviate greatly from the actual probability by neglecting the dependencies [35].


Figure 1. Crime dataset.
(ii) The currently used methods construct the spatio-temporal neighborhood relationship based on the numerical distance, which loses a large amount of distance information between uncertain events and likely makes the proximity relationship biased [36]. For the expected-distance-based methods, the expected distance is a smooth value that aggregates the possible distances relative to the center point. Taking Figure 1 as an example, events A. 1 and $B .3$ separately occur in the time intervals $[1,5]$ and $[2,3]$. Assuming that the occurrence probability of two events follows a uniform distribution in time, then the probability density function of these two events can be expressed as $p d f_{A .1}(t)=\frac{1}{4}(t \in[1,5])$ and $p d f_{B .3}(t)=1$ $(t \in[2,3])$, where $t$ is the time dimension of the events. The center points are 3 and $5 / 2$, respectively. The temporal expected distance between the center points of $A .1$ and $B .3$ is $\int_{2}^{3} p d f_{B .3}(t)|3-t| d t=1 / 2$, and the temporal expected distance between the center points of $B .3$ and $A .1$ is $\int_{1}^{5} p d f_{A .1}(t)\left|\frac{5}{2}-t\right| d t=17 / 16$. The temporal distance between $A .1$ and $B .3$ is the maximum value of the two asymmetric expected distance values, i.e., $17 / 16$. These two events are not neighborhoods when the temporal distance threshold is one. In fact, the probability that the temporal distance between them is less than one is evidently high. For the possible-world-based methods, most studies use a single value in the time interval to model the crime dataset as a unique possible world [32]. Then, the USTCPs can be mined following the operations on a deterministic dataset. However, the temporal neighborhood
relationship and the USTCPs identified using partial information will result in difficult decision making in practice. For example, Figure 2 exhibits two possible worlds of the uncertain dataset in Figure 1 under different occurrence time expressions. Clearly, the results obtained from the two possible worlds are conflicting: crimes $A$ and $B$ frequently occur together under the start time expression (Figure 2a) but not under the end time expression (Figure 2b).


Figure 2. Two possible worlds of the uncertain dataset in Figure 1: (a) a possible world under start time expression and $(\mathbf{b})$ a possible world under end time expression.

To discover reliable USTCPs, it is necessary to appropriately express uncertain datasets and accurately identify the spatio-temporal proximity relationships between events. For this purpose, this study proposes a probabilistic-distance-based method to discover the USTCPs of crimes with uncertain occurrence times. First, the temporal dependence of crime events is considered to estimate the temporal probability density function of each event. Second, the geometric distance in space and the probabilistic distance in time between different types of crime events are measured, and the spatio-temporal neighborhood relationships are identified. Based on this, highly prevalent USTCPs are determined. The following section introduces the three parts in detail.

## 3. Methodology

### 3.1. Modeling the Temporal Probability Density Function of Crime Events

Establishing an appropriate expression model for an uncertain dataset is a prerequisite for a convincing construction of spatio-temporal neighborhood relationships. In criminology, the near-repeat phenomenon suggests that crime events are temporally dependent [34]. The occurrence time dependence makes the temporal occurrence probability distribution of crime events too complicated to be characterized by a predefined probability distribution function under the independent and identically distributed assumption. The kernel density estimation method can consider the dependence among observation events and can nonparametrically estimate the local point intensity [37]. Thus, this study employs the kernel density estimation method to estimate the occurrence time probability density function for each crime event.

For a type of crime containing $n$ events, $C_{k}=\left\{e_{1}, e_{2}, \ldots, e_{i}, \ldots, e_{n}\right\}, e_{i}$ is a crime event denoted as $e_{i}=\left\{\left(\mathrm{s} x_{i}, \mathrm{~s} y_{i}\right),\left[t_{i \_s t a r t}, t_{i}\right.\right.$ end $\left.]\right\}$, where ( $\left.\mathrm{s} x_{i}, \mathrm{~s} y_{i}\right)$ is a tuple of spatial coordinates, and $t_{i_{-} \text {start }}$ and $t_{i_{\text {_ }}}$ are the boundaries of the time interval in which $e_{i}$ may occur. Functional facilities and human activities have been demonstrated to be critical driving forces for triggering the occurrence of crime events [38]. The driving factors that repeatedly operate on a daily basis further allow crime to occur cyclically at the day level [39]. For example, in an entire day, robbery has a high incidence between 20:00 and 00:00 [40]. Therefore, the
probability of a crime event occurring at a possible local timestamp can be estimated by considering the temporal dependence in a day unit.

First, given a temporal analysis scale $r$, in a day unit, all possible occurrence timestamps of $n$ events belonging to crime $C_{k}$ in the different time intervals are extracted and denoted as $P O T_{k}$. Based on this, the temporal population distribution of crime $C_{k}$ in a day unit is estimated using the kernel density estimation method:

$$
\begin{equation*}
f_{k}(q)=\frac{1}{N h_{k}} \sum_{p \in P O T_{k}} \frac{1}{\sqrt{2 \pi}} e^{-\left(\frac{q-p}{\sqrt{2} h_{k}}\right)^{2}}, q \in(0,24] \tag{1}
\end{equation*}
$$

where $f_{k}(q)$ represents the probability of a $C_{k}$ event appearing at timestamp $q, N$ is the number of timestamps of $P O T_{k}$, and the Gaussian kernel function is selected to quantify the temporal dependence of timestamp $p$ on $q$. Following the suggestion of Silverman [41], the kernel bandwidth $h_{k}$ is set as $1.06 \times \delta_{k} \times N^{(-1 / 5)}$, where $\delta_{k}$ is the standard deviation of possible occurrence timestamps in $P O T_{k}$. For crime $C_{k}$, each event $e_{i}$ is a sample of that type of crime, such that the temporal probability distribution of $e_{i}$ also follows the population distribution. The temporal probability density function of $e_{i}$ can then be generated as follows:

$$
\begin{equation*}
p d f_{i}(t)=w_{i} f_{k}(\operatorname{day}(t)), t \in\left[t_{i_{\text {_start }}}, t_{i_{\text {_end }}}\right] \tag{2}
\end{equation*}
$$

where $\operatorname{day}(\cdot)$ is a function to obtain the time information of timestamp $t$ in a day unit, and $w_{i}$ is the adjustment coefficient to satisfy the well-known property of the probability density function; that is, the integral over the domain is one. The parameter $w_{i}$ is expressed as

$$
\begin{equation*}
w_{i}=1 / \int_{t_{i} \text { start }}^{t_{i} \text { end }} f_{k}(\operatorname{day}(t)) d t \tag{3}
\end{equation*}
$$

As an example, for a type of crime $C_{k}$ containing the three events exhibited in Figure 3a, $\mathrm{POT}_{k}$ with $r=0.5 \mathrm{~h}$ is obtained, and the frequency of the different timestamps in it displayed in Figure 3b. The temporal population distribution of $C_{k}$ in a day unit calculated using formula (1) is shown in Figure 3c. Evidently, crime $C_{k}$ has a high probability of occurring from 6:00-8:00. Figure 3d shows the temporal probability density functions of the three events in the respective time intervals.

### 3.2. Constructing the Spatio-Temporal Neighborhood Relationship among Crime Events

As analyzed in Section 2.3, the existing numerical distance measures are aggregations of the partial possible distances between uncertain events, resulting in a biased identification of spatio-temporal neighborhood relationships. To avoid the loss of information about the distance between events, we employ probabilistic distance to describe the temporal relationship between crime events [42]. Specifically, the probabilistic distance between two crime events $e_{i}$ and $e_{j}$ in time is defined as the probability that the time difference between these two events is less than a temporal distance threshold. It is calculated in the form of an integra, as follows:

$$
\begin{equation*}
p\left(\left|t_{i}-t_{j}\right| \leq \varepsilon\right)=\int_{t_{i} \in\left[t_{i}\right. \text { start }}, t_{i_{\_} \text {end }} \int_{t_{j} \in\left[t_{j}\right. \text { start }} t_{\left.j_{-} \text {end }\right]} I\left(\left|t_{i}-t_{j}\right| \leq \varepsilon\right) \cdot p d f_{i}\left(t_{i}\right) \cdot p d f_{j}\left(t_{j}\right) d t_{i} d t_{j} \tag{4}
\end{equation*}
$$

where $t_{i}$ and $t_{j}$ are the time dimensions of events $e_{i}$ and $e_{j}$, respectively; $\left|t_{i}-t_{j}\right|$ is the absolute time difference of $t_{i}$ and $t_{j}$; and $\varepsilon$ is a temporal distance threshold. $I(\cdot)$ is a logical judgment function used to constrain the integral interval. If $\left|t_{i}-t_{j}\right| \leq \varepsilon, I(\cdot)=1$; otherwise, $I(\cdot)=0$. The spatial locations of the crime events are determined. The spatial distance between events is expressed as a Euclidean distance.

Subsequently, the spatio-temporal neighborhood relationship among the crime events is defined based on the above spatial and temporal distance metrics. A pair of events are spatial neighbors if the spatial distance between them is not greater than a user-specified spatial distance threshold $\theta$. Given a maximum temporal distance threshold $\varepsilon$, they are
temporal neighbors if the probabilistic distance between them is not less than a specified probability threshold $\mu$. Two events that are neighbors in both space and time are considered to satisfy the spatio-temporal neighborhood relationship.


Figure 3. Example of the modeling of the temporal probability density function of crime events: (a) a crime dataset; (b) the frequency of timestamps in $P O T_{k}$; (c) temporal population distribution of $C_{k}$; and (d) the temporal probability density function of the three events.

Here, we present an example. The parameters $\theta, \varepsilon$, and $\mu$ were set to 1,1 , and 0.5 , respectively. The expected-distance-based and the proposed methods are implemented to extract the spatio-temporal neighborhood relationship between the two types of crime events shown in Figure 1. The results are shown in Figure 4. Compared with the expected distance function, the probabilistic distance function can more reliably identify the spatiotemporal proximity relationship of the crime events. For example, the expected distance between $A .1$ and $B .3$ is $17 / 16$; so, they are not neighbors in time. However, the probabilistic distance between them is $p\left(\left|t_{A .1}-t_{B .3}\right| \leq 1\right)=\int_{2}^{3} \int_{x-1}^{x+1} 1 \cdot \frac{1}{4} d x d y=1 / 2$. That is, $A .1$ and $B .3$ have a $50 \%$ chance of being neighbors in time and satisfy the neighborhood relationship.


Figure 4. Example of constructing spatio-temporal neighborhood relationships: (a) relationship constructed using the expected-distance-based method and (b) relationship constructed using the probabilistic-distance-based method.

### 3.3. Identifying Uncertain Spatio-Temporal Co-Occurrence Patterns of Crimes

For a $k$-size candidate pattern containing $k$ different types of crimes, $U S T C P=\left\{C_{1}, C_{2}, \ldots\right.$, $\left.C_{k}\right\}$, a set of events of $C_{1}, C_{2}, \ldots, C_{k}$ satisfying the spatio-temporal neighborhood relationship is defined as a co-occurrence instance of USTCP. For example, in Figure 4b, A. 1 and B.3 are neighbors of each other, such that $(A .1, B .3)$ is a co-occurrence instance of candidate pattern $\{A, B\}$. (A.2, B.2), (A.3, B.2), (A.4, B.4), and (A.4, B.5) are also co-occurrence instances of $\{A, B\}$. Furthermore, the spatio-temporal participation ratio of each type of crime $C_{k}$ is defined to measure the frequency at which the events of $C_{k}$ are spatio-temporal neighbors to events of other types of crimes in USTCP, which can be calculated as follows [4]:

$$
\begin{equation*}
P R\left(C_{k}, U S T C P\right)=\frac{N\left(C_{k}, U S T C P\right)}{N\left(C_{k}\right)} \tag{5}
\end{equation*}
$$

where $N\left(C_{k}\right)$ is the number of events of crime $C_{k}$, and $N\left(C_{k}, U S T C P\right)$ is the number of unique events of crime $C_{k}$ involved in the co-occurrence instances of USTCP. The minimum participation ratio of all types of crimes included in USTCP is used to assess the prevalence of the candidate pattern USTCP, which is called the spatio-temporal participation index and is computed as

$$
\begin{equation*}
P I(U S T C P)=\min \left(P R\left(C_{k}, U S T C P\right)\right), C_{k} \in U S T C P \tag{6}
\end{equation*}
$$

The candidate pattern $U S T C P$ is identified as a prevalent uncertain spatio-temporal co-occurrence pattern if $\operatorname{PI}(U S T C P)$ is not less than a prevalence threshold $\alpha$.

Based on the techniques introduced previously, all prevalent USTCPs can be discovered by iteratively generating and evaluating candidates from smaller-size patterns to larger ones. Given a dataset containing $m$ types of crimes with uncertain occurrence times $D=\left\{C_{1}, \ldots, C_{i}, \ldots, C_{m}\right\}$, the procedure of the proposed method can be represented as follows:

Step 1: Estimate the temporal population distribution of each crime $C_{i}$ and model the temporal probability density function of each crime event.

Step 2: Measure the spatial distance and temporal probabilistic distance between any two events belonging to different types of crimes and construct the spatio-temporal neighborhood relationship.

Step 3: Generate $(k+1)$-size candidate patterns from the $k$-size prevalent patterns using the apriori generation method [43]. The value of $k$ is initialized to 1 , and all 1 -size patterns are frequent.

Step 4: For each $(k+1)$-size candidate pattern, identify all co-occurrence instances and evaluate the prevalence. The candidate pattern whose participation index is not less than a specified threshold is identified as the prevalent USTCP.

## 4. Experimental Comparisons and Analysis

A crime dataset provided by the local Public Security Bureau of a city in the urban agglomeration of the Yangtze River Delta (UA-YRD), China, was used to evaluate the superiority and practicability of the probabilistic-distance-based method (PD-based). For comparison, two existing methods, the possible-world-based (PW-based) [30] and the expected-distance-based (ED-based) [7] methods, are migrated to discover USTCPs among crimes with uncertain occurrence times. For the PW-based method, the occurrence time of the crime is modeled using six temporal approximation methods based on start, end, average, random, aoristic, and aoristic ${ }_{\text {ext }}$ time expressions [33]. The retrospective temporal approximation and extended retrospective temporal approximation methods are not considered here because of the lack of historical crime data with accurately known occurrence times. For the ED-based method, the temporal probability density function is modeled by the proposed method. Specifically, Section 4.1 describes the utilized dataset. Section 4.2 analyzes the temporal probability distribution of different types of crimes generated by the PD-based and PW-based methods. Finally, Section 4.3 discusses the USTCPs detected by the three methods.

### 4.1. Real-World Crime Dataset Description

Our study area is located in the eastern part of the Yangtze River Delta and is one of the core cities of the UA-YRD. The study area is anonymized as X City in this study because of the confidentiality requirements imposed by the local Public Security Bureau. According to data from the National Bureau of Statistics of China [44], 5.2 million permanent residents and 1.8 million migrants live in X City. In addition, according to the China Statistical Yearbook [45], the rate of public security crimes in 2016 was the highest from 2016 to 2021, reaching 85 cases per 10,000 people. In 2016, the crime rate in the province in which X City is located ranked seventh in China [46]. Therefore, this study selected multiple types of public security crimes of X City in 2016 to verify the effectiveness of the proposed method.

The crime dataset includes twelve types of crimes in the study area, as shown in Figure 5. In this dataset, each crime event has complete information regarding the crime type, spatial occurrence location (latitude and longitude), and possible occurrence time interval. The spatial location was obtained by the police using GPS. The occurrence time interval was provided by the victims. The start and end times of the time interval were expressed in the form of year-month-day-hour-minute. The length of the time interval (i.e., the time span) implies the degree of the event's occurrence time uncertainty. Thus, each crime event has relatively accurate location and semantic (e.g., crime type) information, but its time of occurrence has varying degrees of uncertainty. Table 1 lists the number of events and the time span distribution of the different types of crimes. The occurrence time uncertainty of assault, gambling, and stealing is relatively low. More than $80 \%$ of their events had a time span of less than 4 h . This is because these three types of crimes are more likely to be witnessed or experienced by the victims. Despite the relative accuracy of eyewitness experience, a certain degree of temporal uncertainty may result from the victim's or witness's biased recollection of the time of the occurrence. However, the occurrence time uncertainty of other types of crimes is relatively high, particularly theft of vehicles, commercial burglary, and residential burglary. For them, the percentage values of events with different time spans are insignificantly different, and the percentage with a time span of less than 4 h is not greater than $40 \%$.


Figure 5. Spatial distribution of all categories of crimes.

Table 1. Numbers of crime events and percentages of events with different time spans.

| ID | Type of Crime | Number of Events | Percentage of Events with Time Span |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $<4 \mathrm{~h}$ | 4-8 h | 8-12 h | 12-24 h |
| 1 | Assault | 11,403 | 0.974 | 0.007 | 0.015 | 0.005 |
| 2 | Commercial Burglary | 1284 | 0.250 | 0.177 | 0.390 | 0.183 |
| 3 | Drugs | 1698 | 0.785 | 0.057 | 0.036 | 0.122 |
| 4 | Gambling | 1397 | 0.890 | 0.054 | 0.019 | 0.037 |
| 5 | Larceny | 3349 | 0.540 | 0.130 | 0.162 | 0.168 |
| 6 | Malicious Damage | 8040 | 0.508 | 0.096 | 0.186 | 0.209 |
| 7 | Online Fraud | 3471 | 0.729 | 0.116 | 0.051 | 0.104 |
| 8 | Residential Burglary | 8065 | 0.353 | 0.288 | 0.248 | 0.111 |
| 9 | Stealing | 2108 | 0.970 | 0.020 | 0.007 | 0.003 |
| 10 | Telephone Fraud | 2117 | 0.667 | 0.148 | 0.038 | 0.148 |
| 11 | Theft of E-bike | 6353 | 0.468 | 0.185 | 0.199 | 0.148 |
| 12 | Theft of Vehicles | 5639 | 0.330 | 0.154 | 0.243 | 0.273 |

### 4.2. Experimental Comparisons of Crime Occurrence Time Modeling

Accurately modeling the occurrence time of crimes is the premise for the discovery of reliable USTCPs. In this section, we compare and analyze the occurrence probability distribution of crimes in the times obtained by the PD-based and PW-based methods. The length of the time slots is set to one hour for aoristic and aoristicext methods, according to the suggestions in [33]. The time resolution of the experimental dataset is one minute. Therefore, for the PD-based method, the temporal analysis scale $r$ is set to one minute. In a day unit, the probability of twelve types of crimes occurring in different time intervals is generated using two methods, as shown in Figure 6. Note that the temporal probability distribution under the random time expression is a probability distribution range derived from 99 random samplings in the possible time interval.


Figure 6. Probability of all types of crimes occurring in different time intervals generated by two methods: (a) assault, (b) commercial burglary, (c) drugs, (d) gambling, (e) larceny, (f) malicious damage, (g) online fraud, (h) residential burglary, (i) stealing, (j) telephone fraud, (k) theft of e-bikes, and (l) theft of vehicles.

As shown in Figure 6, the lower the time uncertainty, the more similar the probability distribution obtained by the two methods, such as the probability curves of assault,
gambling, and stealing, as shown in Figure 6a,d,i, respectively. Furthermore, we observed that the start, end, and average times essentially reflect the daily activities of the victim. None of these can objectively characterize the temporal distribution of the crime events. Taking the commercial burglary in Figure 6b as an example, the crime has a noticeable peak between 20:00 and 21:00 when using the start time expression and a peak period from 8:00 to 9:00 when using the end time expression. Shop owners usually close their shops around 20:00 and 21:00 and then open the shops around 8:00 and 9:00 to find that burglary has occurred; thus, commercial burglary has a peak period around midnight under the average time expression. For most types of crimes, the trends of the probability curves generated by the PD-based, random time, aoristic, and aoristic ${ }_{\text {ext }}$ methods are similar. The latter three methods assume that events are independent and that the occurrence probability within the time interval is uniformly distributed. On this basis, for crimes with high time uncertainty, the probability curves obtained by these three methods have larger values if events with small time spans are concentrated. The ignorance of the temporal dependence of crime events could lead to an inability to objectively characterize the occurrence time of crime events. For example, in Figure 6e, larceny has a higher incidence from 8:00 to 9:00 under the random time, aoristic, and aoristic ext expressions, whereas the PD-based method considers that the peak appears at 2:00-3:00. By analyzing the experimental dataset, 1136 larceny events were expected to appear around 2:00, and 965 larceny events may appear around 8:00. Therefore, assuming that a larceny event is more likely to appear between 2:00 and 3:00 is reasonable. The PD-based method fully uses the advantage of the kernel density estimation method, considering the dependence of geographical entities to obtain a stable temporal probability distribution, and it can eliminate the influence of some factors, such as the influence of the opening and closing times of the shops.

### 4.3. Analysis of USTCPs Discovered in the Crime Dataset

Referring to existing studies on the discovery of STCPs in the field of criminology [22,23], the spatial and temporal distance thresholds of the three methods are set to 1500 m and one day, respectively, and the prevalence threshold is set to 0.15 . For the PD-based method, the probability threshold is set as $0.1-1$ in increments of 0.1. The partial results for the USTCPs discovered using the three methods are presented in Table 2. The supplementary document provides the complete results.

By analyzing the results in Table 2, the following conclusions can be drawn. First, the prevalence of USTCPs identified by the PD-based method evidently decreases as the probability threshold increases. This phenomenon is particularly obvious in the USTCPs involving crimes with high time uncertainty. For example, in Table 1 the two types of crimes, malicious damage and theft of vehicles, have a low percentage of events whose time span is less than 4 h , but have a significantly high percentage of events whose time span is greater than 12 h . The prevalence of USTCPs composed of malicious damage and theft of vehicles varies greatly under different probability thresholds, such as \{Malicious Damage, Theft of Vehicles\} and \{Theft of E-bike, Theft of Vehicles\}. For these two patterns, as shown in Figure 7, the longer the time span of the crime events, the faster the participation ratio of the crime in the USTCP decreases as the probability threshold increases. Therefore, the uncertainty of the occurrence time of crimes directly leads to the instability of the spatio-temporal proximity relationship between the crime events.

Table 2. Participation index values of USTCPs obtained using the three methods.

| USTCPs | PD-Based Method |  |  |  | PW-Based Method |  |  |  |  |  | ED-Based Method |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Probability Threshold |  |  |  | Start Time | Average Time | End Time | Random Time | Aoristic | Aoristic ${ }_{\text {ext }}$ |  |
|  | 0.1 | 0.5 | 0.8 | 0.9 |  |  |  |  |  |  |  |
| \{Assault, Larceny\} | 0.17 | 0.16 | 0.15 | 0.15 | 0.16 | 0.16 | 0.16 | 0.16 | 0.16 | 0.16 | 0.16 |
| \{Assault, Malicious Damage\} | 0.29 | 0.28 | 0.27 | 0.26 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 |
| \{Assault, Residential Burglary\} | 0.24 | 0.22 | 0.21 | 0.20 | 0.22 | 0.22 | 0.22 | 0.22 | 0.22 | 0.23 | 0.22 |
| \{Assault, Theft of E-bike\} | 0.25 | 0.23 | 0.22 | 0.22 | 0.24 | 0.23 | 0.24 | 0.23 | 0.24 | 0.24 | 0.23 |
| \{Assault, Theft of Vehicles\} | 0.18 | 0.17 | 0.15 | - | 0.17 | 0.17 | 0.16 | 0.17 | 0.17 | 0.17 | 0.16 |
| \{Commercial Burglary, Stealing\} | 0.17 | 0.17 | 0.17 | 0.16 | 0.16 | 0.17 | 0.17 | 0.17 | 0.17 | 0.17 | 0.17 |
| \{Drugs, Stealing\} | 0.18 | 0.17 | 0.16 | 0.16 | 0.17 | 0.17 | 0.17 | 0.17 | 0.17 | 0.17 | 0.17 |
| \{Larceny, Malicious Damage\} | 0.20 | 0.18 | 0.17 | 0.16 | 0.19 | 0.18 | 0.18 | 0.18 | 0.19 | 0.19 | 0.18 |
| \{Larceny, Online Fraud\} | 0.19 | 0.17 | 0.16 | 0.15 | 0.17 | 0.17 | 0.17 | 0.17 | 0.17 | 0.17 | 0.17 |
| \{Larceny, Theft of Vehicles\} | 0.22 | 0.19 | 0.17 | 0.17 | 0.20 | 0.19 | 0.20 | 0.19 | 0.20 | 0.20 | 0.19 |
| \{Larceny, Theft of E-bike\} | 0.21 | 0.19 | 0.17 | 0.16 | 0.19 | 0.19 | 0.19 | 0.19 | 0.19 | 0.19 | 0.19 |
| \{Malicious Damage, Online Fraud\} | 0.21 | 0.19 | 0.18 | 0.17 | 0.19 | 0.19 | 0.20 | 0.19 | 0.20 | 0.20 | 0.19 |
| \{Malicious Damage, Residential Burglary\} | 0.28 | 0.25 | 0.23 | 0.22 | 0.25 | 0.25 | 0.25 | 0.25 | 0.26 | 0.26 | 0.25 |
| \{Malicious Damage, Stealing\} | 0.17 | 0.16 | 0.15 | 0.15 | 0.16 | 0.16 | - | - | - | - | 0.16 |
| \{Malicious Damage, Telephone Fraud | 0.15 | - | - | - | - | - | - | - | - | - | - |
| \{Malicious Damage, Theft of E-bike\} | 0.35 | 0.33 | 0.30 | 0.29 | 0.33 | 0.33 | 0.33 | 0.33 | 0.33 | 0.33 | 0.33 |
| \{Malicious Damage, Theft of Vehicles\} | 0.31 | 0.28 | 0.25 | 0.24 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 |
| \{Online Fraud, Stealing\} | 0.15 | - | - | - | - | - | - | - | - | - | - |
| \{Online Fraud, Telephone Fraud | 0.17 | - | - | - | 0.16 | - | - | - | - | - | - |
| \{Online Fraud, Theft of E-bike\} | 0.23 | 0.21 | 0.19 | 0.19 | 0.22 | 0.21 | 0.21 | 0.21 | 0.22 | 0.21 | 0.21 |
| \{Online Fraud, Theft of Vehicles\} | 0.26 | 0.23 | 0.21 | 0.20 | 0.23 | 0.23 | 0.23 | 0.23 | 0.23 | 0.23 | 0.23 |
| \{Residential Burglary, Theft of E-bike\} | 0.25 | 0.23 | 0.21 | 0.20 | 0.23 | 0.23 | 0.23 | 0.23 | 0.23 | 0.23 | 0.23 |
| \{Residential Burglary, Theft of Vehicles\} | 0.20 | 0.18 | 0.16 | 0.15 | 0.18 | 0.18 | 0.18 | 0.18 | 0.18 | 0.18 | 0.18 |
| \{Stealing, Telephone Fraud\} | 0.18 | 0.16 | 0.16 | 0.15 | 0.16 | 0.16 | 0.16 | 0.16 | 0.17 | 0.17 | 0.16 |
| \{Stealing, Theft of E-bike\} | 0.22 | 0.20 | 0.19 | 0.19 | 0.20 | 0.20 | 0.20 | 0.20 | 0.20 | 0.21 | 0.20 |
| \{Stealing, Theft of Vehicles\} | 0.21 | 0.20 | 0.19 | 0.19 | 0.20 | 0.20 | 0.20 | 0.20 | 0.20 | 0.20 | 0.20 |
| \{Telephone Fraud, Theft of E-bike\} | 0.19 | 0.17 | 0.15 | - | 0.17 | 0.17 | 0.17 | 0.17 | 0.17 | 0.17 | 0.17 |
| \{Telephone Fraud, Theft of Vehicles\} | 0.18 | 0.16 | - | - | 0.16 | 0.16 | 0.16 | 3 | 0.16 | 0.17 | 0.16 |
| \{Theft of E-bike, Theft of Vehicles\} | 0.38 | 0.34 | 0.31 | 0.30 | 0.35 | 0.35 | 0.35 | 0.34 | 0.35 | 0.35 | 0.35 |



Figure 7. Participation ratio values of crimes with different time spans participating in the USTCPs: $(\mathbf{a}, \mathbf{b})$ the participation ratio values of malicious damage and theft of vehicles participating in \{Malicious Damage, Theft of Vehicles\}; (c,d) the participation ratio values of theft of e-bike and vehicles events participating in \{Theft of E-bike, Theft of Vehicles\}.

Additionally, as shown in Table 2, the results of some USTCPs discovered by the PWbased methods under different time expressions are conflicting. For example, \{Malicious Damage, Stealing\} is prevalent under the start and average time expression, but it will be filtered out under other time expressions. Moreover, \{Online Fraud, Telephone Fraud\} is reported as prevalent only under the start time expression. The PW-based method ignores the time dependence among the crime events, which will result in some crime events occurring together or separately by chance under different time expressions, with inconsistent conclusions. Taking \{Online Fraud, Telephone Fraud\} as an example, with regard to all the pairs of crime events satisfying the spatio-temporal neighbor relationship under the start time expression, approximately $8 \%$ of them have a temporal probabilistic distance of less than 0.5 . However, under other time expressions, this pattern is nonprevalent due to the relatively rare existence of this accidental phenomenon. In contrast, the proposed method can more exactly measure the temporal distance and discover reliable USTCPs. As shown in the supplementary document, the proposed method identifies \{Online Fraud, Telephone Fraud\} as prevalent USTCPs when the probability threshold is less than 0.5.

As shown in Figure 8, the results obtained by the ED-based and PD-based methods are extremely similar under the conditions of the probability thresholds from 0.5 to 0.7 and are less similar in other cases. This proves that the expected distance is the aggregation of partial possible distances between the events. As shown in Figure 9, the ED-based method filters out almost all pairs of crime events whose temporal probabilistic distance is less than 0.5. For the PD-based method, the frequency of different types of crimes co-occurring is reduced with an increasing probability threshold. Therefore, when the probability threshold is $\mu<0.5$
or $\mu \geq 0.8$, the similarity of the results discovered by the two methods is low. In fact, the temporal distance calculated by the ED-based method is the expected distance between the center of the time interval and another crime event. The temporal distance between possible timestamps other than the central point is lost, which leads to the misjudgment of the spatio-temporal neighborhood relationship and further results in incorrect decisions. However, the proposed method can more reliably discover USTCPs by fully using the distance information between the crime events. For instance, in Table 2 and Table S1, the ED-based method recognizes \{Online Fraud, Telephone Fraud\} as a non-prevalent USTCP. However, the PD-based method concludes the opposite when the probability threshold is not greater than 0.4 . In practice, economic crime will cause serious economic losses to victims once it has occurred. Therefore, \{Online Fraud, Telephone Fraud\} detected by the proposed method under the condition of a small probability threshold is still meaningful, as it can guide the government and public security to determine the temporal and spatial areas that require more police resources.


Figure 8. Pearson correlation coefficient of the participation index sequences generated by the PD-based method at different probability thresholds and by the ED-based method.


Figure 9. Number of co-occurrence instances of \{Telephone Fraud, Theft of Vehicles\} located in different temporal probabilistic distance intervals obtained by ED-based and PD-based methods ( $\mu=0.1$ ).

Furthermore, the prevalent USTCPs can be analyzed with criminology theories, such as rational choice theory [47], routine activity theory [48], and boost theory [3]. The rational choice and routine activity theories indicate that the spatio-temporal context impacts the distribution of crime occurrence. A spatio-temporal context is generally a potential generator or attractor for the occurrence of different types of crimes. The boost theory suggests that crime risk can be propagated among crime events. Therefore, different types of crimes with similar criminal opportunities are likely to co-occur. Based on the effective understanding
of prevalent USTCPs, police strategies can be enforced on easily controlled or key crimes to reduce crime rates. For example, in Table 2, malicious damage frequently appears in different USTCPs and can be regarded as a key crime. Moreover, malicious damage is easy to control because its target objects are generally public facilities. Therefore, malicious damage can be intervened in (e.g., by patrolling public spaces) to prevent other types of crimes.

## 5. Conclusions and Future Work

This paper proposed a probabilistic-distance-based method to discover USTCPs among multiple types of crimes with uncertain occurrence times. The occurrence time of each crime event is expressed as a probability density function in the possible time interval by considering the temporal dependence. This method can adaptively model the temporal uncertainty without a predefined probability distribution function. A probabilistic distance measurement is introduced to describe the temporal relationship among crime events, which comprehensively exploits the possible distance between crime events. The spatio-temporal neighborhood relationship based on the probabilistic distance can further improve the reliability of the discovered USTCPs. The experimental results of implementing the proposed method and the two types of existing methods on a real crime dataset demonstrate that the proposed method is superior and practical for crime event occurrence time uncertainty modeling and USTCP detection.

Future studies should focus on addressing the three limitations of this study. First, the spatio-temporal co-occurrence patterns among different types of crimes could be induced by the distribution characteristics of each crime type [22]. Such univariate distribution characteristics will be explored individually to explain the formation mechanism of USTCPs. Second, in practice, different types of crimes may co-occur even if no significant dependence exists among them. The null hypothesis of independence [49] should be further tested to identify more meaningful USTCPs with statistically significant dependence. Finally, we plan to explore the applicability of the proposed technique in a wider range of applications. For example, in epidemiology, USTCPs can contribute to a more accurate identification of factors influencing the spatial spread of COVID-19 by considering the uncertainty of the infection time of cases.

Supplementary Materials: The following supporting information can be downloaded at: https:/ / www.mdpi.com/article/10.3390/ijgi11080454/s1, Table S1: participation index values of USTCPs obtained by the PD-based method.
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